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Abstract

Incorporating empathy into spoken dialogue systems is crucial for improving interaction
with conversational robots and virtual agents, as empathy is the emotional bonding among
humans; Conversational robots and virtual agents expressing empathy would give humans
a feeling of being understood and satisfied with the conversation. This thesis addresses
empathetic response generation for text-based dialogue systems from the perspective of
appropriate dialogue comprehension and personalization.

Generally, empathy is embodied in the aspects of both contextual understanding and
affective expression. However, previous studies often focus on either aspect. We first
address this problem by generating appropriate empathetic responses with both aspects
via modeling emotion and content consistency between the user’s input and empathetic
response. Moreover, it is necessary to comprehend the cause-and-effect relationships in
response generation. The end-to-end generation model operates as a black box, making it
unclear what factors lead to a particular response in a given context. To address this issue, we
further explore causal reasoning to make the generated empathetic responses explainable. An
appropriate empathetic response also depends on personality traits. Recognition of the user’s
personality and the development of systems that accordingly express a consistent personality
are important for enhancing rapport and engagement in the interactions. To achieve this,
we enhance the personality recognition in dialogue and then stylize the system to generate
responses that are both empathetic and reflective of a distinct personality.

Chapter 2 provides an overview of dialogue systems, specifically emphasizing techniques
for empathetic response generation (ERG).

In Chapter 3, a dual variational generative model (DVG) is proposed for empathetic
response generation based on both contextual understanding and affective expression. Specif-
ically, an emotion classifier and a variational model are incorporated into a dual response
and context generative model to learn the emotion and content consistencies efficiently.
DVG also uses reconstruction loss used in variational autoencoder for both contexts and
responses. Evaluations on both Japanese and English EMPATHETICDIALOGUES datasets
demonstrate DVG’s superiority in generating empathetic responses with contextual and
emotional appropriateness. In addition to the DVG model, we propose an auxiliary retrieval
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system to improve empathetic response generation. Furthermore, the proposed model’s
ability is extended to general response generation, which is not specific to empathetic but
also chitchatting dialogue systems. We evaluated our system’s effectiveness in enhancing
dialogue by a virtual agent. Subsequently, we integrated the system into a humanoid robot
for practical application.

Chapter 4 describes the empathetic response generation based on causal reasoning. Re-
cent approaches mainly focus on understanding the causalities of context from the user’s
perspective, ignoring the system’s perspective. We propose a commonsense-based causality
reasoning for diverse empathetic response generation that considers both the user’s perspec-
tive (user’s desires and reactions) and the system’s perspective (system’s intentions and
reactions). Enhances ChatGPT’s ability to reason for the system’s perspective by integrating
in-context learning with common-sense knowledge. Then, the commonsense-based causality
explanation is integrated into both ChatGPT and a T5-based model. The integration of T5
with ChatGPT’s reasoning capability realizes more empathetic responses that result in better
performances. ChatGPT with the causality explanation can generate more empathetic and
accurate responses.

Chapter 5 addresses the personality recognition of the user in dialog, which is useful
for enhancing the ability of conversational robots and virtual agents to tailor user-adaptive
responses. To address the challenge of the limited number of speakers in existing dialogue
corpora, we introduce personality trait interpolation for speaker data augmentation. Moreover,
a heterogeneous conversational graph neural network (HC-GNN) is incorporated to indepen-
dently capture the interdependencies among interlocutors and the intradependencies within
the speaker. Experimental results on the RealPersonaChat corpus demonstrate that increasing
speaker diversity by data augmentation significantly improves personality recognition in both
monologue and dialogue settings. The proposed HC-GNN outperforms baseline models,
showcasing its effectiveness in dialogue setting.

Chapter 6 focuses on stylizing the empathetic response generation considering the sys-
tem’s personality. Specifically, a multi-grained prefix mechanism is designed to capture
the intricate relationship between a system’s personality and its empathetic expressions.
Furthermore, a personality reinforcement module is designed to leverage contrastive learning
to calibrate the generation model, ensuring that responses are both empathetic and reflective
of a distinct personality. Automatic and human evaluations show the effectiveness of the
proposed method in generating responses with enhanced empathy and personality expression.

Chapter 7 summarizes the findings of this thesis and discusses future work on adapting
the system’s empathetic style and personality to the user’s personality in dialogue.
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Chapter 1

Introduction

1.1 Background

Spoken dialogue systems (SDS) have been developed for several decades and are now
widely used in devices like smartphones, car navigation systems, and smart speakers. These
systems offer various information services, such as making hotel or restaurant reservations,
providing weather updates, and offering information about public transportation. SDS can
also be integrated with virtual agents and conversational robots for services such as museum
guidance [4], job interviewer [5], attentive listening [6], and chit-chatting1.

To make human-robot interaction experiences more entertaining and natural, incorporat-
ing empathy into SDS is essential, as empathy is the emotional bond among humans; robots
expressing empathy would give humans a feeling of being understood and satisfied with
the conversation. Empathetic conversational robots and chatbots have drawn attention in
the research community, for example, the human-like android ERICA [7], which has the
ability to serve attentive listening for olderly people [6]; Nora, an empathetic dialogue system
with a web-based virtual agent in the role of a psychologist [8, 9]; Chatbot CAiRE, which
can detect user emotion by textual analysis and respond in an empathetic manner [10]; and
a Korean multimodal empathetic dialogue system, which is able to show seven different
cat face-based motions [11]. Empathetic response generation is essential for such systems.
However, previous systems use template-based or simple language models for empathetic
response generation, which cannot effectively express empathy.

This thesis addresses two key challenges in the text-based empathetic responses genera-
tion: dialogue comprehension and dialogue personalization. The focus is on text modality, as

1https://japantoday.com/category/features/new-products/palm-sized-ai-chat-bot-provides-autonomous-
conversation

https://japantoday.com/category/features/new-products/palm-sized-ai-chat-bot-provides-autonomous-conversation
https://japantoday.com/category/features/new-products/palm-sized-ai-chat-bot-provides-autonomous-conversation
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it is the primary medium of interaction in applications such as chatbots, virtual assistants, and
online counseling, where text-based empathetic response generation is directly applicable.

1.2 Task Formulation

Empathetic response generation (ERG) is an essential task within open-domain dialogue
systems, with various real-world applications, such as mental health support, customer
service, and social companion systems. Unlike general response generation tasks that focus
solely on coherence and relevance, ERG aims to produce responses that make sense in
context and resonate emotionally with the user. The objective is to create interactions
where the system understands and responds appropriately to the user’s emotional state and
experiences [12], fostering a sense of connection and understanding.

In the task of empathetic response generation, the input X is a t-turn dialogue received as
the context. The output y is the upcoming (t +1)-th utterance, referred to as the response to
its preceding context. The task is usually formulated as a sequence generation and emotion
recognition problem, where the output is a variable-length sequence of tokens y and the
user’s emotional state e. The architecture for ERG typically comprises three key components
as shown in Fig 1.1: an encoder, an emotion recognizer, and a decoder. Both the emotion
recognizer and the response generator are connected to the encoder in a multitask learning
manner. The encoder processes the input sequence X and converts it into a fixed-size context
vector, capturing the useful features and dependencies within the input context. The final state
of the encoder is used to predict the user’s emotional state by the emotion recognizer and as
the initial input into the decoder for response generation. Furthermore, with the development
of large language models that leverage extensive pretraining on diverse datasets, designing
prompts with zero-shot or few-shot learning using in-context learning has shown effective
for ERG.

context 𝑋 Encoder response 𝑦

Emotion Classifier

Decoder

emotion state 𝑒

Fig. 1.1 Typical architecture of empathetic response generation.
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1.3 Problems of Interest

1.3.1 Dialogue Comprehension for Empathetic Response Generation
(ERG)

Empathy is the ability of humans to put themselves in another’s position, encompassing an
understanding of the other’s experiences and feelings to respond appropriately. As shown in
Fig 1.2, an empathetic response resonates with the emotion and experience of the speaker,
fostering a sense of understanding and support, while non-empathetic responses lack this
emotional engagement, potentially leading to feelings of detachment or indifference.

In general, empathy includes affection and cognition [12]. An incorrect emotional
expression or misunderstanding the user’s situation can result in a generated response that
appears strange and disconnects from the user. For example, for the user’s input, “I studied
so hard for 3 months straight for my bar exam,” a response with an incorrect emotional
expression may be “I am sorry to hear that. Did you pass your exam?” and a response
with context misunderstanding may be like “It is good to hear that you become a lawyer.”
Therefore, both correct context comprehension and appropriate emotional expression are
essential for generating empathetic responses that engage the interlocutor.

Recent advancements in generative models have significantly enhanced the accuracy and
usability of empathetic response generation. However, generative models often function
as black boxes, which results in a lack of controllability. This uncontrollability can lead to
the generation of unnatural responses with grammatical or logical errors (e.g., “That is so
sweet. I am sorry to hear that.”) or safe but generic and meaningless responses (e.g., “I see”).
Consequently, it is critically important to improve the generation of empathetic responses
with explainability and controllability.

I studied so hard for 3 months straight for my bar exam.

Wow, you’re so determined!
Did you pass your exam? 

Well, that's what you have to do.
Empathetic Response

Non-Empathetic Response

Fig. 1.2 Example of empathetic and non-empathetic responding.
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1.3.2 Dialogue Personalization for ERG

Personality recognition of users and the development of systems that express a consistent
personality are crucial for enhancing the rapport of human-robot interactions. Moreover, an
appropriate empathetic response also depends on the personality traits [2].

One widely-used method for achieving personality expression in systems is through the
use of personas [13, 14]. This approach involves specifying detailed personal information
for the system, which helps in expressing individuality and creating a consistent character
that users can relate to. Another popular method is to embody the system with traits from the
Big Five personality model [15] or the Myers-Briggs Type Indicator (MBTI) [16]. The Big
Five model categorizes human personality into five dimensions: openness, conscientiousness,
extraversion, agreeableness, and neuroticism. The MBTI framework, on the other hand,
divides personality into sixteen types based on four dichotomies: extraversion/introversion,
sensing/intuition, thinking/feeling, and judging/perceiving. An appropriate empathetic re-
sponse may depend on the personality traits. Richendoller and Weaver III [2] indicate that
individuals with different personalities exhibit distinct preferences for empathetic expression.
Therefore, recognizing the user’s personality and corresponding responses based on a consis-
tent and preferred personality allows for more engaging, and empathetic interactions, which
can significantly improve user satisfaction and rapport in SDS.

To this end, there are two main challenges: accurately detecting the user’s personality
and stylizing empathetic response generation with a consistent personality. However, the
accuracy of Big Five/MBTI personality recognition is not yet good even with the assistance
of large language models (LLMs) [17]. Additionally, generating empathetic responses that
maintain a consistent personality lacks exploration in the research community.

1.4 Approaches

This thesis addresses methods to enhance dialogue comprehension and personalization for
empathetic response generation (ERG).

1.4.1 Modeling Emotion and Content Consistency for ERG

Empathy in conversation manifests through consistent content and emotional alignment
between context and response. We introduce a dual variational generative model that
efficiently captures the bidirectional relationship between context and response, enhancing
both contextual understanding and affective expression. To capture such a bidirectional
relationship, we utilize the mutual information from the duality of response generation and
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context generation. Specifically, we introduce a variational model into the dual generative
model to mimic the process of context/response understanding by reconstruction and utilize
an emotion classifier to capture the emotion state during the conversation for affective
expression. These will enhance the shared variational variables of the dual generative model
with content and emotion consistencies.

To address the problems of generative models producing dull or unnatural responses,
we incorporate a response retrieval module as a fallback. This module guarantees natural
and empathetic responses by retrieving them from external documents. It is activated based
on emotion recognition, leveraging the merits of both generative and retrieval models to
improve overall response quality. It is not easy to detect emotion accurately, and false
emotion detection may mislead the retrieval process. Therefore, we quantify the uncertainty
of the emotion predictions as a discriminator to control the response retrieval, which means
we only switch to the retrieval when the model is confident about the emotion predicted from
the context.

1.4.2 Integrating Causality Reasoning for ERG

To enhance the empathetic response generation with explainability and controllability, it is
necessary to incorporate both the user’s perspective (exploring his/her desire and reaction)
and the system’s perspective (reasoning its intention and reaction to mimic humans) for
empathetic response generation. To this end, we propose a commonsense-based causal-
ity explanation approach for empathetic response generation that reasons from the user’s
perspective to the system’s perspective.

Specifically, we utilize COMET [18], which is a pre-trained GPT-2 model [19] fine-tuned
on the if-then reasoning graph from ATOMIC [20], to predict user’s desire and reaction.
Furthermore, ChatGPT2 has shown its efficacy in several tasks [21]. Bang et al. [22]
introduced ChatGPT’s potential in causal reasoning on the human-annotated explainable
CAusal REasoning dataset (E-CARE) [23]. However, it is based on whether the model can
make a judgment on the correct causes or effects rather than generating causality explanations.
We propose to enhance ChatGPT’s ability to reason the system’s perspective by integrating
in-context learning with commonsense knowledge. Then, we integrate the commonsense-
based causality explanation with both ChatGPT and a trainable T5-based model to examine
its effectiveness.

2https://chatgpt.com/

https://chatgpt.com/
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1.4.3 Improving User Personality Recognition in Dialogue

The lack of data is a major obstacle to personality recognition in dialogue because annotating
dialogue-level data with personality information is expensive and time-consuming. Each
dialogue involves two participants, and personality traits are obtained through psychology
questionnaires. Thus, we investigate a data-augmentation approach. Although previous data
augmentation studies focus on generating sentence-level data invariants [24–27] without
corresponding labels, in this study, we generate both the synthetic dialogue data and corre-
sponding synthetic personality traits through the proposed data interpolation method, which
fuses two existing data points controlled by a variable continuous ratio.

Additionally, accurately modeling both the interdependencies between context and inter-
locutors, as well as the intradependencies within speakers in dialogues, remains a significant
challenge. Previous homogeneous models, such as the graph attention network [28, 29], did
not consider the variations in link types. Heterogeneous models like relational graph convo-
lution networks (RGCNs) employ different relation types to model various dependencies.
Moreover, they utilize shared coefficients across all relation types, which may fail to capture
the unique attributes of each relation type. To address this issue, we propose a method to
independently model heterogeneous conversational interactions, capturing both contextual
influences and inherent personality traits.

1.4.4 Endowing System with Consistent Personality for ERG

Expressing a consistent personality is important for enhancing rapport [30]. When the system
changes its personality in a single conversation, it would make the interaction feel less
human-like. In addition, an appropriate empathetic response may depend on personality
traits. Richendoller and Weaver III [2] examined the relationships between psychoticism,
extraversion, and neuroticism and three styles of empathic intents: empathetic, perspective-
taking, and sympathetic. Their findings indicate that individuals with different personalities
exhibit distinct preferences for empathetic intents, inspiring our motivation to consider the
system’s personality traits into empathetic response generation. However, the relationship
between commonly used Big Five [15] / MBTI [16] personality traits and empathy has not
been fully explored.

To address this problem, we implicitly learn these connections through the prediction
of both personality traits and empathetic signals in responses. Empathetic signals include
empathetic intentions and empathetic communication mechanisms (ECM) [31]. Specifically,
ECM includes interpretations (IP), explorations (EX), and emotional reactions (ER). Further
inspired by the prefix tuning method employed by Li and Liang [32] and Liu et al. [33],
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we propose a multi-grained prefix encoder aimed at discerning personality traits alongside
empathetic signals. Then, we propose a personality enhancement (PE) module to calibrate
the generation of empathetic responses by integrating explicitly personality traits, thereby
improving the empathetic and personalized expression in the generated responses.

1.5 Organization of the Thesis

The rest of this thesis is structured as below. Fig 1.3 summarizes the organization of this
thesis. Fig 1.4 explains connections and distinctions among chapters. Chapter 2 provides an
overview of dialogue systems, specifically emphasizing techniques for empathetic response
generation (ERG). Chapter 3 presents a method that combines the strengths of both genera-
tive and retrieval systems for empathetic response generation, considering both contextual
understanding and affective expression by a dual variational generative model. Chapter 4 on
the comprehension of the cause-and-effect relationships in empathetic response generation.
A commonsense-based causality explanation approach is proposed for empathetic response
generation that reasons from the user’s perspective to the system’s perspective. Chapter 5
focuses on improving the personality recognition of users in dialogue. A personality trait
interpolation is proposed for speaker data augmentation. Additionally, a heterogeneous
conversational graph network is proposed to independently capture both contextual influ-
ences and inherent personality traits. Chapter 6 is based on the assumption that appropriate
empathetic responses also depend on personality traits. We propose a multi-grained prefix
encoder aimed at discerning personality traits alongside empathetic signals, and a personality
enhancement (PE) module to calibrate the generation of empathetic responses by integrating
explicitly personality traits.
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Context 𝒙 Dialogue 
Comprehension

Dialogue Management
(personalization)

Empathetic Response 
Generation

Response 𝒚

Modeling Emotion and Content Consistency (Chapter 3)

Integrating Causality Reasoning (Chapter 4)

Improving User Personality Recognition (Chapter 5)

Endowing System with Consistent Personality (Chapter 6)

Fig. 1.3 Organization of the thesis.
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Dialogue Comprehension

Enhancing controllability and explainability 

Emotion and
Want of user

reasoning

Modeling Emotion and Content Consistency for ERG (Chapter 3)

Integrating Causality Reasoning for ERG (Chapter 4)

Knowledge graph

predict

Dialogue Personalization

User Adaptation

Improving User Personality Recognition (Chapter 5) 

system personality prediction:

personality-empathy correlation

Endowing System with Consistent Personality for ERG (Chapter 6)

Empathy factors: emotion; interpretation.

Emotion and
Intent of system

Context 𝒙

Response 𝒚

Fig. 1.4 Connections and distinctions among chapters.





Chapter 2

Literature Review

This chapter provides an overview of dialogue systems, focusing on techniques for empathetic
response generation (ERG). Section 2.1 introduces a brief history of dialogue systems.
Section 2.2 introduces the basic models that will be used in later chapters. Finally, Section
2.3 offers a comprehensive review of the ERG task.

2.1 A Brief History of Dialogue Systems

Early Rule-based and Statistic-based Dialogue Systems

The early-stage dialogue system can be traced back to the 1960s with the development
of ELIZA [34]. ELIZA simulated a psychotherapist using simple pattern-matching and
substitution methodologies. ELIZA generated responses by identifying key patterns in user
input and applying pre-defined transformation rules. In the 1970s, systems like PARRY
emerged, designed to simulate the thought processes of a paranoid schizophrenic, utilizing
more complex rules and emotional models [35]. SHRDLU [36] was designed to understand
and respond to natural language within a simulated "blocks world," allowing it to execute
commands, answer questions, and manipulate objects such as blocks, pyramids, and cubes.

Since the 1990s, numerous task-oriented dialogue systems have been developed to
assist users in accomplishing specific tasks such as planning routes, booking flights, or
finding restaurants. VOYAGER [37], an urban exploration and navigation system, allowed
users to interact through spoken dialogue, text, and graphics. TRAINS [38, 39] was designed
to assist managers in solving routing problems within a transportation domain, using a
map that displayed cities and rail connections. Airline Travel Information System (ATIS)
[40] provided flight information. A large-amount data collection allowed for invention
of statistical methods, which greatly improved the performance of task-oriented systems.
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Levin et al. [41] introduced the use of Markov Decision Process (MDP) and reinforcement
learning algorithms to optimize dialogue strategies, marking a significant step toward data-
driven approaches in dialogue system design. Williams and Young [42] modeled a spoken
dialogue system as a Partially Observable Markov Decision Process (POMDP), enhancing
their robustness in handling uncertainties caused by speech recognition errors. Gasic et al.
[43] applied Gaussian Processes to POMDP-based dialogue managers, greatly enhancing
the efficiency of policy optimization. This approach was applied to the tourist information
system for Cambridge, enabling users to inquire about restaurants, hotels, museums, and
other local attractions.

An intelligent conversational agent should not be confined to a specific task; instead, it
should possess the ability to engage in dialogue across various domains. Such a system is
known as an open-domain dialogue system. Some spoken dialogue systems in smartphone
applications, such as Siri, integrate two approaches: a task-oriented system that relies on
well-defined domain knowledge, often using a relational database (RDB) or information
retrieval techniques like named-entity recognition, and an open-domain system that utilizes
pattern matching for generating simple chitchat responses.

Neural Dialogue Systems

The development of dialogue systems has greatly benefited from the advent of deep learning.
Task-oriented dialogue systems have been significantly improved by substituting statistical
models with neural networks. MultiWOZ [44] set new benchmarks by introducing multi-
domain dialogues and more complex interactions, evolving the development of end-to-end
neural architectures. Fig 2.1 shows an example of this type of system.

I need train reservations from norwich to cambridge.

I have 133 trains matching your request. Is there 
a specific day and time you would like to travel?

I'd like to leave on Monday and arrive by 18:00.

There are 12 trains for the day and time you 
request. Would you like to book it now?

Fig. 2.1 Task-oriented dialogue-example from the MultiWOZ dataset.
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Open-domain dialogue systems, on the other hand, have benefited from a sequence-
to-sequence (seq2seq) learning paradigm. Sutskever et al. [45] introduced Sequence-to-
Sequence (Seq2Seq) models using a multilayered Long Short-Term Memory (LSTM) to
map the input sequence to a vector of fixed dimensionality, and then another deep LSTM
to decode the target sequence from the vector, demonstrating early success in machine
translation. Bahdanau et al. [46] introduced the attention mechanism, which allows models
to focus on the relevant parts of the input sequence when generating each word in the output
sequence. This significantly improved the performance of Seq2Seq models by enhancing their
ability to handle long and complex sentences. Vaswani et al. [47] proposed the Transformer
architecture, which based solely on attention mechanisms, dispensing with the recurrence and
convolutions used in previous models. Transformer significantly improved training efficiency
and model performance, becoming the foundation for both pretrained language models,
such as Bidirectional Encoder Representations from Transformers (BERT) [48], Generative
Pretrained Transformer (GPT) [49], RoBERTa [50], BART [51], DialoGPT [52], T5 [53],
and BlenderBot [54], as well as other large language models (LLMs), such as GPT-3/3.5/4o,
LLaMA [55], Mistral [56], and Vicuna [57]. Prompting empowers LLM with great potential
besides traditional seq2seq or finetuning methods. In-context learning with a few shots
[58] allows the model to quickly adapt to a new task or a new domain by showing several
examples that are predetermined or retrieved from a dataset by similarity. Chain-of-thought
prompting [59] enables reasoning ability, which is crucial for complex tasks or samples.

Stylistic Open-domain Dialogue Systems

Stylistic open-domain dialogue systems focus on generating responses with specific styles
by using neural networks, such as incorporating persona or empathy. These systems aim to
enhance the user experience by making interactions more human-like and engaging. This
is achieved by tailoring the dialogue system’s responses to align with a defined persona,
personality, or empathetic tone. Fig 2.2 shows an example of such systems.

Some efforts in this area focused on incorporating persona profiles into responses. For
instance, PERSONA-CHAT introduced the concept of conditioning responses on a predefined
persona to make interactions more consistent and relevant [13]. Some conversational systems
have been developed to generate empathetic responses based on the benchmark dataset EMPA-
THETICDIALOGUES [60]. These systems aim to produce responses that reflect understanding
of the user’s emotions and experiences, thereby improving the user’s satisfaction and engage-
ment. Adding personality or empathy to response generation aims to create a more natural
and engaging conversational experience, fostering a sense of connection and understanding
between the user and the system. The commonly used neural networks for stylistic response



14 Literature Review

Planning out my new home has turned out to be a blast!

What kind of house are you building?

Just working on planning out decorating and appliances 
and such.

That sounds great. What are you most excited for?

Fig. 2.2 Open-domain dialogue-example from the EMPATHETICDIALOGUES dataset.

generation can also be categorized into three approaches: (1) training a vanilla Transformer
encoder-decoder from scratch using a target dataset; (2) using pretrained language models
(PLMs) that have been trained on a large dataset of text data in a self-supervised manner
before being finetuned on the target dataset; (3) utilizing large language models (LLMs) that
leverage extensive pretraining on diverse datasets, followed by reinforcement learning with
human feedback (RLHF) to align with human preferences.

2.2 Model Basics

This section formulates the commonly-used models for generating responses in open-domain
dialogue systems.

2.2.1 HRED: Hierarchical Recurrent Encoder Decoder

The seq2seq model enables the generation of responses to single-utterance contexts. To
utilize multi-utterance contexts, the Hierarchical Recurrent Encoder-Decoder (HRED) model
[61] employs a hierarchical structure that captures dependencies at both the utterance and
conversation levels. The HRED model consists of three main components: the encoder RNN,
the context recurrent neural network (RNN), and the decoder. Each of these components
plays a specific role in the processing of the dialogue data.
Encoder RNN: The encoder processes individual utterances within a dialogue. Given an
utterance ui = {wi,1,wi,2, . . . ,wi,Ti}, where wi,t represents the t-th word in the i-th utterance,
the encoder RNN maps each utterance to an utterance vector hi,t :

hi,t = RNNenc(hi,t−1,wi,t). (2.1)
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The final hidden state hi,Ti represents the encoded representation of the utterance ui. Context
RNN: The context RNN models the dependencies between consecutive utterances in a
dialogue. Given a context U = {u1,u2, . . . ,ui}, it takes the encoded representation hi,Ti from
the encoder and updates its hidden state si:

si = RNNctx(si−1,hi,Ti). (2.2)

Decoder RNN: The decoder generates the next utterance ui+1 based on the context RNN’s
hidden state si. The decoder RNN predicts each word wi+1,t sequentially.

hi+1,t = RNNdec(hi+1,t−1,wi+1,t−1,si). (2.3)

The probability of generating the next word wi+1,t is given by:

P(wi+1,t |wi+1,<t ,si) = softmax(Wohi+1,t +bo), (2.4)

where softmax layer converts hi+1,t into a probability distribution over the token vocabulary.

2.2.2 Decoding Algorithms

The decoding algorithm decides how to transform P(wi+1,t |wi+1,<t ,si) to the generated token
wi+1,t . The algorithm takes the probability distribution of each token in the target vocabulary
P(wi+1,t |wi+1,<t ,si) as input. We briefly describe four primary strategies used in this thesis:
greedy search, beam search, top-k sampling, and top-p sampling:

(1) The greedy search selects the token with the highest conditional probability over pt at
each step. Specifically, let y1:t−1 represent the sequence of tokens generated up to step t−1.
At step t, the next token yt is chosen as follows:

yt = argmax
y′t

P(y
′
t |y1:t−1). (2.5)

This process repeats until the end-of-sequence token (<EOS>) is generated or a predefined
maximum length is reached.

(2) Beam search considers multiple potential tokens at each step by keeping track of a
fixed number ("beams"). Let B be the beam size. At each step, it expands each of the B
sequences by considering all possible next tokens. For each partial sequence, it calculates
the total score (the sum of probabilities) for each possible extension and keeps only the B
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sequences with the highest total scores:

Bt = Top-B{P(y1:t) | y1:t ∈ Bt−1×V} , (2.6)

where V is the vocabulary size.
(3) Top-k Sampling introduces randomness into the decoding process by selecting the

next token from the top k tokens over pt , rather than always choosing the highest-probability
token. At each step t:

P′(yt) =
P(yt | y1:t−1)

∑y∈Vk
P(y | y1:t−1)

, (2.7)

where Vk is the set of top k tokens. Top-k Sampling helps to introduce diversity into the
generated sequences but may occasionally result in less coherent outputs.

(4) Top-p Sampling, also known as Nucleus Sampling, dynamically selects tokens from
the smallest possible set of top tokens whose cumulative probability exceeds a threshold p.
At each step t:

P′(yt) =
P(yt | y1:t−1)

∑y∈Vp P(y | y1:t−1)
, (2.8)

where Vp is the set of tokens forming the cumulative probability p. Top-p Sampling strikes a
balance between coherence and diversity.

2.2.3 Transformer

RNNs compute along the symbol positions of input and output sequences, generating hidden
states hi,t based on the previous hidden state hi,t−1 and the input at position t. This sequential
processing hinders parallelization within training examples, which is problematic for long
sequences due to memory constraints on batching. While HRED uses RNNs to capture
dependencies in the input and context, the Transformer [47] relies on self-attention mech-
anisms. This allows the Transformer to handle long-range dependencies more effectively.
The transformer consists of an encoder and a decoder, both composed of multiple layers of
self-attention (SAN) and feed-forward neural networks (FFN), both wrapped by residual
connections [62] and layer normalization. A key component of SAN sub-layers is a multi-
head attention (MHA) mechanism, which allows the model to focus on different parts of the
input sequence simultaneously. In the MHA, key (K), value (V ), and query (Q) metrics are
split into h heads with a dimension dk = dmodel/h after linear transformations and each head
performs a scaled-dot attention mechanism as:

Attention(Q,K,V ) = softmax
(

QKT
√

dk

)
V. (2.9)
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The combined attention output is then processed by the FFN dub-layer. The decoder generates
the target sequence based on the encoded input representations and previously generated
tokens. The target sequence tokens are embedded and positional encodings are added. The
decoder uses masked self-attention to prevent attending to future tokens. It also attends to
the encoder’s output through another multi-head attention mechanism. A FFN sub-layer
then processes this combined information. Finally, the output layer generates the probability
distribution over the vocabulary, producing the next word in the sequence.

2.2.4 Pretrained Language Models (PLMs)

The Transformer architecture fosters the development of pretrained language models that
learn knowledge through pretraining on unlabeled data across various pretraining tasks and
are subsequently finetuned using labeled data from the downstream tasks.

Bidirectional Encoder Representations from Transformers: BERT

BERT [48] is based on the Transformer encoder architecture. Unlike the traditional Trans-
former, which processes the input in a unidirectional manner, BERT is bidirectional, taking
into account both the left and right contexts of a word simultaneously. In addition, a special
classification token ([CLS]) is added at the beginning of every sequence. The final hidden
state corresponding to this token is used as the aggregate sequence representation for clas-
sification tasks. Sentence pairs are packed together into a single sequence and separated
by a special token ([SEP]). A learned embedding (segment token) is added to each token
to indicate whether it belongs to sentence A or sentence B. Given a sequence of tokens
x = {[CLS],x1,x2, [SEP],x3, . . . ,xn, [SEP]}, the input embeddings Ei for each token xi are
computed as:

Ei = Wtoken(xi)+Wsegment(si)+Wposition(pi), (2.10)

where Wtoken, Wsegment, and Wposition are the token, segment, and position embedding
matrices respectively, and si and pi represent the segment and position indices for token
xi. For the training strategies, BERT is pretrained using two unsupervised tasks: Masked
Language Modeling (MLM) and Next Sentence Prediction (NSP): (1) MLM: some tokens
in an input are randomly masked, and the objective is to predict these masked tokens based
on their context. (2) NSP: the model is given pairs of sentences and tasked with predicting
whether the second sentence follows the first in the original text. After pretraining, BERT can
be finetuned on specific tasks by adding a task-specific output layer. During finetuning, all
parameters from BERT, as well as the additional output layer, are updated jointly to optimize
the task-specific objective.
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Generative Pretrained Transformer: GPT

GPT [49] employs a multi-layer Transformer decoder [63] architecture. It utilizes unsuper-
vised learning to improve language understanding, demonstrating that generative pretraining
on a diverse corpus of unlabeled text, followed by discriminative finetuning on specific tasks,
is effective across various language tasks. Unsupervised pretraining is the first phase of
training GPT, where the model learns to predict the next word in a sequence without requiring
labeled data. Given an unsupervised corpus of tokens U = {u1, ...,un}, the objective during
pretraining is to maximize the likelihood of each token given its preceding tokens:

L1(U) = ∑
i

logP(ui|ui−k, . . . ,ui−1;θ), (2.11)

where k is the context window size. θ denotes the model parameters. This model applies a
multi-headed self-attention operation over the input context tokens followed by position-wise
feedforward layers to produce an output distribution over target tokens:

h0 =UWe +Wp,

hl = transfomer_block(hl−1)∀i ∈ [1,n],

Pu = softmax(hnW T
e ),

(2.12)

where n is the number of layers. We is the token embedding matrix, and Wp is the position
embedding matrix. After the unsupervised pretraining phase, GPT undergoes supervised
finetuning to adjust the pretrained model parameters to optimize performance for the specific
supervised task. Given a labeled sequence C = x1, ...,xm, along with a label y. The inputs
are passed through the pretrained model to obtain the final transformer block’s activation hm

l ,
which is then fed into an added linear output layer with parameters Wy to predict y:

P(y|x1, ...,xm) = softmax(hm
l Wy),

L2(C) =− ∑
(x,y)

logP(y|x1, . . . ,xm).
(2.13)

To summarize, the training process of GPT involves two key objectives:

L3(C) = L2(C)+λ ∗L1(C). (2.14)

Overall, the only extra parameters that are required during finetuning are Wy, and embeddings
for delimiter tokens (initialized start and end tokens of the input (<s>, <e>).
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Dialogue Generative Pretrained Transformer: DialoGPT

GPT training involves two stages: unsupervised pretraining and supervised fine-tuning on
target tasks; GPT-2 [19] advances this approach by utilizing a significantly larger dataset and
applying unsupervised pretraining models for supervised tasks with the speculation that a
good language model could do unsupervised multitask learning while training. The objective
is to model P(output|input, task). GPT-2 shows good performance on downstream tasks in a
zero-shot setting – without any parameter or architecture modification.

DialoGPT inherits from GPT-2, a 12-to-48-layer Transformer with layer normalization.
Like GPT-2, DialoGPT is formulated as an autoregressive (AR) language model. Unlike
GPT-2, which is trained on a dataset comprising millions of webpages known as WebText for
text generation, DialoGPT extends GPT-2 to address the challenges of conversational neural
response generation. It achieves this by training on large-scale dialogue pairs and sessions
extracted from Reddit discussion chains, enabling DialoGPT to capture the joint distribution
of P(Target,Source) in conversational flow with finer granularity.

BlenderBot

Unlike DialoGPT, BlenderBot is trained on a diverse set of dialogue tasks simultaneously.
This multi-task training approach helps the model learn to balance different conversational
objectives. Specifically, BlenderBot was first pretrained on the pushshift.io Reddit [64] to
learn general language representations. Then it was finetuned in the ConvAI2 dataset [13]
focuses on personality and engaging the other speaker, EmpatheticDialogues [65] focuses on
empathy, and Wizard of Wikipedia [66] focuses on knowledge, and Blended Skill Talk [67]
provides a dataset that focuses on blending these skills.

While DialoGPT employs a multilayer Transformer decoder architecture, BlenderBot
employs three types of architecture: retrieval, generative, and retrieve-and-refine models,
all based on Transformers. (1) Retrieval: Given a dialogue history (context) as input, this
architecture uses the poly-encoder [68] to select the next dialogue utterance by scoring a large
set of candidate responses and outputting the highest-scoring one. (2) Generative: This is a
standard Seq2Seq Transformer architecture that generates responses rather than retrieving
them from a fixed set. (3) Retrieve and refine: This approach combines a retrieval step before
generation, replacing the retrieved response with the gold response α% of the time. The
parameter α is a hyperparameter that can be tuned, allowing for a smooth transition between
retrieval and generative systems.
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Text-to-Text Transfer Transformer: T5

Transfer learning, where a model is first pretrained on a data-rich task and then finetuned on
a downstream task, has become a powerful technique in natural language processing (NLP).
This effectiveness has led to a variety of approaches, methodologies, and practices. T5 [53]
is designed to handle a wide range of NLP tasks by converting each task into a text-to-text
format. T5 aims to unify various NLP problems, such as translation, summarization, and
question answering, under a single framework. This unified approach improves generalization
and allows the model to leverage knowledge from different tasks to improve dialogue response
quality. Meanwhile, T5 is pretrained on a massive and diverse corpus of text, enabling it to
understand and generate coherent text across various domains. This extensive pretraining
helps T5 generate more contextually appropriate and varied responses in dialogues.

Unlike BlenderBot, T5 uses a pretraining objective similar to masked language modeling
(MLM) used in BERT and then finetuned on specific downstream tasks. The pretraining
involves predicting missing tokens in a text, and the finetuning involves adjusting the model
for specific tasks by providing task-specific input-output pairs.

2.3 Review on Empathetic Response Generation (ERG)

This section will introduce the literature reviews on ERG task.

Non-verbal ERG

Facial expression and head gesture mirroring are common forms of empathic conveyance,
often involving head nodding, laughing, eyebrow raising, and smiling [69]. For example,
Hegel et al. [70] conducted a study with an anthropomorphic robot that recognizes the
user’s emotional state through speech intonation and then mirrors the inferred state using
a corresponding facial expression. Similarly, Riek et al. [69] utilized a robot designed as a
chimpanzee head to mimic users’ mouth and head movements, enabling human-robot rapport.
Furthermore, Jo et al. [71] and Inoue et al. [72] highlighted the importance of incorporating
appropriate laughter in conversational robots to enhance empathetic interactions.

Affection-Driven ERG

Affective empathy, also known as emotional empathy, is the ability to feel what someone
else feels, often described as “your pain in my heart.” Affection-driven methods emphasize
the affective aspect of empathy expression, detecting and leveraging the user’s emotions
using various structures. For example, Lin et al. [73] softly combined the output of multiple
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emotion-specific decoders to improve the generation of appropriate empathetic responses.
Majumder et al. [74] argued that empathetic responses often mimic the speaker’s emotion,
then proposed emotion grouping and emotion mimicry to generate empathetic and various
responses. Fu et al. [75] proposed an emotion correlation-enhanced framework for empathetic
dialogue generation, which comprehensively captures emotion interactions by employing a
multi-resolution emotion graph to model context-based emotion correlations.

Cognition-Driven ERG

Cognitive empathy refers to the ability to understand another person’s point of view or
perspective, often described as “putting oneself in others’ shoes.” Cognition-driven methods
aim to enhance contextual understanding through different mechanisms, including exploration
of empathetic intentions [1], emotion cause reasoning [76–78], integration of common sense
knowledge [79, 80], and additional retrieval processes [81, 82]. For example, Kim et al.
[76] extracted emotion causes from the dialogue context by utilizing a rational speech act
framework. Additionally, Wang et al. [77] employs a cause-effect graph [83] to reason about
the emotion causes and effects, thereby improving context understanding. Sabour et al. [84]
leveraged ATOMIC [20], which is a knowledge base of commonsense reasoning inferences
about if-then events to improve contextual understanding in the dialog. Fu et al. [82] adopt
the retrieval system as a fallback to the generation model based on emotion classification to
alleviate the difficulty of empathetic response generation.

Affection and Cognition-Driven ERG

Affection and cognition-driven methods consider both emotional and cognitive aspects in em-
pathy expression. Sharma et al. [85] introduced three types of communication mechanisms—
emotional reactions, interpretations, and explorations, representing higher-level and abstract
factors in empathy expression. Additionally, Fu et al. [81] proposed a dual variational
generative model that efficiently learns the bidirectional relationship between context and
response in conversations, facilitating both contextual understanding and affective expression.
Yang et al. [86] proposed to dynamically learn the emotion-semantic correlations through
the interaction of context and emotions for empathetic response generation. Majumder et al.
[87] utilized the T5 encoder-decoder model to integrate emotional presence, interpretation,
and exploration for empathetic response generation.
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Large Language Models (LLMs)-based Methods

With the development of LLMs such as GPT-series (like GPT-3 [58], ChatGPT, GPT4
[88]), many studies have shown their ability on various NLP tasks with either a few-shot or
zero-shot setting [21, 89, 90]. Lee et al. [90] introduced two selection methods that choose
in-context examples based on emotion and situation information to generate empathetic
responses by GPT-3. Zhao et al. [21] showed ChatGPT’s ability on empathetic response
generation, Fu et al. [91] enhanced ChatGPT’s ability to reason for the system’s perspective
by integrating in-context learning with commonsense knowledge for ERG. Cai et al. [92]
leveraged the reasoning capabilities of ChatGPT to generate commonsense causal sentences
through in-context learning; additionally, they modeled the emotional flow within dialogues
to predict future emotional states for ERG.

Persona-based ERG

Recent studies have increasingly emphasized the integration of persona into empathetic
response generation. Persona is highly correlated with personality which in turn influences
empathy [2]. This integration is crucial for generating consistent responses across multi-turn
conversations, which significantly enhances user engagement and satisfaction. Recent ad-
vancements in persona-based empathetic response generation fall into two distinct categories:
(1) customization using explicit system-specific profiles or descriptive persona sentences
[13], and (2) generation based on explicit personality traits, such as Big Five and MBTI.
Specifically, Zhong et al. [14] constructed a multi-turn Persona-based Empathetic Conver-
sation (PEC) dataset obtained from the social media Reddit. Huang et al. [93] proposed a
Transformer-based architecture that incorporates retrieval-augmented prompt learning to
generate persona-aware empathetic responses based on the PEC dataset. Cai et al. [94] pro-
posed to perceive speakers’ implicit emotional information by dynamically capturing persona
information from the PERSONA-CHAT dataset [13] and reasoning about future emotional
reactions, and incorporating them into the process of empathetic response generation. Fu
et al. [95] proposed a multi-grained prefix mechanism to learn the relationship between a
system’s personality and its empathetic expressions, and a personality reinforcement module
to calibrate the generation model to generate responses that are both empathetic and reflective
of a distinct personality.

Multi-Party ERG

Zhu et al. [96] introduced the task of multi-party empathetic dialogue generation, expanding
the scope of empathetic response generation to conversations involving multiple participants.
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They proposed to model multi-party dialogues by constructing a dynamic graph network with
temporal information and exploring participants’ dynamic emotions and static sensibilities
by fusing speaker information.

Multi-Modal ERG

Tavabi et al. [97] demonstrated that, beyond text, the emotional tone in language and facial
expressions are strong indicators of sentiment in conversations that necessitate an empathetic
response. To this end, they developed a multi-modal deep neural network designed to identify
instances where an agent should express positive or negative empathetic responses. This
model leverages audio, video, and language data from human-agent interactions conducted
in a wizard-of-Oz setting. Fei et al. [98] introduced an avatar-based multi-modal empathetic
chatbot that integrates text, sound, and vision, leveraging advancements in large language
models combined with multi-modal encoders and generators. Additionally, Shen et al. [99]
introduced a new multi-modal dataset, EMPATHICSTORIES++, designed to study empathy
during personal experience sharing.

2.4 Conversational Datasets

This section will introduce the datasets that will be used in later chapters.
The EMPATHETICDIALOGUES dataset [60]1 comprises 24,850 open-domain, multi-turn

conversations (4-8 utterances) in English between two interlocutors. Each conversation is
grounded in a scenario, where one participant (Speaker) describes a situation associated
with a specific emotion label. The dataset features 32 emotion labels, converging a broad
range of positive and negative emotions. The Speaker initiates the dialogue by discussing
their situation, while the second participant (Listener) interprets the scenario through the
Speaker’s descriptions and responds accordingly.

The Japanese EMPATHETICDIALOGUES dataset [100]2 was developed by adapting the
original English version [60] into Japanese. This adaptation involved translating the 32
emotion-related English words into Japanese, which were then used by Japanese speakers
to construct situational sentences and dialogues. Unlike the original English version, where
dialogues were conducted between two participants, the Japanese version consists of pseudo-
dialogues generated by a single crowdworker. The crowdworker refers to the translated list
of emotions and creates a context sentence of 1-3 sentences based on the emotions and a
text dialogue of four utterances by two persons (Speaker and Listener) who interact in the

1https://huggingface.co/datasets/empathetic_dialogues
2https://github.com/nttcslab/japanese-dialog-transformers

https://huggingface.co/datasets/empathetic_dialogues
https://github.com/nttcslab/japanese-dialog-transformers
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context. In total, the dataset comprises 20,000 dialogues and 80,000 utterance pairs, with 32
evenly distributed emotion labels.

For both English and Japanese EMPATHETICDIALOGUES datasets, we train and evaluate
models in later chapters to generate Listener responses at each conversational turn. These
models are conditioned on the evolving context, with the Speaker’s inputs being extended
incrementally to inform the Listener’s responses.

The PERSONA-CHAT dataset [13]3 is designed such that each speaker is characterized
by a set of five profile sentences that define their persona. Conversations are conducted
based on these predefined profile sets, and the resulting dialogues are collected in a pseudo-
dialogue manner. The Japanese version of this dataset [100]3 adapts the original by creating
a corresponding set of Japanese profile sentences and collecting conversations from Japanese
speakers. In total, the Japanese PersonaChat dataset includes 61,794 utterances across
5,000 dialogues.

The RealPersonaChat [101]4 dataset comprising 14,000 Japanese dialogues and a total
of 421,203 utterances. In this dataset, 233 participants completed a questionnaire regarding
their Big Five personality score (in a range from 1-7) and then engaged in unstructured
conversation. We normalize the score to 0-1.

3https://parl.ai/projects/personachat/
4https://github.com/nu-dialogue/real-persona-chat

https://parl.ai/projects/personachat/
https://github.com/nu-dialogue/real-persona-chat


Chapter 3

Modeling Emotion and Content
Consistency For Empathetic Response
Generation

3.1 Introduction

Incorporating empathy into the dialogue system is essential for improving human-robot inter-
action experiences, as empathy is the emotional bonding among humans; robots expressing
empathy would give humans a feeling of being understood and satisfied with the conversation.
For example, McNeill and Kennington [102] proposed a multimodal emotion recognition
model to predict human interpretations of social robots’ emotions. Winata et al. [8, 9]
introduced Nora, an empathetic dialogue system with a web-based virtual agent in the role of
a psychologist; Jung et al. [11] introduced a Korean multimodal empathetic dialogue system
with a virtual agent. These previous systems relied on coarse-grained emotion recognition
and basic response generation. In this study, we build a fine-grained empathetic system
capable of offering diverse emotions and responses. Subsequently, we evaluate this system
by the virtual agent Gene [103] to show vibrant empathy. The system is further implemented
in the humanoid robot CommU for practical application.

In general, empathy includes aspects of contextual understanding and affection [12],
which represent perceiving the user’s situation and expressing emotion, such as the “Empa-
thetic response” shown in Fig. 3.1. However, previous studies either focused on detecting user
emotion and embedding emotional traits to generate responses with affection [73, 74, 104],
or focused on integrating commonsense knowledge to help contextual understanding [84].
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Fig. 3.1 An example of an empathetic response from the Japanese EMPATHETICDIALOGUES

dataset. Blue highlighted text denotes the affective expression, and green text implicates
context understanding.

To make a further exploration on both aspects for empathetic response generation, in this
paper, we propose a dual variational generative (DVG) model.

Our DVG model is based on the assumption that there exist emotion and content con-
sistencies between context and appropriate empathetic response, as shown in Fig. 3.1. To
capture such consistency, we utilize the mutual information from the duality of response
generation and context generation. Specifically, (1) we introduce a variational autoencoder
(VAE) into the dual generative model to mimic the process of context/response understanding
by reconstruction and (2) utilize an emotion classifier to capture the emotion state during the
conversation for affective expression. These will enhance the shared variational variables of
the dual generative model with content and emotion consistencies.

The generative models can produce an empathetic response, but they encounter the
problem of generating dull responses (generic and meaningless, such as ‘I see’) or unnatural
responses (have grammatical or logical errors, such as ‘that is so sweet. I am sorry to hear
that’). Instead, the retrieval-based models are guaranteed to produce natural and empathetic
responses, as they are retrieved from external documents, but encounter the problem of
producing responses that are not closely relevant to the dialog context. Therefore, we
incorporate a response retrieval model as a fallback to the generative model based on emotion
recognition to leverage the merits of both the generative and retrieval model. Specifically, we
define 82 empathetic responses conditioned on 32 kinds of emotions as a controllable retrieval
set. It is difficult to detect emotion accurately, and false emotion detection may mislead the
retrieval process. Therefore, we quantify the uncertainty in the emotion predictions and use
it as a discriminator to control the response retrieval, which means we only switch to the
retrieval when the model is confident about the emotion predicted from the context.
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In daily-style conversation, an empathetic response is just one kind of conversation reply,
while neutral chatting also accounts for a large percentage. Therefore, we further enrich our
model’s ability to build a general Japanese dialogue system by incorporating the daily life
dataset PERSONA-CHAT [100] into training.

Our main contributions are summarized as follows:

• We propose a DVG model to efficiently learn the bidirectional relationship between
the context and the response in the conversation for contextual understanding and
affective expression. Automatic and human evaluations on both Japanese and English
EMPATHETICDIALOGUES datasets show that our method outperforms competitive
baselines.

• We introduce a retrieval system as a fallback to the generation process to directly
produce an empathetic response. Automatic and human evaluations on the Japanese
EMPATHETICDIALOGUES dataset demonstrate that compared with the solely genera-
tive model, our generative+retrieval system can generate empathetic responses with
more diversity and better scores on the aspects of Empathy, Relevance, and Fluency.

• We evaluate our method in general response generation, which is not specific to
empathetic but also chitchatting dialogue system. We further integrate our system into
a virtual agent Gene, and objective automatic evaluation and subjective evaluation via
human-agent interaction experiments further demonstrate our system’s effectiveness.

3.2 Related Work

3.2.1 Dual Learning

Dual learning has been applied to several tasks due to its potential in improving the per-
formance of both the primary task and auxiliary task. Tseng et al. [105] coupled natural
language understanding and natural language generation through a shared latent variable,
which benefits both tasks. Cui et al. [106] utilized the additional information from a response
to query generation to avoid safe response. Hu et al. [107] integrated bidirectional learning
with a discriminator for neural topic modeling.

In this study, we extend dual learning to efficiently learn the bidirectional relationship
between context and response.
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Alternative Retrieval Process 

Train

Test

c

r Response Encoder

Context Encoder Response Decoder

Context Decoder

𝑟!"#$

𝑐%&
𝑐!"#$

𝓏𝑐

ℎ𝑐

ℎ𝑟Ground truth response:
What? Late? (😠)

Context: 
Today, my friends didn’t show up 
at the appointed time. (😠)

Emotion Classifier
Emotion 

consistency
Content

consistency

Shared Variational Layer

Context Encoder

Dual Variational Generative Model

Candidate responses:
# (Anger) It is no wonder you get angry.
# (Furious) I can’t help being  angry.
# (Sentimental) Time is passing quickly.

……
# (Disappointed) Please don’t be discouraged.
# (Frustrated) I can understand how frustrated you are

It is no wonder 
you get angry.Similarity Scoring

[

0.3
0.2
0.15
…
0.2
0.15]

𝑟'&
𝑐𝑎𝑛𝑑𝑖 ℎ𝑐𝑎𝑛𝑑𝑖

𝑟!"	(generated 
response): That was 
disappointing.

Uncertainty 
estimator EU …

EU

Neutral

Frustrated 

Furious
Sentimental

𝓏𝑟

𝓏𝑐

(𝓏𝑟, ℎ𝑟)

(𝓏𝑐, ℎ𝑐)

ℎ𝑟
ℎ𝑟

ℎ𝑐

Disappointed

𝓏𝑟 𝓏𝑐

𝓏𝑟
ℎ𝑐 ℎ𝑐

Fig. 3.2 Proposed DVG model for empathetic response generation. Blue and green high-
lighted lines and blocks denote the emotion consensus and content consistency processes
respectively. Specifically, green solid lines represent the response reconstruction process,
while green dotted lines represent context reconstruction. cge, cauto, rauto, rge mean context
generation, context auto-reconstruction, response auto-reconstruction, and response genera-
tion, respectively. Compared with previous studies, we incorporate variational decoder to the
dual generative model for context and response reconstruction (cauto and rauto).

3.2.2 Retrieval-based Response Generation

Retrieval-based methods have been considered as an alternative or complement to enhance the
generation-based approaches. Cai et al. [108] explored a retrieval-guided response generation
based on a matching mechanism. Zhang et al. [109] proposed to attentively combine retrieval
and generation using a Mixture-of-Experts ensemble to generate a follow-on text. The above
studies combined a retrieval system trained with a generation model, thus the effectiveness
is very sensitive to the retrieval quality, which may even worsen the generation process. To
avoid this problem, we adopt the retrieval system as a fallback to the generation model based
on emotion classification to alleviate the difficulty of empathetic response generation.

3.3 Dual Variational Generative (DVG) Model

As shown in the green solid and dotted flows in Fig. 3.2, we incorporate a variational model
into the dual generation framework. The variational decoder is utilized for not only generation
but also reconstruction between the context and response, and the reconstruction process
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ensures the consistency and makes the learning of the shared layer easy. For a given context
c, the goal is to generate an empathetic response rge by the proposed DVG. We will explain
each module in the following.

3.3.1 Baseline Dual Generative Model

Our proposed DVG model is based on a dual generative model, which coupled the response
generation from context and context generation from response with one duality layer. The
duality layer models the mutual relationships between the context and response, such as
emotion consensus [104]. The basic unit of generation module can be chosen from GRU
[106], LSTM [105, 110, 111] and Transformer [104]. In this work, we utilize Transformer
[47] encoder and decoder, which have shown effectiveness in various tasks [112–116].

Shen et al. [104] tried to ensure the emotion consistency from duality complementarity
(with the blue circle in Fig. 3.2) and composed the shared layer with a simple dense and
softmax networks. However, the variables of the dense layer are deterministic. In this paper,
we design the shared layer to be variational, which allows for composing random variables to
generate diverse responses. We also incorporate a variational model into the dual generative
model with a reconstruction process (e.g. context to context) to enhance the shared layer for
better content consistency, in addition to the consistency between the context and response.

3.3.2 DVG Model Architecture

There are two similar processes in our DVG model. One is the forward dialogue process from
context to response (rge): context encoder, shared variational layer, and response decoder.
The other is the backward dialogue process from response to context (cge): response encoder,
shared variational layer, and context decoder. Moreover, we incorporate the variational
auto-reconstruction process from context to context (cauto) and from response to response
(rauto). We utilize Transformer for the encoders and decoders. An emotion classifier is
augmented to this model. We describe the details of the forward dialogue process in this
subsection.

Context Encoder

Inspired by Devlin et al. [48], we firstly add a special token [CLS] to the beginning of
the context c, which represents the global memory of the whole sequence. Then the input
context c are converted to word embeddings embw(c), summed with the position embeddings
embpos(c):

ec = embw(c)+ embpos(c). (3.1)
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Finally, we employ a Transformer encoder to get the context representation:

hc = trsencc(ec), (3.2)

where trsencc is the forward context encoder, hc ∈Rn×dencc , n is the number of encoder layers,
and dencc is the dimension of the encoder layer.

Shared Variational Layer

We assume that there exists a continuous latent representation z, which represents the mutual
characteristics, underlying a pair of context c and response r, where z can be inferred from
either c or r. Considering the intractable posterior distribution of unobserved variable z, in-
spired by Kingma et al. [117], we choose the approximated posterior distribution qtrsencc

(z|hc)

to be Gaussian, trsencc is the forward context encoder, and utilizes the reparameterization
trick:

zc = µc +σc⊙ ε,

ε ∼N (0, I).
(3.3)

Then we use the hidden layer of the context encoder output hc to compute the variable µ and
σ in the variational process:

µc = ω1hc +b1,

σ
2
c = ω2hc +b2,

(3.4)

where ω1,ω2,b1, and b2 represent feedforward network weights and biases. For the backward
response model, we do the same process:

zr = µr +σr⊙ ε,

µr = ω3hr +b3,

σ
2
r = ω4hr +b4,

(3.5)

where hr is the output of response encoder trsencr in the backward response model, ω3,ω4,b3,
and b4 represent backward network weights and biases.

Response Decoder

We incorporate the mutual representation z into the Transformer decoder [47] for output
generation. First, we add a special token SOS to the beginning of the decoder input y(i)<t , and
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conduct word and positional embeddings:

e(i)t = embw(y
(i)
<t)+ embpos(y

(i)
<t), (3.6)

where i is in a value index of {r,c}. To efficiently learn the representation of zc, used for
response generation, we also introduce a task of context reconstruction, which involves
contextual understanding, inspired by VAE [117].

Hrge = trsdecr([e
(r)
t ;hc;zc]),

Hcauto = trsdecc([e
(c)
t ;zc]).

(3.7)

Here trsdecr and trsdecc correspond to the forward response decoder and the backward context
decoder, respectively. Hrge and Hcauto represent the hidden states of the response decoder and

context decoder outputs, respectively. [e(c)t ;zc] denotes the concatenation of e(c)t and zc. Then,
we compute the generic vocabulary token distribution:

p(y(i)t |H) = softmax(WvH +bv), (3.8)

where H corresponds to the Hrge or Hcauto , and p(y(i)t |H) is the output token distribution at
time step t. Wv and bv represent the weights and bias of the corresponding softmax network.

Emotion Classifier

We introduce an emotion classifier to explicitly detect the emotion from the user utterance.
It is trained from the response as well. The emotion classifier is connected with the shared
variational layer to achieve emotion consistency between the context and response. We use
the [CLS] embedding hc0 of the encoder output to represent the global memory of the entire
context. And we use the cross-entropy as the loss function:

pe = softmax(We[hc0;zc]+be),

L e =
ne

∑
i=1
−es ∗ log(pe),

(3.9)

where We and be represent the weights and bias of the emotion classifier network; es is the
ground-truth emotion label, ne is the number of emotion categories.
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3.3.3 DVG Model Optimisation

We describe how to optimize our proposed model in this sub-section. Given the paired
datapoint (c,r), the main objective is to optimize the log-likelihood of the joint generation
probability p(c,r):

L = log
∫

p(c,r,zc)dzc + log
∫

p(r,c,zr)dzr. (3.10)

However, this optimization is intractable because of the unknown latent variable zc and zr.
Inspired by the derivations from Tseng et al. [105], Shen et al. [104], we follow the neural
variational inference as introduced in the variational Bayes approach [117]:

log
∫

p(c,r,zc)dzc = log
∫ p(c,r,zc)qtrsencc

(zc|c)
qtrsencc

(zc|c)
dzc

= log
∫ p(c|zc)p(r|zc,c)p(zc)qtrsencc

(zc|c)
qtrsencc

(zc|c)
dzc

= logEqtrsencc (zc|c)
p(c|zc)p(r|zc,c)p(zc)

qtrsencc
(zc|c)

⩾Eqtrsencc (zc|c) log
p(c|zc)p(r|zc,c)p(zc)

qtrsencc
(zc|c)

=Eqtrsencc (zc|c)(log p(c|zc)+ log p(r|zc,c)]

−DKL[qtrsencc
(zc|c)||p(zc)],

(3.11)

log
∫

p(r,c,zr)dzr = log
∫ p(r,c,zr)qtrsencr

(zr|r)
qtrsencr

(zr|r)
dzr

= log
∫ p(r|zr)p(c|zr,r)p(zr)qtrsencr

(zr|r)
qtrsencr

(zr|r)
dzr

= logEqtrsencr (zr|r)
p(r|zr)p(c|zr,r)p(zr)

qtrsencr
(zr|r)

⩾Eqtrsencr (zr|r) log
p(r|zr)p(c|zr,r)p(zr)

qtrsencr
(zr|r)

=Eqtrsencr (zr|r)(log p(r|zr)+ log p(c|zr,r)]

−DKL[qtrsencr
(zr|r)||p(zr)].

(3.12)
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Then our objective can be achieved by maximizing the variational lower bound of L c,r and
L r,c:

L ≥L c,r+L r,c, (3.13)

where L c,r and L r,c are the objective function of the forward context model and the
backward response model, separately. The former is formulated as:

L c,r =Eqtrsencc (zc|c) log p(r|zc,c)

+Eqtrsencc (zc|c) log p(c|zc)

−DKL[qtrsencc
(zc|c)||p(zc)].

(3.14)

The first term represents response generation in the forward process; the second term denotes
the variational auto-reconstruction of context; the third term means the Kullback-Leibler (KL)
divergence between the forward Gaussian posterior qtrsencc

(zc|c) with the prior distribution
p(zc) of the shared variational layer, where qtrsencc

(zc|c) and p(zc) are both the multi-variate
standard Gaussian distributions. Similarly, we can derive a variational optimization objective
for the backward response model:

L r,c =Eqtrsencr (zr|r) log p(c|zr,r)

+Eqtrsencr (zr|r) log p(r|zr)

−DKL[qtrsencr
(zr|r)||p(zr)].

(3.15)

Finally, the entire model is optimized with the sum of L c,r, L r,c and L e.

3.3.4 Alternative Retrieval

To alleviate the difficulty of generating appropriate empathetic responses, we incorporate
the retrieval process in the testing to serve as a fallback of the generation process as shown
in Fig. 3.2. We first compute the emotion distributions of the input context as shown in
Equation (3.9).

Then, we select the corresponding n candidate responses from the pre-defined set based
on the predicted emotions, which are taken from the top five candidates of the classification
probabilities. We use the same context encoder to encode the selected candidate responses:

hcandii = trsencc(candii), (3.16)

where candii is the i-th selected candidate response, and i ranges from (1 to 5)×n. Then, we
compute the similarity score simi, j between the candidate representation hcandii and input
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context h j:

simi, j = 1− arccos(
h⊤j hcandii∥∥h j
∥∥∥hcandii∥

)/π. (3.17)

Then, candidate rre is chosen by the ranking of the similarity score.

3.3.5 Uncertainty Estimator

To select a response from generation or retrieval, we estimate the emotion uncertainty of our
DVG model, which is computed by the entropy of the emotion classification probabilities:

EU =
V

∑
v=1

pv
e log pv

e, (3.18)

where V is the number of the emotion categories. After obtaining the generated response rge

and retrieved response rre, we choose the best one based on a threshold u:

r =

{
rre, if EU < u
rge, if EU ≥ u.

(3.19)

3.4 Experiments on Empathetic Response Generation

We conducted evaluations in both Japanese and English EMPATHETICDIALOGUES datasets.
Japanese has been selected to facilitate the implementation of our system in Japanese-
speaking agents/robots, thereby facilitating the evaluation of human-agent interactions.
Additionally, we opt for English due to its widespread use within this task, enabling direct
comparisons with previous studies. For the retrieval process, a Japanese speaker created two
or three candidate responses for each emotion category that do not depend on the context and
can be used in many situations. In total, there are 82 candidate responses.

3.4.1 Settings

We set the batch size to 16 and the learning rate to 0.0001. We used JUMAN++ for
Japanese word segmentation. We used pre-trained fastText [118] vectors to initialize the
word embeddings. All hyper-parameters of the Transformer model were set the same as
in previous work [84]. Following Shen e al. [104] and Tseng et al. [105], we applied KL
annealing [119] to alleviate the degeneration issue of the variational network. We used greedy
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search during inference in the generation process and the maximum decoding step was set to
30.

3.4.2 Comparison Models

For a comprehensive evaluation, we compare our model with other state-of-the-art models.
Transformer [60]: This is a standard Transformer encoder-decoder architecture model. After
encoder, it coupled a response decoder and emotion classification.
MoEL [73]: This is an extension of Transformer, which softly combines multiple emotion-
specific decoders to a meta decoder to generate an empathetic response.
MIME [74]: This method assumes that empathetic responses often mimic the speaker’s
emotion and integrates emotion grouping, emotion mimicry, and stochasticity into the
emotion mixture for various empathetic responses.
Dual-Emp [104]: This method introduced the dual learning framework, which simultane-
ously constructs the emotion consensus by a dual-generative model, and also utilizes some
external unpaired data. Note that, for a fair comparison, we only compare with this method
without using external unpaired data. The major difference from our model is that we also
incorporate a variational model into the dual generative model, using a reconstruction loss
for both contexts and responses. Our model enhances the shared layer for better content
consistency, in addition to the consistency between the context and response.

3.4.3 Evaluation Measures

Automatic Metrics

For automatic evaluation, we use the following metrics: (1) PPL (Perplexity) [120] measures
how well a language models predicts a response, with lower values indicating better per-
formance. (2) BLEU [121] which evaluates the matching of the generated response to the
ground truth. We use multi-bleu.perl [122] to compute the BLEU scores. (3) EA (Emotion
accuracy), which evaluates whether the model correctly recognizes emotion states. There
are some similar emotions in the 32 categories. Thus, if the ground truth emotion falls into
the top 5 predicted emotions, then we regard the correct prediction. (4) D1/D2 (Distinct-1/
Distinct-2) [123] to evaluate the diversity aspect. (5) BERTScore [124] is a BERT-based
evaluation measure for text generation, which focus on lexical semantic similarity between
the generated response and the ground truth.
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(a) Count distribution (b) Cumulative distribution

Fig. 3.3 Emotion uncertainty distribution on the validation set of the Japanese and English
EMPATHETICDIALOGUES datasets.

Human Evaluation

We randomly sampled 100 dialogues and their corresponding responses generated from
our method as well as the compared methods. We recruited crowd-workers to evaluate
the responses generated by various models. Annotators were asked to evaluate the quality
of the generated response based on three dimensions: Empathy, Relevance, and Fluency
[104, 74, 60]. Three crowd-workers evaluated each dimension, and we used the average value.
Empathy measures whether the generated response contains the emotion understanding of
the context. Relevance considers the topic consistency between the context and the generated
response. Fluency assesses whether the generated responses are linguistically correct and
readable. Each metric is rated on a scale from 1 to 5.

Human A/B Test

To directly compare the overall performance of our method and others, we also adopt the
human A/B test. For two generated responses, one is by our DVG, and the other is from one
of the compared models: Transformer, MOEL, MIME, Dual-Emp. Three annotators were
asked to choose the better one, or select ‘Tie.’

3.4.4 Emotion Uncertainty Threshold

It is important to find a suitable threshold for the emotion uncertainty estimator to select
the final output from the generated and retrieved responses. Fig. 3.3 depicts the count and
cumulative distributions of the emotion uncertainty in the validation set. For example, we
can see from the cumulative distribution that there is about 18% percent of the samples with
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Table 3.1 Results of the proposed method with different uncertainty thresholds on the
validation set of the Japanese and English EMPATHETICDIALOGUES datasets.

Uncertainty
threshold Cumulative Dist-1(%) Dist-2(%)

Japanese

0.2 0.05 2.08 8.01
0.3 0.18 2.21 8.31
0.4 0.35 2.29 8.25
0.5 0.50 2.28 8.06

English
0.18 0.1 2.63 8.84
0.25 0.2 2.66 8.89
0.30 0.3 2.67 8.77

Table 3.2 Automatic and human evaluation results of our method and compared models for
the Japanese EMPATHETICDIALOGUES dataset, bold font denotes the best performances.
BERT represents BERTScore. Emp, Rel, Flu are abbreviations of Empathy, Relevance, and
Fluency, respectively.

Model
Automatic Evaluation Human Evaluation

PPL ↓ BLEU EA(%) D1(%) D2(%) BERT(%) Emp Rel Flu

Transformer [60] 20.33 6.92 69.25 1.34 5.77 73.21 2.88 2.47 2.89
MoEL [73] 19.49 0.66 68.69 1.36 5.67 73.36 3.15 2.74 2.95
MIME [74] 20.69 0.64 62.46 0.69 2.62 73.08 3.22 2.77 3.24
Dual-Emp [104] 19.23 6.91 71.89 1.11 3.66 73.29 3.22 2.89 3.30

DVG (Ours) 18.32 6.79 74.29 2.06 7.94 73.57 3.47 3.22 3.24

emotion uncertainty smaller than 0.3, which means if the emotion uncertainty threshold is set
to 0.3, 18% percent of generated responses will be replaced by the corresponding retrieved
one. Based on the values of D1 and D2 in Table 3.1, we chose the emotion uncertainty
threshold to be 0.3 or 0.4 for the Japanese experiments and 0.25 for the English experiments.

3.4.5 Japanese Dialogue Results and Analysis

Comparison with other Methods

The automatic evaluation results in the left part of Table 3.2 show that our DVG model
outperforms others in the aspects of emotion accuracy (EA), and diversity metrics (D1 and
D2). It demonstrates our model’s potential to detect emotions more effectively considering
both the emotion and content consistency between the context and response, as well as the
ability to generate more diverse responses.
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Table 3.3 Results of human A/B test for the Japanese EMPATHETICDIALOGUES dataset.

DVG (ours) vs. Win Loss Tie

Transformer 42.7% 21.7% 35.7%
MoEL 38.3% 28.7% 33.0%
MIME 38.3% 29.7% 32.0%
Dual-Emp 35.0% 29.0% 36.0%

Table 3.4 Evaluation of the alternative retrieval system for the test set of Japanese EMPA-
THETICDIALGUES dataset.

Model
Automatic Evaluation Human Evaluation

BLEU Dist-1 (%) Dist-2 (%) Empathy Relevance Fluency

DVG 6.79 2.06 7.94 3.47 3.22 3.24
DVG + Retrieval (Eu=0.3) 5.74 2.18 8.14 3.67 3.41 3.71
DVG + Retrieval (Eu=0.4) 6.23 2.20 7.99 3.50 3.29 3.96

Human evaluation results in Table 3.2 indicate that, among the compared models, our
DVG model has the best performance with more than 7.76% and 11.42% improvement on
the dimensions of Empathy and Relevance, respectively. It confirms our model’s superiority
for suitable emotion and content expression. Especially, compared with Dual-Emp, the
improvement on the Relevance aspect is noteworthy, which indicates that our model can
generate responses with contextual appropriateness.

In addition, we conducted pairwise comparisons between DVG with the baseline models
to directly compare the overall quality of the generated responses. The results of the human
A/B test in Table 3.3 show that the proposed DVG is significantly preferred over others by
human judges.

Effectiveness of the Alternative Retrieval System

The effectiveness of the alternative retrieval process is shown in Table 3.4 using the test
set. Compared with the generative model DVG, both DVG + Retrieval (Eu=0.3) and DVG
+ Retrieval (Eu=0.4) are superior in the automatic evaluation metrics of Dist-1, Dist-2 and
human evaluation metircs of Empathy, Relevance, and Fluency. The BLEU score is degraded,
because there exists a discrepancy between the retrieved statement and the ground-truth
response, but the result demonstrates our model generates relevant empathetic responses with
better diversity and higher scores by human evaluation. It confirms the effectiveness of the
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Table 3.5 Sample responses generated by our proposed DVG+ Retrieval and other models
(Original in Japanese and translated to English).

Ground truth emotion 誇りに思う Proud

Predicted emotion ‘誇りに思う’, ‘感謝する’, ‘感動する’, ‘羨ましい’, ‘感傷的になる’
‘proud’, ‘grateful’, ‘impressed’, ‘jealous’, ‘sentimental’

Context

SPK1:大学でお世話になった教授の論文が著名な雑誌で発表になったよ。
A paper by one of my professors in college has just been published in
a prominent journal.
SPK2: それは嬉しいね! That’s nice to hear.
SPK1:うん。もう今は何の関係もないけど誇りに思うわ。
Yeah, we don’t have a relationship anymore, but i am proud of it.

Ground truth response 本当だね。嬉しいし誇らしいね。 It’s true, happy and proud.

Transformer すごいね、私もそういうこともあるよね。
That’s great, I know that happens to me too.

MoEL すごいね、頑張って。 That’s great. Good luck.
MIME そうなんだね。私も一緒に見てみたいな。 I see. I’d like to see it with you.
Dual-Emp そうだね。 Yeah, right.
DVG (Ours) そうだね、 応援しているんだね。 Yeah, right. You’re cheering them on.
Retrieval (Ours) すばらしいですね。 That’s wonderful.
DVG+Retrieval (Ours) すばらしいですね。 That’s wonderful.

Ground truth emotion うしろめたい Guilty

Predicted emotion ‘さびしい’, ‘うしろめたい’, ‘楽しい’, ‘満足’, ‘感傷的になる’
‘lonely’, ‘guilty’, ‘happy’, ‘contented’, ‘sentimental’

Context
専業主婦なのに、一日ゲームにはまっちゃって何にもできなかったよ。
I’m a housewife, but I’ve been stuck in the game all day and haven’t been able
to do anything.

Ground truth response 別にそういう日もあってもいいと思うよ。
I think it’s okay to have such a day.

Transformer それはすごいね。 That’s amazing.

MoEL それは良かったね。お子さん、何かあったの?
That’s good. What happened to your child?

MIME そうなんだ。それは楽しみだね。
I see. That’s something to look forward to.

Dual-Emp そうなんだ。それは残念だったね。 I see. That was bad.
DVG (Ours) そうなんだ。でも、たまにあるよね。 I see. But it does happen sometimes.
Retrieval (Ours) 気まずいですね。 That’s awkward.
DVG+Retrieval (Ours) そうなんだ。でも、たまにあるよね。 I see. But it does happen sometimes.

plug-and-play retrieval process as an alternative to the generation of the method based on the
emotion uncertainty estimation.

In addition, we can see that the emotion uncertainty threshold set to 0.3 is superior to
one with 0.4 in the aspects of Empathy and Relevance, inferior in Fluency. There is an
apparent trade-off between the Empathy/Relevance and Fluency, which can be controlled
by the threshold on Eu because the retried responses are always fluent but not necessarily
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Table 3.6 Automatic evaluation results of our method and compared models for the English
EMPATHETICDIALOGUES dataset, bold font denotes the best performances. BERT represents
BERTScore.

Model
Automatic Evaluation Human Evaluation

PPL ↓ BLEU EA (%) D1 (%) D2 (%) BERT (%) Emp Rel Flu

Transformer [60] 37.33 2.61 73.0 2.17 7.78 85.74 3.44 3.07 3.60
MoEL [73] 37.63 2.53 68.13 1.75 6.51 85.91 3.51 3.19 3.46
MIME [74] 36.84 2.51 69.65 1.68 6.21 85.91 3.47 3.45 3.66
Dual-Emp [104] 34.52 2.67 69.82 1.38 3.96 85.89 3.59 3.40 3.63

DVG (ours) 32.18 2.61 75.83 2.42 8.26 85.85 3.53 3.56 3.76

Table 3.7 Results of human A/B test for the English EMPATHETICDIALOGUES dataset.

DVG (ours) vs. Win Loss Tie

Transformer 47.0% 24.7% 28.3%
MoEL 45.3% 34.3% 20.3%
MIME 41.3% 36.3% 22.3%
Dual-Emp 43.3% 25.7% 31.0%

relevant and empathetic due to occasional errors in emotion recognition. This choice hinges
on the intended tasks that the system is meant to accomplish. When the aim is for the system
to function as a casual chit-chat bot for everyday conversations, emphasizing fluency might
take precedence over showcasing emotional support (empathy). On the other hand, instances
where the user necessitates distinct emotional support from the system, such as in the role of
a companion for an elderly or depressive individual, would warrant a greater emphasis on the
system’s empathetic capabilities.

Case Studies

To illustrate the effectiveness of our proposed DVG, we present two examples, as shown
in Table 3.5. In the first case, compared with the baselines, our proposed DVG generates
a response of “そうだね ∼ (Yeah, right.)” to show cognitive understanding of the context
and then “応援しているんだね。 (You are cheering them on.)” to show the empathy as
responding in the perspective of the counterpartner. As the emotion uncertainty of this sample
is low, we use the retrieved response “すばらしいですね。 (That’s fantastic.)” which is
matched to the predicted emotion as the final output.

In the second case, compared with Transformer, MoEL, and MIME, which misunderstand
user’s situation and emotion, Dual-Emp which also utilizes a dual generative model generates



3.5 Experiments on General Response Generation 41

an empathetic expression with suitable content. Compared with Dual-Emp, our model
which additionally utilizes VAE to mimic the process of context/response understanding by
reconstruction can generate more context relevant and emotional comfort response, as “で
も、たまにあるよね。(But it does happen sometimes.)” helps relieve the speaker’s guilt.
In this case, the emotion uncertainty is high, therefore, we adopt the generated response as
the final response.

3.4.6 English Dialogue Results and Analysis

Automatic evaluation in Table 3.6 and human evaluation results in Table 3.7 on the English
EMPATHETICDIALOGUES dataset indicate our model’s superiority over the baselines.

To have an intuitive demonstration, we also list two cases in Table 3.8. Case 1 shows
that MoEL, MIME, Dual-Emp and our DVG model can detect the right emotion and show
emotional expression, like “Oh no! I am sorry to hear that.” However, our DVG model
generates a response with better empathy, as “I hope you are okay.” also expresses concern.
In this case, the emotion uncertainty is high, therefore, we adopt the generated response as
the final response. Case 2 illustrates our model’s ability for context understanding, and the
response “What happened?” is similar to the ground truth. As the emotion uncertainty of
this sample is low, we use the retrieved response “That’s tough.” which is matched to the
predicted emotion as the final output.

Analyzing automatic and human evaluations of both English and Japanese (refer to
Tables 3.2, 3.3, 3.6, 3.7), we can see that our approach consistently demonstrates competitive
efficacy in both languages.

3.5 Experiments on General Response Generation

In daily-style conversation, an empathetic response is just one kind of conversation reply,
while neutral chatting also accounts for a large percentage. Therefore, we further applied
our model to a general Japanese dialogue system for the aim of human-robot interaction
by incorporating the daily life dataset PERSONA-CHAT [100] into training. PersonaChat
focuses on the personality about which the other speaker talks without emotion.

3.5.1 Settings

We trained and evaluated the model for each turn of Listener responding to Speaker, and
extended Speaker’s inquiries one by one from the context history. We trained the model with
33 emotion categories, which consist of 32 emotions used in the EMPATHETICDIALOGUES
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Table 3.8 Case studies of the proposed DVG model and other models on the English EMPA-
THETICDIALOGUES dataset.

Ground truth emotion Anger
Predict emotion Apprehensive, Embarrassed, Ashamed, Afraid, Guilty

Context
I just moved to this neighborhood and some dumb criminals shot
one of my neighbors and ran into the woods!

Ground truth response That’s not good. Do you own a gun?

Transformer Oh my goodness! i would be too.
MoEL Oh no! That is so annoying! I am glad you are able to do it!
MIME Oh no! That is terrible. I would have been so scared.
Dual-Emp Oh no! I am sorry to hear that. I am sorry to hear that.
DVG (Ours) Oh no! I am sorry to hear that. I hope you are okay.
Retrieval (Ours) I hope everything will be fine.
DVG+Retrieval (Ours) Oh no! I am sorry to hear that. I hope you are okay.

Ground truth emotion Sad
Predict emotion Sad, Devastated, Lonely, Disappointed, Faithful

Context
I am so sad because I have read an article about a newborn girl who
died because her parents did not believe in medication and doctors.

Ground truth response ugh, those articles always get me too ... : ( what was wrong with her?

Transformer Oh no! I am so sorry to hear that.
MoEL I am so sorry to hear that. I hope you are able to find her.
MIME That is sad. I am so sorry to hear that.
Dual-Emp That is terrible, I am so sorry to hear that.
DVG (Ours) I am so sorry to hear that. What happened?
Retrieval (Ours) That’s tough.
DVG+Retrieval (Ours) That’s tough.

dataset and one additional neutral category for experiments. All the experimental settings
were the same as those described in Section 3.4.1.

3.5.2 Objective Evaluation

The results in Table 3.9 show that our model trained with the two datasets does not degrade
for each of them. It means our model can generate both empathetic and neutral responses
for a general dialogue system. In fact, combining the two datasets contributes to an overall
improvement over using a single dataset, even though the topics and emotions are significantly
different.
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Table 3.9 Objective evaluation results when combining PERSONA-CHAT (‘Persona’) with
EMPATHETICDIALOGUES (‘Empa’) dataset.

Training Testset PPL BLEU EA (%) D1 (%) D2 (%) BERT (%)

Empa Empa 10.97 23.04 70.33 2.08 6.75 79.37
Persona Persona 16.74 16.38 - 2.36 8.56 73.48

Empa+Persona
Empa+Persona 12.62 19.6 - 2.95 9.42 77.29

Empa 10.11 24.92 68.21 2.43 7.97 79.26
Persona 15.44 16.24 - 2.92 9.37 75.50

3.6 Implementation

3.6.1 Reference: Attentive Listening System

For reference, we compared with an attentive listening system [6], which can generate several
types of listener responses: backchannels, repeats, elaborating questions, assessments as well
as empathetic responses. The system is reported to show comparable performance to the
WOZ system in basic skills of attentive listening such as actively listening, encouragement to
talk, and focused on the talk.

3.6.2 Empathetic Attentive Listening System

We further implemented our retrieval model to the previous attentive listening system [6]
for the autonomous android ERICA [7] to make an empathetic attentive listening system.
For each input utterance, we recognized its emotion and computed emotion uncertainty; if it
was lower than the predefined threshold, we selected one response by the retrieval system;
otherwise used the responses like backchannels, partial repeats as defined in Inoue et al. [6]
to continue the conversation.

Case Studies

We present a comparation between our retrieval system and sentimental responses in the
previous attentive listening system in Table 3.10. We can see that compared with the
previous system, which produces four kinds of sentimental responses based on positive and
negative sentiments, our retrieval system can generate fine-grained empathetic responses
corresponding to different detected emotions. Therefore, our model can improve human-robot
interaction experiences.
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Table 3.10 Case studies of incorporating our retrieval system with the attentive listening
system to achieve a new empathetic attentive listening system.

Input Baseline Retrieval system Predicted emotion

後々不安ということでね。
I mean, I’m worried about it later on.

大変ですね。
It’s hard.

不安ですね。
I’m worried about it.

不安に思う
anxious

怖いからなんかこうした時に玄関の靴を
持って逃げ出したりしたことがあったんです。
I used to run away with the shoes on the front
porch when I was scared of something like this.

大変ですね。
It’s hard.

恐怖を感じますね。
I feel scared.

怖い
terrified

あまりお付き合いできないのは，
もう大変残念で悲しいことです。
It’s a great pity and a great sadness
that we can’t socialise more.

大変ですね。
It’s hard.

悲しいですね。
That’s sad.

悲しい
sad

一緒に話したりするのとはちょっと感覚が
違ったから、多少孤独を感じた場面あったかな。
It felt a bit different from talking together,
so there were times when I felt a bit lonely.

残念でしたね。
That was bad.

センチメンタルですね。
That’s sentimental.

感傷的になる
sentimental

やっぱどうしても、みんなから
ちょっと嫌な目で見られたりとか。
I can’t help but get a bit of
a disapproving look from people.

残念でしたね。
That was bad.

それは嫌な気持ちに
なりますね。
That’s a disgusting feeling.

嫌悪感を抱く
disgusted

雑談というか言うて元気な姿を見せる
のが一番。
The best way is to chat with them, or rather,
say something and show them how healthy
you are.

素敵ですね。
It’s nice.

気分いいですね。
Feels great.

楽しい
joyful

それは感激する旅行でございました。
It was an inspiring trip.

素敵ですね。
it’s nice.

充実してますね。
It’s very fulfilling.

満足

content

外国旅行いろいろ楽しい思い出は
いろいろ思い出してきているんで
I have many pleasant memories of traveling
abroad.

いいですね。
It’s good.

楽しそうですね。
Sounds like a lot of fun.

楽しい
joyful

ほんとに毎週土曜日が楽しみだったんです。
I really looked forward to it every Saturday.

いいですね。
It’s good.

待ち遠しいですね。
I can’t wait for it.

わくわくする
excited

あんまり楽しみくなりましてね。
I’m really looking forward to it.

いいですね。
it’s good.

楽しみですね。
I’m looking forward to it.

期待する
anticipating

Combination with Multi-modal Facial Expression

In a human-robot interaction system for multi-modal expressions, such as audio, facial, and
motion, can significantly improve user experiences. We further combined our model with the
facial expression for a virtual agent Gene [103] to produce vivid empathy. We can see from
Fig. 3.4 that for the input utterance “それは感激する旅行でございました。 (It was an
inspiring trip)", the system has an emotion prediction as “満足 (content)” and its emotion
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It was an inspiring trip. 

Content

It’s very fulfilling.

Facial expression: 
喜び Joy

Fig. 3.4 Example of response with multi-modal facial expression of the virtual agent Gene.

uncertainty is lower than the selection threshold, so the system outputs retrieved response as
“充実してますね。(It’s very fulfilling.)”, as well as a “喜び (joy)” facial expression.

3.6.3 Open-domain Chatting System

Finally, we evaluated the system in real interaction with human subjects via speech.

System Settings

For each conversational input, if the detected emotion is neutral, we adopt a generated
response rather than using the retrieval system. Otherwise, as described in Equation (3.19),
if the uncertainty of the detected emotion is smaller than the threshold Eu, we apply the
retrieval system.

The context history is important for the system to understand the subject’s talking, then
generate a consistent and coherent response throughout the conversation. However, utterances
observed by the spoken dialogue system are different from those during the model training
which uses clear texts, and it is affected by the errors of the ASR system. Therefore, we
make two settings of our DVG+Retrieval for comparison: one sets context history to 1 and
the other sets to 2.
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Table 3.11 Average scores on subjective evaluation and t-test results (subjects = 21). ‘D+R’ and ‘A’
represent our ‘DVG+Retrieval’ system and ‘Attentive Listening’ system, respectively. p1, p2, and p12
mean p-value of the comparison between ‘A’ and ‘D+R (context=1)’, ‘A’ and ‘D+R (context=2)’, and
‘D+R (context=1)’ and ‘D+R (context=2)’, respectively.

Metric name Questionnaire Items A
Context=1 Context=2

D+R p1 D+R p2 p12

Humanness
The system’s utterances were human-like
and natural. 4.0 4.1 .858 3.8 .658 .498

Cognition The system understood the talk. 4.0 3.8 .186 3.8 .229 1.00

Emotion
I felt that the system can express various
emotions. 4.3 4.2 .800 4.1 .470 .479

Empathy
The system was able to empathize with
my experiences. 4.7 4.2 .107 4.0 .017 .217

Personality I felt that the system has personality. 3.7 3.9 .530 3.6 .812 .322

Agency
I felt that the system was speaking from
its own perspective. 2.6 3.6 .002∗∗ 3.3 .031∗ .507

Topic
I felt that the system had a topic it
wanted to discuss. 2.1 3.2 .001∗∗ 2.9 .020∗ .464

Attentiveness
The system was attentive to me and was
actively trying to talk with me. 3.0 4.1 .037∗ 3.8 .049∗ .685

Diversity
The system was able to provide various
responses. 3.6 4.3 .061+ 4.2 .085+ .893

Engagement
I felt absorbed in the interaction with
the system. 3.0 3.7 .079+ 3.1 .642 .126

Ease
It was easy to continue a conversation with
the system. 2.9 3.5 .094+ 3.1 .448 .185

Enjoyability I enjoyed speaking with the system. 3.3 3.6 .425 3.1 .463 .046∗

Talk again I want to talk with the system again. 3.1 3.4 .464 3.0 .825 .249

(∗∗ p < .01,∗p < .05,+p < .1)

Experiment Settings

We recruited 21 students from our university for the human-agent experiment, and each
subject was given the topic of “The experience that impressed you most or recently.” but not
constrained to this topic. They were asked to talk with the Attentive Listening System [6]
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and our DVG+Retrieval (context=1) and DVG+Retrieval (context=2) systems, alternately,
based on the given topic. Either system was integrated into the virtual agent Gene [103].
And each conversation lasted 8 minutes. After the conversion, each subject completed the
questionnaire on a point ranging from 1 (completely disagree) to 7 (completely agree) for
each item, as shown in Table 3.11. The order of the test system was randomized for each
subject.

Results of Human Interactions

Table 3.11 reports the average score for each question item. The DVG+Retrieval system per-
forms overall better than the Attentive Listening system. It performs better when the context
history is set to 1 than when it is set to 2, but the p12 value shows that there is no significant
difference between the DVG+Retrieval (context=1) and DVG+Retrieval (context=2) systems.
We observed subjects often switch emotions or topics within the conversation, in this case,
the DVG+Retrieval (context=2) system tends to generate inappropriate responses because
both emotion and topic are consistent within each conversation in our training datasets.

Specifically, the DVG+Retrieval (context=1) system achieved a significantly better score
than the Attentive Listening system for the evaluation of Agency, Topic, Attentiveness,
Diversity, Engagement, Ease. This indicates that the DVG+Retrieval (context=1) system can
enrich the conversation with diverse topics and responses as well as be actively attentive to
users. No significant difference was observed between the two systems under the evaluation
of Humanness, Cognition, Emotion, Empathy, Personality, Enjoyability and Talk again. The
Attentive listening system focused on keyword detection of the input, producing template-
based responses. Thus, it tended to produce safe but stereotypical responses. On the other
hand, the proposed system can generate more diverse responses depending on the context.
But it was prone to ASR errors and often resulted in irrelevant responses.

To further examine the effect of the retrieval model in the DVG+Retrieval (context=1)
system, we calculated the ratio between the retrieved responses against all responses. When
we picked up the sessions when the retrieval ratio was larger than 10%, the DVG+Retrieval
(context=1) system was preferred by humans over the Attentive Listening system in all of the
subjective evaluations. This suggests that when confident emotion recognition is performed,
the system works much better.
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Practical Application

We incorporated our system into a CommU humanoid robot to make it practically applicable.
This integration resulted in an empathetic conversational robot that is skilled in effectively
engaging with humans through spoken communication.

Future Perspective

To take advantage of both Attentive Listening and DVG+Retrieval, we plan to build a hybrid
system combining both systems. Specifically, we take the Retrieval system as the first priority
to produce an emotion-specific response when the system is confident about the recognized
emotion. Attentive Listening system is in the second priority if it generates a response in the
type of ‘Repeat’ or ‘Questions’, which is safe and relevant to the context. In other cases,
we can turn to the DVG system, which can enrich the conversation with diverse topics and
responses.

3.7 Conclusions

In this paper, we have proposed the DVG model for empathetic response generation. Our
DVG model can efficiently capture the mutual characteristics of the content and emotion
consistency between the context and the response. Evaluations on both Japanese and English
EMPATHETICDIALOGUES datasets demonstrate our model’s superiority in generating em-
pathetic responses with contextual and emotional appropriateness. In addition to the DVG
model, we proposed an auxiliary retrieval system to improve empathetic response generation.
We further extended our model’s potential to generate both empathetic and general responses
and evaluated our system’s effectiveness in enhancing human-robot interaction by a virtual
agent. Subsequently, we integrated the system into a CommU humanoid robot for practical
application.



Chapter 4

Integrating Causality Reasoning For
Empathetic Response Generation

4.1 Introduction

Empathy is a desirable capacity of humans to place themselves in another’s position to show
understanding of his/her experience and feelings and to respond appropriately. Empathy
involves both cognitive and affective aspects [12], including the ability to perceive the user’s
situation and to express appropriate emotions.

Previous work on empathetic response generation has primarily focused on the affective
aspect of emotional expression [73, 74, 125] through emotion detection, without sufficient
consideration of context understanding. Recently, there has been a growing interest in
exploring context understanding by leveraging external commonsense knowledge for rea-
soning emotion causes-effects or the user’s desires, such as Sabour et al. [80] and Wang
et al. [126, 77]. However, these approaches focus on understanding the causalities from the
user’s perspective. Exploring the causality within the user’s context and reasoning his/her
desires can be helpful so that the system’s intention is aligned with the user’s desires, and
the response is generated from the user’s perspective (Fig. 4.1a). However, in real human
communication, the responder’s intention is not always confined to the user’s desires, as
shown in Fig. 4.1b. Relying solely on the user’s desire to generate a response may not
fully understand the user’s experience, and leads to weak empathy, as shown in Fig. 4.1a.
Therefore, it is necessary to incorporate both the user’s perspective (exploring his/her desire
and reaction) and the system’s perspective (reasoning its intention and reaction to mimic
humans) for empathetic response generation. Through the utilization of COMET [18], which
is a pre-trained GPT-2 model (Radford et al. 2018) fine-tuned on the if-then reasoning graph
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I lost my job last year and got really angry.

xReact:

sad

xWant: 

to get a new job

Postcondition of user

I am sorry to hear that. I wish I can give you a new job.

User

COMET

(a) Example of using commonsense knowledge
from COMET to generate a response from the
user’s perspective.

I lost my job last year and got really angry.

xReact:

sad

xWant: 

to get a new job

xIntent:

to know what happened

xReact:

sad

Precondition of  responder Reasoning

Postcondition of user

I am sorry to hear that. Did it happen out of the blue?

User

Responder

COMET

(b) Example of a response from the actual re-
sponder’s perspective, based on reasoning reac-
tion and intent to mimic humans.

Fig. 4.1 Two examples to produce a response from different perspectives. The blue solid box
contains “xReact” and “xWant” representing the user’s emotional reaction and desires. The
green dotted box comprises “xReact” and “xIntent,” representing the emotional reaction and
intention of the actual responder.

from ATOMIC [20], the system’s possible intentions can be predicted to align with the
user’s desires. However, the system’s intention may not be constrained by the user’s desire.
Therefore, we do not adopt COMET for the system’s intention reasoning. ChatGPT1 has
shown its efficacy in several tasks [21]. Bang et al. [22] introduced ChatGPT’s potential in
causal reasoning on the human-annotated explainable CAusal REasoning dataset (E-CARE)
[23]. However, it is based on whether the model can make a judgment on correct causes or
effects instead of generating causality explanations. In this paper, we propose to enhance it
by incorporating in-context learning with commonsense reasoning for causality explanation.
Our main contributions are as follows:

• We propose to integrate a commonsense-based causality reasoning for empathetic
response generation, which takes the system’s intention and reaction, along with the
user’s desire and reaction.

• We propose to enhance ChatGPT’s capability for causality explanation through the
integration of in-context learning with commonsense knowledge (desire, reaction, and
intention).

• We present experimental results to demonstrate both ChatGPT and a T5-based model,
integrated with the proposed commonsense-based causality explanation, outperform
other competitive methods based on both automatic and human evaluations.

1https://chatgpt.com/

https://chatgpt.com/
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In-context example 
selection COMET

contextuser1
responsesys1

…

<xWant>user1, <xReact>user1
<xIntent>sys1, <xReact>sys1

…

example causalityexamples 

Few-shot examples construction

Input c COMET <xReact>user

<xWant>user

response
𝑟ChatGPT

Enhanced ChatGPT-based Response Generation

User causality
Inferring

Generation

<xIntent>sys
<xReact>sys

Reasoning

ChatGPT

Training Set

Causality Reasoning Module

(a) Proposed causality reasoning module and enhanced ChatGPT-based empathetic response
generation method.

Generated 
response 𝑟T5

Emotion ℯ

COMET

T5 Decoder

T5 Encoderuser

Input c

T5 Encodersys
Causality Reaoning 
Module

T5 Encoderc

<xIntent>sys
<xReact>sys

Emotion Classifier

Causalitysys

Causalityuser

Context

<xReact>user
<xWant>user

T5-based Response Generation

(b) Integrating the causality reasoning module into a T5-based encoder-decoder for empathetic
response generation.

Fig. 4.2 Overview of our proposed model. The input c ends with the user’s utterance. The
generated response rT 5 and rChatGPT are in the role of the system (sys).

4.2 Preliminaries

4.2.1 Knowledge Acquisition

In order to generate commonsense inferences for given events, we adopt a modified BART-
based [51] variation of COMET, which was trained on the ATOMIC-2020 dataset [127].
This model is suitable for inferring knowledge regarding unseen events [127], like events in
the EmpatheticDialogue dataset [65].

In the training process, we leverage this model to infer the relations of xWant and xReact
for each user’s utterance in the training set and the relations of xIntent and xReact for the
system’s utterance, which are inferred from the ground-truth response in training. In the
testing, we only infer the relations of xWant and xReact for the user’s utterance. The system’s
xIntent and xReact will be inferred by the proposed causality reasoning module.
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4.2.2 In-Context Example Selection

We enhance ChatGPT’s causality explanation based on the few-shot setting. Given the
sensitivity of large language models such as ChatGPT to in-context examples [128, 90], we
adopt a method similar to Lee et al. [90] to select top-k examples from the training set based
on the similarity between the test conversation and the training conversations. Specifically,
we adopt Sentence BERT introduced by Reimers and Gurevych [129] to encode the sentence
semantics of the conversation. In this study, we compute the cosine similarity between the
situation utterance of the training set and the test sample, which is annotated in the dataset.
Top-k samples are chosen from the training set for each test sample as in-context few shot
examples for ChatGPT.

4.3 Proposed Method

Fig. 4.2 shows an overview of our proposed method. It consists of three components: (1)
Causality reasoning module, which aims to enhance the ChatGPT or T5 decoder with a
causality explanation for empathetic response generation. (2) Enhanced ChatGPT-based
response generation. (3) T5-based response generation, which is based on a trained T5
encoder-decoder to be compared with other approaches that have developed their own model
using the EmpatheticDialogue dataset [73, 74, 125, 80, 87].

Table 4.1 Few-shot examples (top-2 examples).

Test input user: I’m so excited because I’m finally going to visit my parents next month! I didn’t see them for 3 years.

Few-shot1

context1
user1: Someone is visiting me soon and I can’t wait!
sys1: Who is it?
user1: My mom, she is amazing.

example
causality

<xWant>user1: to have a good time. to talk to their mom. to have fun with Mom.
<xReact>user1: excited. happy. satisfied. good. loved.
<xIntent>sys: to be with her. to be loved. to be nice. happy.
<xReact>sys: happy. excited. proud. good. loving.

response1 sys1: I bet she is! I am so glad you get to see her. Mom’s are awesome!

Few-shot2

context2
user2: My family is coming to visit!
sys2: Awesome. When are they coming and for how long?
user2: They are coming next year from Africa!

example
causality

<xWant>user2: to have a good time. to go to the airport. to have fun with the family.
<xReact>user2: happy. excited. happy. excited. loved.
<xIntent>sys2: to see the sights. to be with family. to be with them. to have fun.
<xReact>sys2: happy. excited. satisfied. tired. relieved.

response2 sys2: That’s a long trip. I hope they have a good time.
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4.3.1 Causality Reasoning Module based on ChatGPT

As outlined in Algorithm 1, this module consists of four steps. Initially, for a test input
c, we employ the method outlined in Section 4.2.2 to select the top-k relevant training
samples, denoted as S , for in-context learning, such as (context1, response1) and (context2,
response2) as exemplified in Table 4.1.

In the second step, for each selected sample (cn,rn) ∈ S , we leverage the COMET
model to infer the xWant (cnWant) and xReact (cnReact) knowledge corresponding to the user’s
utterance cn. Additionally, we extract the xIntent (rnIntent) and xReact (rnReact) knowledge
pertaining to the ground truth system response rn. This information is then concatenated as
few-shot examples (Table 4.1), denoted as Mprompt .

Thirdly, for the test input c, we obtain the xWant (cWant) and xReact (cReact) knowledge
using COMET. Finally, they are appended to Mprompt as the prompt to ChatGPT, which
reasons Intent (rIntent) and React (rReact) from the system’s perspective based on the few-shot
learning.

Table 4.2 Introduction template to ChatGPT for causality reasoning and empathetic response
generation.

Introduction:
Assuming that you are sys, who is a friend of the user. You are empathetic sometimes.
In this task, you are given the user’s input and the information of "user wants to:" and "user reacts to:":
"user wants to:", which means what the user wants to do after the input;
"user reacts to:", which means how the user react to the input.

After that, please reason about the following two parts:
"sys’s intent:": which means what the sys wants to do after the input, or what’s the intent of sys to respond to the input;
"sys reacts to:", which means how the sys reacts to the input.

Then you respond (should be concise, no more than 30 words) to the input based on the information
of user’s input, "user wants to:", "user reacts to:", "sys’s intent:", "sys reacts to:".

"sys:": which means the response of sys.

Please generate the following three parts in the format below:
sys’s intent:
sys reacts to:
sys:

4.3.2 Enhanced ChatGPT-based Response Generation

The prompt provided to ChatGPT encompasses two components: causality explanation from
the user’s perspective, predicted by COMET, and causality explanation from the system’s
perspective, derived through the causality reasoning module described in Section 4.3.1. These
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components, along with the introduction shown in Table 4.2 and few-shot examples, are
integrated into ChatGPT to generate empathetic responses.

Algorithm 1 Commonsense-based causality explanation prompt

Require: A training set D={(cn,rn)}N
n=1, N is the number of training samples; a test input

(c); c, r represents context, ground truth response, respectively; COMET model fθ (·)
/*Step 1: In-context examples selection*/
Msim← empty list
for each d=(cn,rn) ∈D do

Get similarity score: simn
Msim.append(simn)

end for
S ={(cn,rn)}k

n=1=max(Msim,k), k is the number of in-context examples
/*Step 2: Get the commonsense knowledge for the selected examples */
Mprompt ← empty list
for each s ∈S do

Get causality information (desire and reaction of user, intent, and reaction of sys) for
the sample in S inferred by COMET

cnWant= fθ (cn +[xWant])
cnReact= fθ (cn +[xReact])
rnItent= fθ (rn +[xIntet])
rnReact= fθ (rn +[xReact])
kn=cnWant+cnReact+rnIntent+rnReact
Mprompt .append(cn,kn,rn)

end for
/*Step 3: Get the commonsense knowledge for the test sample */
Get causality information (desire and reaction of user) for the test sample c
cWant= fθ (c+[xWant])
cReact= fθ (c+[xReact])
/*Step 4: prompting ChatGPT, and output the reasoned Intent, React for generating
a empathetic response*/
Input: M+

prompt=Mprompt+c+cWant+cReact
Output: rItent , rReact , rChatGPT

4.3.3 T5-Based Response Generation

Context and Causality Encoding For a test input c, we use the COMET model to infer
the user’s causality information, which are desire and reaction of the user (kuser: cWant and
cReact), and use the causality reasoning module based on ChatGPT to infer the system’s
causality information, which are intention and reaction of the system (ksys: rItent , rReact). We
utilize three T5 encoders for encoding input context, the user’s causality information, and the
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system’s causality information.

zc = T 5c
enc(c),

zuser = T 5user
enc (kuser),

zsys = T 5sys
enc(ksys).

(4.1)

Emotion Classification In order to detect the user’s affective state, we concatenate the
context representations and the user’s causality information, and then pass them through a
linear layer followed by a softmax operation to produce the emotion category distribution:

pe = softmax(We([zc;zuser])), (4.2)

where We is the weight vector of the linear layer. Given the ground-truth emotion label e∗ for
each conversation, the cross-entropy loss is computed to optimize the process of emotion
classification:

L e =− log(pe(e∗)). (4.3)

Response Generation We cancatenate and feed the information of the user’s context and
the corresponding causality explanation of the user and the system to a fully-connected (FC)
layer.

z f used = FC([zc;zuser;zsys]). (4.4)

Subsequently, the target response rT 5 = [y1,...,yT ] with length T , is generated by the T5
decoder token by token:

p
(
yt |ckuser,ksys,y<t

)
= T 5c

dec(Ey<t ,z f used), (4.5)

where Ey<t denotes the embeddings of the tokens that have been generated. The negative
log-likelihood for generation is defined as:

Lgen =−
T

∑
t=1

log p
(
yt |ckuser,ksys ,y<t

)
. (4.6)

The combined loss is defined as:

L = Le +Lgen. (4.7)
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4.4 Evaluation of Causality Explanation based on Chat-
GPT

We first evaluated how the output of the causality reasoning module is matched with the
reaction and intention of the actual (ground-truth) response.

4.4.1 Setting

Our experiments were conducted on the English EMPATHETICDIALOGUES (ED) dataset.
For the experiments based on ChatGPT, we used the “gpt-3.5-turbo” engine version with
a temperature of 0. We used 10% of the ED test set for this evaluation (250 samples for
single-turn and multi-turn settings, respectively).

4.4.2 Automatic Metrics

(Macro-averaged) F1 score [130], precision, and recall are computed by matching the
portion of words in the generation and ground truth that overlap after removing stopwords.
BLEU [121] evaluates the matching between n-grams of the generated response to the ground
truth. We utilize BLEU-2, BLEU-3, and BLEU-4 scores.
BERTScore [124] is a BERT-based evaluation measure for text generation, which focuses on
lexical semantic similarity between the generated response and the ground truth. We adopt
its precision, recall, and F1 score (PBERT, RBERT, FBERT). We used the RoBERTa-Large
[50] version.

4.4.3 Case Analysis on the COMET

We evaluated the effectiveness of COMET in inferring intents and reactions since ChatGPT’s
ability to reason them is sensitive to the given in-context examples. We assessed 60 samples
from the ED dataset based on two evaluation metrics: (1) Whether the inferred intents
or reactions capture the context; (2) whether there are any conflicts among the generated
intents or reactions. We found that 51 out of 60 intent predictions and 46 out of 60 reaction
predictions were acceptable. Tables 4.3 and 4.4 show the example of reasoned intentions and
reactions, respectively.
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Table 4.3 Example intents inferred from COMET.

An accepted example:
sys: Did you suffer any injuries?
sys’s intents: to make sure they are ok; to know if you are ok.

An unaccepted example that does not satisfy metric (1)
sys: I understand that one, they are my favorite place to eat.
sys’s intents: to eat food; to eat good.

An unaccepted example that does not satisfy metric (2)
sys: Jeez! It’s so unfortunate... very sad really.
sys’s intents: to be sad; to be happy.

Table 4.4 Example reactions referred by COMET.

An accepted example
sys: That’s not good. Do you own a gun?
sys’s reactions: scared; worried; nervous; fearful; angry

An unaccepted example that does not satisfy metric (2)
sys: oh man. I’m all about discipline! I don’t like spoiled bratty kids.
sys’s reactions: angry; good; happy; controlling; bad

4.4.4 Results and Analysis

Then we evaluated the performance of the system’s intention/reaction reasoning under
a different number of in-context examples. Experimental results in Table 4.5 show that
increasing the value of k allows for ChatGPT to generate reactions and intentions that are
more closely aligned with those inferred by COMET from the ground truth response.

Table 4.5 Evaluations of reaction and intention reasoned by ChatGPT+Causalityuser,sys, and
we set the corresponding knowledge of ground-truth response inferred by COMET as the
reference. PBERT, RBERT, and FBERT represent BERTScore in terms of precision, recall,
and F1, respectively.

Reaction Intention

k F1 BLEU-2 BLEU-3 BLEU-4 PBERT RBERT FBERT F1 BLEU-2 BLEU-3 BLEU-4 PBERT RBERT FBERT

2 19.32 6.81 3.16 1.56 91.92 92.60 92.25 13.29 14.65 6.39 3.49 88.90 89.17 89.02
3 21.83 7.12 3.25 1.34 92.28 92.74 92.50 14.49 17.39 8.91 5.37 89.13 89.40 89.26
4 25.83 8.74 3.72 1.48 92.55 92.92 92.73 15.14 19.05 10.07 6.14 89.30 89.54 89.41
5 27.87 8.52 3.55 1.69 92.76 92.95 92.85 15.00 19.74 10.69 6.51 89.29 89.46 89.37
6 29.53 9.43 4.14 0.00 93.15 93.22 93.18 15.71 20.72 11.55 7.25 89.62 89.76 89.68
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4.5 Evaluations on ChatGPT-Based Response Generation

Next, we evaluated the responses generated by ChatGPT.

4.5.1 Evaluation Models

ChatGPT: The prompt given to ChatGPT includes only the chosen in-context raw examples
S from the training set, along with the test sample.
ChatGPT+Causalityuser,sys: The commonsense-based causality explanation prompt M+

prompt

is utilized to generate a response by ChatGPT, as illustrated in Algorithm 1.

4.5.2 Evaluation Metrics

Automatic Metrics

EMOACC: Following Welivita and Pu [1] and Lee et al. [90], we utilized the EMOACC2 to
measure the emotion accuracy of the generated responses, which is a BERT-base [48] model
finetuned on the English ED dataset.
EMPTOME [85]: It consists of three empathy metrics: Interpretations (IP), which rep-
resent expressions of acknowledgments or understanding of the interlocutor’s emotion or
situation. For example, a response like “I also worked hard for the math exam, which
made me anxious,” is considered a stronger interpretation than “I understand how you feel.”
Explorations (EX), which represent expressions of active interest in the interlocutor’s situa-
tion. For instance, a statement like “Are you feeling terrified right now?” exhibits stronger
exploration compared to “What happened?” Emotional Reactions (ER), which represent
expressions of explicit emotions. They are computed by pretrained empathy identification
models.3 Specifically, RoBERTa [50] models are separately finetuned for each metric by
evaluating the generated response to the number of 0, 1, or 2, a higher value means stronger
empathy.
Coherence: We leveraged BERTScore [124] to quantify coherence by computing the seman-
tic similarity between the generated response and the input context.

Human A/B Test

We also conducted an A/B test to compare the performance of ChatGPT+Causalityuser,sys

and ChatGPT. For each comparison, three crowd-workers were asked to choose the better

2https://github.com/passing2961/EmpGPT-3
3https://github.com/behavioral-data/Empathy-Mental-Health

https://github.com/passing2961/EmpGPT-3
https://github.com/behavioral-data/Empathy-Mental-Health


4.5 Evaluations on ChatGPT-Based Response Generation 59

Table 4.6 Evaluations on varying the number of in-context examples k in the prompt.

EMOACC IP EX ER

k=2 0.24 0.08 0.57 1.10
k=3 0.25 0.09 0.48 1.05
k=4 0.27 0.09 0.40 1.04
k=5 0.25 0.10 0.33 1.00
k=6 0.25 0.08 0.32 1.01

Table 4.7 Evaluations on the effectiveness of causalityuser,sys when k set to 2 and 4 with the
single-turn setting for our ChatGPT-based methods.

Method
Empathy Coherence

EMOACC IP EX ER PBERT RBERT FBERT

k=2
ChatGPT 0.060 0.073 0.341 0.923 0.877 0.872 0.875
ChatGPT+Causalityuser,sys 0.280 0.104 0.768 1.116 0.886 0.878 0.882

k=4
ChatGPT 0.036 0.081 0.323 0.867 0.882 0.875 0.879
ChatGPT+Causalityuser,sys 0.280 0.120 0.528 1.076 0.888 0.874 0.881

one or select “Tie” based on three aspects: Empathy, Coherence, and Informativeness
[80]. (1) Empathy (Emp.) measures whether the generated response understands the
user’s feelings and experiences. (2) Coherence (Coh.) measures whether the response is
coherent/relevant in context. (3) Informativeness (Inf.) evaluates whether the generated
response conveys more information corresponding to the context.

4.5.3 Results and Analysis

Number of In-context Examples

We investigated the effect of the number of in-context examples using our proposed commonsense-
based causality explanation prompt. Table 4.6 shows that setting k to 4 results in the highest
emotion accuracy, and setting k to 2 yields better exploration and emotional reactions.
Therefore, we selected k values of 2 and 4 for the experiments.

Experimental Results

Tables 4.7 and 4.8 present the results of ChatGPT and ChatGPT+Causalityuser,sys with k set to
2 and 4, under the single-turn and multi-turn settings, respectively. In the single-turn setting,
a test sample consists of one utterance, while in the multi-turn setting, a test sample contains
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Table 4.8 Evaluations on the effectiveness of causalityuser,sys when k set to 2 and 4 with the
multi-turn setting for our ChatGPT-based methods.

Method
Empathy Coherence

EMOACC IP EX ER PBERT RBERT FBERT

k=2
ChatGPT 0.083 0.065 0.318 0.917 0.891 0.902 0.894
ChatGPT+Causalityuser,sys 0.199 0.058 0.397 1.094 0.899 0.907 0.901

k=4
ChatGPT 0.062 0.072 0.297 0.866 0.896 0.904 0.898
ChatGPT+Causalityuser,sys 0.256 0.065 0.282 1.007 0.902 0.904 0.901

Table 4.9 Human A/B test when k set to 2 and 4 with the single-turn setting for our ChatGPT-
based methods.

Comparisons Aspects Win Loss Tie

ChatGPT+Causalityuser,sys
vs. ChatGPT (k=2)

Emp. 50.7 36.0 13.3
Coh. 42.7 42.0 15.3

Inf. 51.3 37.3 11.3

ChatGPT+Causalityuser,sys
vs. ChatGTP (k=4)

Emp. 49.3 32.7 18.0
Coh. 20.0 24.0 56.0

Inf. 43.3 40.7 16.0

multiple turns. From the four comparisons, we observed that ChatGPT+Causalityuser,sys out-
performs ChatGPT in at least 5 out of 7 evaluation metrics. Notably, ChatGPT+Causalityuser,sys

outperforms ChatGPT on EMOACC and ER, indicating that ChatGPT+Causalityuser,sys can
generate responses with appropriate emotions. This can be attributed to the inclusion of
inferred user emotions and reasoned system emotions, which provide appropriate affective
information for generating empathetic responses. This improvement addresses the limitation
of ChatGPT on emotion recognition, as highlighted in Zhao et al. [21].

ChatGPT+Causalityuser,sys performs better when k is set to 2 under the single-turn setting.
Overall, the performance of ChatGPT+Causalityuser,sys is superior in the single-turn setting
compared to the multi-turn setting. This discrepancy can be attributed to COMET, which is
trained based on events, not context, making it less effective in predicting causality for long
context. Addressing the limitations of COMET will be a focus of our future work.

The results of the human A/B test in Table 4.9 show that ChatGPT+Causalityuser,sys is
better than ChatGPT on the aspects of Empathy and Informativeness because of the enriched
knowledge by the commonsense-based causality explanations.
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Table 4.10 Automatic evaluation results of baselines and our T5-based method. Bold denotes
the best score.

Methods PPL ↓ BLEU-2 BLEU-3 BLEU-4 D1 D2 PBERT RBERT FBERT

Baselines

MOEL 37.63 8.63 4.25 2.43 0.38 1.74 86.19 85.67 85.91
MIME 36.84 8.37 4.31 2.51 0.28 0.95 86.27 85.59 85.92
EmpDG 38.08 7.74 4.09 2.49 0.46 1.90 86.09 85.49 85.78
CEM 36.36 6.35 3.55 2.26 0.54 2.38 86.61 85.39 85.98
LEMPEx 30.42 2.1 0.8 0.35 1.02 10.81 83.60 83.09 83.34

Ours
T5 46.13 3.59 1.94 1.15 0.49 2.82 86.69 84.07 85.35
T5+Causalityuser 15.26 4.84 1.97 0.89 1.08 10.75 90.16 89.48 89.80
T5+Causalityuser,sys 13.07 10.53 6.34 4.06 0.75 5.52 92.24 90.76 91.48

Table 4.11 Results of human A/B test for our T5-based model.

Comparisons Aspects Win Loss Tie

T5+Causalityuser,sys
vs. CEM

Emp. 42.0 40.0 18.0
Coh. 38.7 33.3 28.0

Inf. 38.3 44.3 17.3

T5+Causalityuser,sys
vs. LEMPEx

Emp. 53.0 35.0 12.0
Coh. 39.0 33.3 27.7

Inf. 50.0 38.0 12.0

4.6 Experiments on T5-Based Response Generation

Finally, we evaluated the responses generated by the T5-based model.

4.6.1 Evaluation Metrics

(1) Perplexity (PPL) [120], which measures the confidence in the generated response. (2)
BLEU (see 4.4.2). (3) D1/D2 (Distinct-1/ Distinct-2) [123], which measure the diversity of
responses by calculating the ratio of unique unigrams (D1) and bigrams (D2) to the total
number of unigrams and bigrams in the generated responses, respectively. (4) BERTScore
(see 4.4.2). (5) Human A/B Test.

4.6.2 Evaluation Models

Affection-based Methods: MoEL [73]: This is an extension of Transformer, which softly
combines multiple emotion-specific decoders to a meta decoder to generate an empathetic re-
sponse. MIME [74]: This method integrates emotion grouping, emotion mimicry, and
stochasticity into the emotion mixture to generate diverse empathetic responses. Em-
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Table 4.12 Evaluation results of the responses generated by our T5-based method and
baselines. The closest to the ground truth is marked as bold.

Methods EMOACC IP EX ER

MoEL 0.103 0.184 0.209 1.166
MIME 0.076 0.099 0.207 1.256
EmpDG 0.091 0.150 0.169 1.270
CEM 0.091 0.091 0.569 0.950
LEMPEx 0.090 0.135 0.861 0.575

T5 0.049 0.110 0.408 1.299
T5+Causalityuser 0.093 0.172 0.685 0.784
T5+Causalityuser,sys 0.125 0.271 0.498 0.751

Ground Truth 0.190 0.279 0.688 0.501

pDG [125]: This model detects nuanced emotions and integrates them into the decoder.
And it employs an emotional discriminator and a semantic discriminator to incorporate user
feedback.
COMET-based Method: CEM [80], which employs commonsense knowledge, such as the
user’s reactions, intentions, desires, needs, and effects, to enhance its understanding of the
interlocutor’s situations and emotions.
T5-based Method: LEMPEx [87], which adopts T5 as the encoder-decoder and utilizes
a combination of exemplar-based retrieval, a response generator, and an empathy control
module to generate empathetic responses.
T5 [53]: We utilize the T5 model as our base encoder-decoder architecture, integrating with
the emotion classifier. We train it from scratch on the EmpatheticDialogue dataset.
T5+Causalityuser: The T5 model is extended with an additional T5 encoder for user’s
desires/reactions.
T5+Causalityuser,sys: The T5 model is extended with two T5 encoders for the user’s causality
attributes (desires/reactions) and the system’s causality attributes (intentions/reactions),
respectively.

4.6.3 Settings

We trained T5-small [53] from scratch on the English ED dataset. We set the learning rate to
0.00001, the batch size to 8, and utilized the top-k search decoding strategy with k set to 20,
sampling with a temperature of 0.2, and a maximum generation length of 40.



4.6 Experiments on T5-Based Response Generation 63

Table 4.13 Automatic evaluation results of T5+Causalityuser,sys and ChatGPT+Causalityuser,sys
(k=2, with whole test set and both single and multi-turn settings).

Evaluations
T5+ ChatGPT+

Causalityuser,sys Causalityuser,sys

Empathy

EMOACC 0.125 0.235
IP 0.271 0.046

EX 0.498 0.668
ER 0.751 1.109

Diversity
D1 0.75 2.91
D2 5.52 16.44

BLEU
BLEU-2 10.53 3.95
BLEU-3 6.34 2.17
BLEU-4 4.06 1.32

4.6.4 Results and Analysis

Previous studies [80, 87] have shown that CEM and LEMPEx outperformed MoEL, MIME,
and EmpDG. Therefore, we compared our method with CEM and LEMPEx in the human
A/B test. Automatic evaluation results shown in Table 4.10 and human A/B test results
shown in Table 4.11 demonstrate the effectiveness of the proposed commonsense-based
causality explanation (Causalityuser,sys). The performance comparison presented in Table
4.12 demonstrates the superiority of our method over the baselines in terms of emotion
accuracy (EMOACC), interpretation (IP), and emotion reaction (EX) when compared to the
ground truth.

4.6.5 Comparison between T5-based and ChatGPT-based Response
Generation

We conducted a performance comparison between the T5-based and ChatGPT-based response
generation, as presented in Table 4.13. In terms of “Empathy”, ChatGPT+Causalityuser,sys

outperforms T5+Causalityuser,sys for EMOACC, EX, and ER, but performs worse for IP.
Stronger interpretation (IP), which involves understanding and empathizing through shared
experiences [85], is more frequently observed in the T5-based model, which was trained from
the ground truth. In contrast, ChatGPT-based generation is not constrained by the ground
truth and tends to respond from the perspective of a machine.

In terms of “Diversity” and “BLEU,” it is evident that ChatGPT+Causalityuser,sys exhibits
a larger diversity but results in a higher degree of mismatch with the ground truth (lower
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BLEU scores), indicating a potential need of balancing the response diversity and the accuracy
in generating empathetic responses.

4.7 Case Studies and Error Analysis

Table 4.14 shows a case about the comparison between ChatGPT and ChatGPT+Causalityuser,sys,
and illustrates the impact of our proposed commonsense-based causality explanation. We
can see that both the responses by ChatGPT and ChatGPT+Causalityuser,sys show emotion
reactions to the user’s context. However, ChatGPT+Causalityuser,sys outperforms ChatGPT
by providing detailed suggestions that align with the user’s desires based on reasoned in-
tentions. As discussed in Section , COMET is not always reliable in its predictions. This
sensitivity is evident in Table 4.15, where the user’s inferred desires mislead the reasoned
intentions of the system.

Table 4.16 further shows comparative case studies between T5-based and ChatGPT-based
models with corresponding baselines.

Table 4.14 Case studies of the proposed method and baseline. Blue texts represent cognition,
and orange texts show affection. Desiresuser and Reactionsuser are inferred by COMET,
while Intentionssys and Reactionssys are reasoned by ChatGPT+Causalityuser,sys. “sys” is the
abbreviation of system.

Context user: I’m so scared of bugs! i found one in my hair yesterday and almost died.

ChatGPT sys: That’s so scary! Did you manage to get it out?

Desiresuser user wants: to get rid of bugs; to go to the doctor; to run away.
Reactionsuser user reacts to: scared; frightened; terrified; afraid; nervous.
Intentionssys sys’s intent: to comfort; to help; to offer advice; to be supportive; to avoid bugs.
Reactionssys sys reacts to: empathetic. caring. helpful. understanding. supportive.
ChatGPT+Causalityuser,sys sys: I know how you feel, bugs are the worst. Have you tried using bug spray or wearing a hat outside?

Table 4.15 Error analysis of COMET knowledge’s negative impact on the causality explana-
tion.

Context user: I’m so grateful for my family due to an incident with my friend.

ChatGPT sys: What happened with your friend?

Desiresuser user wants: to make amends to their friend; to make amends for the incident.
Intentionssys sys’s intent: to help; to support; to be a good friend; to be there for user.
ChatGPT+Causalityuser,sys sys: I’m here for you if you need any help making amends with your friend.
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4.8 Conclusions and Future Work

We have proposed a commonsense-based causality explanation approach for diverse em-
pathetic response generation that considers the system’s intentions and reactions as well
as the user’s desires and reactions. Specifically, we enhance ChatGPT’s ability to reason
the system’s intentions and reactions by integrating in-context learning with commonsense
knowledge (desire, reaction, and intention). We have integrated the commonsense-based
causality explanation with both ChatGPT and a trained T5 model. The experimental results
demonstrate that our method outperforms other competitive methods on both automatic and
human evaluations.

In the future, we will explore fine-grained approaches for causality explanation from the
perspective of both the user and the system.
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Table 4.16 Comparative case studies between T5-based and ChatGPT-based models with
corresponding baselines. Causalityuser,sys includes both Causalityuser and Causalitysys.

Context
user: I’m so sad because I’ve read an article about a newborn girl who died
because her parents didn’t believe in medication and doctors.

Baselines

MOEL sys: I am so sorry to hear that. I hope you are able to find her.
MIME sys: That is sad. I am sorry to hear that.
EmpDG sys: I am sorry to hear that. I hope you find out of it.
CEM sys: Oh no, I am so sorry to hear that.
LEMPEx sys: I’m sorry to hear that. I’m so sorry to hear that.

Ours

T5 sys: Oh no! I’m so sorry to hear that. What happened?

T5+Causalityuser
Causalityuser

user wants: to tell their friends; to cry; to find out what happened.
user reacts to: sad; sorrowful; depressed; upset.

Response sys: Oh, that’s terrible. I am so sorry for your loss.

T5+Causalityuser,sys
Causalitysys

sys’s intent: to comfort spk1; to show empathy; to be supportive.
sys reacts to: sad; upset; empathetic; sympathetic; concerned.

Response sys: I know what you mean, I would have been so mad!

Baseline ChatGPT
sys: That’s heartbreaking.
It’s important to trust medical professionals and seek help when needed.

Ours ChatGPT+Causalityuser,sys
sys: That’s really heartbreaking.
I’m here for you if you need to talk or just need someone to listen.

Context user: I think that the girl of my dreams likes somebody else. I feel very sad about it.

Baselines

MOEL I am sorry to hear that. I hope you can find a new one.
MIME I am sorry to hear that. I hope you can find a good relationship with her.
EmpDG I am sorry to hear that.
CEM I am sorry to hear that.
LEMPEx I understand that. it’s really stressful.

Ours

T5 I’m sorry to hear that. I hope you can find a new job.

T5+Causalityuser
Causalityuser

user wants: to find a new girlfriend; to ask her out.
user reacts to: sad; upset; unhappy; disappointed; angry.

Response sys: what did he buy you?

T5+Causalityuser,sys
Causalitysys

sys’s intent: to comfort; to encourage; to help find a new love.
sys reacts to: sympathetic; caring; supportive; encouraging.

Response
sys: I know how you feel.
I have been there before and it is hard to find a new one.

Baseline ChatGPT
sys: I’m sorry to hear that.
It’s tough when we have feelings for someone who doesn’t feel the same way.

Ours ChatGPT+Causalityuser,sys
sys: I’m sorry to hear that.
Maybe it’s time to move on and find someone who appreciates you.



Chapter 5

Improving User Personality Recognition
in Dialogue

5.1 Introduction

Personality recognition aims to identify an individual’s characteristic patterns of feeling,
thinking, and behaving, which make each different from one another [131]. Such capability
is essential in the realm of human-robot interaction, where correctly detecting the user’s
personality can significantly enhance the robot’s ability to tailor user-adaptive responses,
thus fostering richer and more effective human-robot dialogues. Big Five traits [15], which
encompass the dimensions of Openness, Neuroticism, Extraversion, Agreeableness, and
Conscientiousness, and their respective counter-traits are commonly used in the community
for personality assessment. In contrast to prior approaches that infer personality traits from
self-reported essays [132–134], first impressions [135, 136], or social media activities [137],
this study focuses on the extraction of personality traits from dialogue [138–141, 101].

However, the lack of data is a major obstacle because annotating dialogue-level data
with personality information is expensive and time-consuming. Each dialogue involves two
participants and personality traits are obtained through psychology questionnaires. Thus, we
investigate a data augmentation approach. While previous data augmentation studies focus
on generating sentence-level data invariants [24–27] without corresponding labels, in this
study, we generate both the synthetic dialogue data and corresponding synthetic personality
traits through the proposed data interpolation method, which fuses two existing data points
controlled by a continuous ratio variable.

Additionally, accurately modeling both the inter-dependencies between context and
interlocutors, as well as the intra-dependencies within speakers in dialogues, remains a
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Fig. 5.1 Homogeneous and different heterogeneous models. ua1,ua2,ub1 represents alternant
utterance of speakers a and b. σ(·) represents activation function.

significant challenge. Previous homogeneous models, such as the graph attention network
[28] [29], did not consider the variations in link types. Heterogeneous models like relational
graph networks (RGCN) employ distinct relation types to model various dependencies. Yet,
they utilize shared coefficients across all relation types, which may fail to capture the unique
attributes of each relation type, as shown in Fig 5.1. To address this issue, we propose a
method to independently model heterogeneous conversational interactions, capturing both
contextual influences and inherent personality traits. Our main contributions are as follows:

• We propose a data augmentation method for personality recognition by interpolation
from any two existing data points.

• We propose a heterogeneous conversational graph network (HC-GNN) to indepen-
dently model both the interdependencies among interlocutors, as well as the intra-
dependencies within the speaker in dialogues.

• Experimental results using the RealPersonaChat dataset demonstrate that increasing
speaker diversity significantly improves personality recognition in both monologue
and dialogue settings. The proposed HC-GNN method outperforms baseline models,
showcasing its effectiveness.

5.2 Related Work

This section introduces related work in three key areas: personality recognition in dialogues,
data augmentation, and various graph neural networks.
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5.2.1 Personality Recognition in Dialogue

Mehl et al. [141] pioneered the automatic personality assessment of all Big Five personality
traits using various psycholinguistic attributes. To this end, they analyzed a collection of
daily-life conversations by 96 participants over 2 days. However, it only contains the subjects’
conversation; we also want to analyze how interlocutors impact the subject’s personality
expression in the dialogue. Jiang et al. [139] collected a dialogue-based personality dataset,
FriendsPersona, by annotating five personality traits of speakers from Friends TV Show
through crowdsourcing. Chen et al. [140] collected a large-scale Chinese personalized
and emotional dialogue dataset CPED. Nonetheless, the Big Five personality labels were
assigned by external observers rather than derived from self-assessments by the speakers.
Han et al. [142] created a multi-party conversation-based personality dataset derived from
CPED, consisting of 1195 data samples for personality recognition, and introduced a speaker-
aware layering named SH-Transformer converter. Most recently, Yamashita et al. [101]
presented the RealPersonaChat (RPC) dataset by documenting the authentic personality traits
of the participants and allowing them to freely engage in dialogues. This dataset aligns
closely with our research objectives, as it provides a foundation for evaluating the personality
traits of subjects who may engage in chit-chatting dialogue with a conversational agent.
However, this dataset has a relatively limited number of speakers (233). This sparsity poses
a challenge in effectively detecting the personality traits of unseen speakers. We propose a
data augmentation method to enrich the speaker diversity.

5.2.2 Data Augmentation

Data augmentation (DA) tries to fill the gap between the data distribution of the training
set and the real data with no annotation cost. Previous DA studies focus on generating data
invariants. In the computer vision field, simple geometric transformations like cropping,
rotation, and noise injection can be easily applied to continuous image data [143]. Due to the
discrete nature of language data, previous DA studies in NLP usually involve discrete noises
including 1) character-level modification like changing character case [24], 2) subword-
level regularization such as BPE-dropout [144], 3) word-level replacement, insertion, or
deletion [25], and 4) sentence-level modification such as paraphrasing [145, 26] and back-
translation [27, 146–148]. Our method differs from them in two aspects. First, we generate
data variants including both dialogue data and corresponding personality labels. Second,
we generate synthetic personality traits following a continuous distribution from existing
discrete trait data by introducing a random fusion variable. This bridges the gap between
the discrete distribution in the dataset and the continuous distribution in reality. A similar
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work is the example extrapolation method [149] which generates augmented embeddings of
the target domain by leveraging the similarity of embedding spaces from another assisting
domain. Different from it, our interpolation method requires only one dataset.

5.2.3 Graph Neural Networks

Compared to Convolutional Neural Networks, which are designed to process grid-like data
[150–154], Graph Neural Networks (GNNs) can handle data structured as graphs. Graph
Neural Networks (GNNs) and their variants have been widely applied in dialogue-related
tasks, like conversational emotion recognition [155–157], and dialog act classification [158].
This is primarily due to the adjacency matrix in GNNs effectively simulating interactions
within conversations. Yang et al. [159] proposed a dynamic deep graph convolutional
network for personality detection on social media posts. Existing methodologies, whether
employing static or dynamic approaches to construct interactions within graphs, mainly
focus on homogeneous or heterogeneous conversation modeling. Nevertheless, various
types of nodes and links have different traits and their features may fall in different spaces.
For instance, as illustrated in Fig 5.1, traditional heterogeneous models like RGCN [160]
utilize shared coefficients across all relation types, potentially failing to capture the unique
attributes of each relation type. To solve it, this paper proposes a modification to the existing
heterogeneous model framework. We introduce separate GNNs to distinctly capture the
diverse relation types, thereby respecting the unique properties of each node and link type.

5.3 Proposed Method

5.3.1 Data Interpolation

This section describes math notations, how to fuse two existing data points to generate
synthetic dialogue and Big Five traits, and variants of the proposed method.
Notations. Each dialogue D contains utterances ua from the speaker a or ub from the speaker
b in alternant turns, that is D = {ua1,ub1,ua2,ub2, ...,uan,ubn}, where n is the number of
turns. Each dialogue is accompanied by a label y that is a vector containing the Big Five
personality traits of the target speaker. We aim to generate synthetic dialogue Dsyn and its
label ysyn from two existing dialogues D1 and D2 and their labels y1 and y2.1

Dialogue Interpolation. First, we randomly select two dialogues D1 and D2 in the training
set. Second, we split each dialogue into chunks (c) each containing t turns, which is a

1Since we focus on the personality of the initiating speaker a in the experiments, y1 or y2 refers to the
personality of speaker a.
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hyper-parameter controlling the context length we desire (we set t=3). This results in
D1 = {c1,c2, ...,cl} and D2 = {c′1,c′2, ...,c′l}, where l = n

t is the number of chunk one dialogue
contains. Finally, we combine chunks from D1 and D2 to generate Dsyn using a fusion ratio
β that is a random variable independently sampled from Uniform(0,1) for each synthetic
data point. Dsyn can be represented as:

Dsyn = {csyn
i | 1≤ i≤ l},where

csyn
i =

ci with probability β ,

c′i with probability 1−β .

(5.1)

Specially, when generating synthetic monologue data, we split each monologue D into
utterances instead of chunks.
Label Interpolation. Because each label is a vector of real numbers represented as y ∈ R5,
we can simply obtain the synthetic label through:

ysyn = βy1 +(1−β )y2. (5.2)

Method Variants. There are three types of variants of the proposed method (former setting
used). First, we can sample β ∼ Uniform(0,1) or fixing β to 0.5. The former setting
produces a richer variety of data. Second, we can either select two dialogues possibly from
different speakers, where y1 and y2 independently and identically distributed (y1

iid∼ y2), or
select two dialogues from the same speaker y1 = y2 which results in y1 = y2 = ysyn. The
former setting can produce new speakers with synthetic personality traits. Third, the length
of the synthetic dialogue can be sampled from Uniform(tmin, |Dsyn|) by truncating (we set
tmin = 2), or equal to |Dsyn|. This enables personality recognition in early turns which is
preferred in real applications.

5.3.2 Heterogeneous Conversational Graph Neural Network

We map each utterance in the dialogue into embeddings. Subsequently, we describe hetero-
geneous conversation modeling, followed by an explanation of heterogeneous conversational
graph network feature encoding and fusion.
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Fig. 5.2 Proposed heterogeneous conversational graph neural network (HC-GNN), which
captures the interdependencies among interlocutors (acquired) and the intra-dependencies
within speaker a or b (innate).

Dialogue Encoding

For each dialogue D = {ua1,ub1,ua2,ub2,ua3...}, we employ a BERT-like model Japanese
Language Understanding with Knowledge-based Embeddings (LUKE) [161] 2 to encode
each utterances in the dialogue:

hui = LUKE(ui) ∈ R1×d, (5.3)

where hui denotes the final hidden state of the “[CLS]” token to represent the meaning of the
whole utterance, and d is the dimension of the output.

Heterogeneous Conversation Modeling

To explicitly model the interaction between speakers, we independently model the intra-
dependency (innate personality) and interdependency (acquired personality which is influ-
enced by the interlocutor), as shown in Fig. 5.2. We denote directed and labeled multi-graphs
as Gn = (Vn,En,r) with nodes ϑn,i ∈ Vn and labeled edges (relations) (ϑn,i,r,ϑn, j) ∈ En,
where r ∈R represents one of the conversation relation types {spka→ spka, spkb→ spkb,
spkb→ spka, spka→ spkb}, n represents the number of graphs.

2https://huggingface.co/studio-ousia/luke-japanese-base
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HC-GNNs Feature Encoding and Fusion

For each relation type in each graph G , we then encode the features with dynamic attention
and graph attention networks [29] to aggregate the interactions between each group of
speakers (self and interlocutor):

hn(l)
i = σ(∑

k∈K
∑

j∈Nr
i

a(k)i, j

Nr
i

W(l)
r hu j +a(k)i,i W(l)

0 hui), (5.4)

where Nr
i denotes the neighboring indices of node i under relation r ∈R, K represents the

number of attention head. W(l)
r and W(l)

0 are the learnable weight metrics, l is the layer of
HC-GNN, and σ(.) is an ReLU activation function. The attention scores are normalized
across all neighbors j ∈ Nr

i using softmax, and the attention function is defined as:

ai, j = softmax j(e(hui,hu j)) =
exp(e(hui,hu j))

∑ j′∈Nr
i
exp(e(hui,hu j′ ))

,

e(hui,hu j) = a⊤LeakyReLU(W · [hui;hu j ]).

(5.5)

Here a ∈ Rd and W ∈ Rd
′×d are learned, ; denotes vector concatenation. We use a graph

neural network (GCN) [28] to capture the deeper interaction representations:

hn(l+1)
i = σ( ∑

j∈Nr
i

W(l+1)hn(l)
j +W(l+1)

0 hn(l)
i ), (5.6)

where W(l+1) and W(l+1)
0 are learnable metrics. Given the latent representation gn of each

graph which corresponds to a distinct relation, we then use the self-attention mechanism to
fuse the graph outputs of innate and acquired relations:

z = [g0;g1; ...;gn],

z
′
= Attn(z,z,z).

(5.7)

5.3.3 Personality Recognition with Multi-task Learning

We first analyze the correlations between pairs of personality traits in the dataset, as shown
in Table 5.1. The p-value of the Pearson correlation for each pair is less than 0.05, indicating
statistically significant relationships. We recognize Openness, Neuroticism, Extraversion,
Agreeableness, and Conscientiousness in the manner of multi-task learning using five linear
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Table 5.1 Pearson correlation between pairs of Big Five personality traits in the dataset.
N, E, O, A, and C represent Neuroticism, Extraversion, Openness, Agreeableness, and
Conscientiousness, respectively.

Big-Five Pair (N, E) (N, O) (N, A) (N, C) (E, O) (E, A) (E, C) (O, A) (O, C) (A, C)

Pearson Correlation -0.49 -0.23 -0.27 -0.15 0.47 0.46 0.26 0.40 0.15 0.36
(for all pairs p < .05)

layers. The ith layer can be represented as:

Pi = σ(Wi
pz
′
+bi

p), (5.8)

where σ denotes the activation function ReLU, Wi
p and bi

p are the learnable weight matrix
and bias. We treat them as regression tasks and use the mean absolute error (MAE) as the
loss function for model optimization. The loss item of each data sample j is denoted as
l(P j,y j) that is calculated by averaging the loss of five tasks, where P j is the vector of 5
predictions and y j is the vector of 5 ground truth personality traits. The loss item of one
batch containing N data samples is denoted as L. They are calculated as follows:

l(P j,y j) =
1
5

5

∑
i=1

∣∣∣P j
i − y j

i

∣∣∣ ,
L =

1
N

N

∑
j=1

l(P j,y j).

(5.9)

5.4 Experimental Settings

5.4.1 dataset

We conducted experiments using the RealPersonaChat dataset [101]. We conducted two
experimental settings, one based on monologues and the other on dialogues. The monologue
setting focuses on a speaker’s own utterances, while the dialogue setting integrates utterances
from both the speaker and the interlocutor for personality recognition. In the monologue
experiments, we implemented strict speaker splitting to ensure no overlap among speakers
across the training, validation, and test sets. This approach meant the model was evaluated
on unseen speakers.

In the dialogue experiments, ensuring non-overlap of both speakers in all datasets proved
challenging. Therefore, we ensured that only the initiating speaker was non-repeating across
datasets, and the model was tasked with predicting only the initiating speaker’s personality.
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Therefore, we only used relation spk a→spk a and spk b→spk b in the HC-GNN model.
We created training, validation, and test sets by randomly dividing the speakers in an 8:1:1
ratio for 100 times and selecting the split that most closely matched 8:1:1 distribution for
monologues and dialogues. We then fixed the split across all experiments.

5.4.2 Models

All the models are based on a BERT-like model which converts utterances into embed-
dings. In all experiments, we used pooled output from LUKE base model [161] because it
showed the best performance in terms of average balanced accuracy among LUKE-base/large,
RoBERTa-base/large, xlm-roberta base/large, mdeberta-v3-base models. We experimented
with different models after the base model:
MLP: Five linear module joints with regression heads are used to predict each personality.
Each regression head contains two linear layers: the first layer maps the embedding from
LUKE to a 16-dimensional embedding, and the second layer maps the 16-dimensional
embedding to a single output.
Homogeneous Methods: Graph Convolutional Networks (GCNs) [162] represent one of the
most prevalent methods for handling graph-structured data, particularly in node classification
and link prediction tasks; GATv2 [29] introduces a significant enhancement by transitioning
from a static to a dynamic attention mechanism.
Heterogenous Mthods: Relational Graph Convolutional Networks RGCN [160], are de-
veloped to handle the multi-relational data with heterogenous architecture, as shown in
Fig 5.1; Heterogeneous conversation graph neural network (HCGNN), the proposed method,
which independently model the interdependencies between context and interlocutors and the
intra-dependencies within the speaker.

5.4.3 Training

We used the Adam optimizer with β1 = 0.9,β2 = 0.999 and a learning rate of 1×10−5. We
used a linear scheduler with warmup step = 150. We used Mean Absolute Error (MAE)
criterion because it outperformed the Mean Squared Error (MSE) greatly in terms of balanced
accuracy. We set the batch size to 128 for linear models and 32 for graph neural network
models, which reach the memory limitation of eight 32G GPUs. We calculated the loss on
the validation set after each epoch and applied early stopping when no improvement was
observed for 3 epochs.
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5.4.4 Evaluation Metrics

We report binary classification accuracy and balanced accuracy together with Pearson correla-
tion and Spearman correlation for regression tasks. The threshold for the binary classification
task of each personality trait is set to the median score in the training set. Here are the details
of each metric:
Accuracy: a metric that summarizes the performance of a classification task, which is the
number of correctly predicted data points out of all the data points.
Balanced Accuracy: arithmetic mean of sensitivity and specificity to deal with imbalanced
data.
Pearson Correlation: a correlation coefficient that measures the linear correlation between
the predicted personality values and the ground truth.
Spearman Correlation: a nonparametric measure of rank correlation (statistical dependence
between the rankings of two variables).

Table 5.2 Accuracy results in monologue setting with original data and augmented dataset.
The best result in each column is in bold.

Data
Accuracy Balanced Accuracy

N E O A C Avg. N E O A C Avg.

Original 66.2 52.6 57.6 52.7 57.9 57.4 59.7 54.3 58.8 50.3 55.0 55.6
+10k 74.3 55.5 56.6 49.9 51.2 57.5 60.4 52.5 55.4 47.8 52.8 53.8
+20k 74.5 54.3 55.5 59.0 60.1 60.7 65.9 53.8 56.0 58.5 48.3 56.5
+50k 60.5 53.0 60.9 58.7 59.8 58.6 60.2 55.0 61.2 62.0 52.4 58.2
+500k 62.7 58.2 62.0 57.9 65.4 61.2 64.6 56.0 61.3 60.3 59.7 60.4

Table 5.3 Correlation results in monologue setting with different data size.

Data
Pearson Correlation Spearman Correlation

N E O A C N E O A C

Original .279 -.040 .473 .105 .166 .292 -.014 .282 .104 .200
+10k .389 -.092 .510 .100 .200 .283 -.064 .277 .091 .180
+20k .492 .054 .510 .268 .113 .495 .063 .276 .261 .126
+50k .224 .067 .486 .387 .099 .264 .085 .378 .375 .119
+500k .267 .025 .459 .232 .164 .333 .045 .388 .230 .203

(Italic means p < .05)
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5.5 Results and Analysis

5.5.1 Monologue

Main Results. Table 5.2 presents a comparative analysis of the accuracy and balanced
accuracy of the data augmentation method at various data sizes. With the addition of
augmented data, both accuracy and balanced accuracy show significant improvements,
increasing from 57.4% to 61.2% and from 55.6% to 60.4%, respectively. Table 5.3 shows the
Pearson and Spearman correlation results. We observed that data augmentation generally
improves correlation in most traits, and the impact of augmentation is more pronounced in N
and A than in others. We failed to predict personality trait E in any setting. We believe this
may be due to our dataset being based on first-meeting spontaneous situations, where people
tend not to exhibit extrovert traits explicitly. We also found that different from accuracy and
balanced accuracy results, the highest Pearson and Spearman correlations do not always
occur at the same data augmentation point.
Results of Data Augmentation Variants.
1. Fusing Ratio. We compared results using β ∼Uniform(0,1) and fixed β = 0.5. With 500k
additional data, using random β achieved 61.2% averaged accuracy and 60.4% averaged
balanced accuracy whereas using fixed β showed 59.3% accuracy and 58.4% balanced
accuracy.
2. Speaker Choice. We compared generating synthetic dialogue from the same speaker
or two different speakers. We observed using dialogues from different speakers not only
enables continuous data distribution as shown in Fig 5.3 but also showed much higher
averaged accuracy (61.2% vs 57.3%) and balanced accuracy (60.4% vs 58.1%), which
demonstrates that speaker variety is more crucial than the number of conversations for
personality recognition within this dataset.
3. Various Dialogue Lengths. Real-time personality recognition in dialogue is essential
for human-robot interaction. We tested this ability by using the first 2 turns of utterances
during inference. We found that using various lengths in the augmented data enables 58.2%
averaged balanced accuracy that is comparable to the result using the full dialogue 60.4%.
However, the result is only 55.5% if we keep all synthetic dialogue full-length (approximately
15 turns).

5.5.2 Dialogue

Comparisons between Monologue and Dialogue. To explore the impact of context on
personality recognition, we first appended the [SPK1] or [SPK2] token to the respective
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Fig. 5.3 Data Distribution of augmented data and original data.

Table 5.4 Accuracy results in the comparisons among monologue and dialogue.

Model
Accuracy Balanced Accuracy

N E O A C Avg. N E O A C Avg.

Monologue MLP 66.2 52.6 57.6 52.7 57.9 57.4 59.7 54.3 58.8 50.3 55.0 55.6

Dialogue

MLP 66.8 53.2 57.9 49.0 58.4 57.1 59.5 56.9 57.9 49.8 47.5 54.3
GCN [162] 69.5 40.3 52.9 33.3 72.1 53.6 50.0 50.4 53.7 34.4 50.1 47.7
GAT [29] 66.4 54.5 52.7 59.9 54.6 57.6 60.4 51.3 50.1 52.2 52.1 53.2
RGCN [160] 68.5 57.2 55.4 41.9 56.7 55.9 63.0 54.5 55.9 47.2 51.9 54.5

HC-GNN (ours) 69.0 53.5 55.6 65.9 52.2 59.2 60.9 54.3 52.6 59.6 54.6 56.4

utterances and then concatenated all utterances using the [SEP] token. We used the same
model as in the monologue experiment. As indicated in Table 5.4 and 5.5, the results with
conventional methods using the context (dialogue) show a decrease in performance compared
to the monologue setting across most evaluation metrics. We hypothesize that merely
concatenating utterances between two speakers is not an effective method for modeling the
interactions between interlocutors. Therefore, we propose independently modeling both the
interdependency among speakers and the intra-dependency within the speaker. The results,
as shown in Tables 5.4 and 5.5, indicate that our proposed method surpasses all baseline
methods in the dialogue setting and marginally improves upon the results in the monologue
setting.
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Table 5.5 Correlation results in the comparisons among monologue and dialogue.

Model
Pearson Correlation Spearman Correlation

N E O A C N E O A C

Monologue MLP .279 -.040 .473 .105 .166 .292 -.014 .282 .104 .200

Dialogue

MLP .288 .048 .492 .174 .077 .214 .088 .262 .123 .072
GCN [162] .170 -.015 .298 -.203 .079 .173 .017 .164 -.227 .105
GAT [29] .307 -.067 .420 .079 .134 .284 -.030 .226 .082 .135
RGCN [160] .377 .048 .490 .152 .148 .375 .078 .311 .146 .160

HC-GNN (ours) .285 .040 .347 .216 .169 .304 .066 .243 .191 .193
(Italic means p < .05)

Table 5.6 Accuracy results of HC-GNN in dialogue setting with various data size.

Data
Accuracy Balanced Accuracy

N E O A C Avg. N E O A C Avg.

Original 69.0 53.5 55.6 65.9 52.2 59.2 60.9 54.3 52.6 59.6 54.6 56.4

+10k 73.9 59.7 54.0 63.9 54.6 61.2 59.5 52.8 50.7 55.6 59.0 55.5
+20k 74.3 60.1 58.4 67.5 40.8 60.2 60.8 54.4 55.8 61.6 55.5 57.6
+50k 69.6 54.7 58.7 62.2 63.8 61.8 61.9 55.5 58.4 62.3 55.1 58.6
+500k 66.3 56.6 58.8 60.1 59.0 60.2 63.7 53.8 57.0 57.7 59.2 58.3

Data Augmentation in Dialogue. We tested the effectiveness of data augmentation in the
dialogue setting. The results, as shown in Tables 5.6 and 5.7, indicate that increasing speaker
variety can enhance personality recognition in dialogue. Although the highest balanced
accuracy achieved in the dialogue setting is 58.6, falling short of the monologue setting’s
best result of 60.4. Due to our focus on predicting only speaker a’s personality in the
dialogue setting, the original dataset lost half of its conversational data for augmentation
purposes. This loss is an inevitable trade-off in the pursuit of speaker-independent personality
recognition within dialogue settings.

5.6 Conclusion

We have proposed a data augmentation method for personality recognition, which involves
interpolating between two existing data points to enhance speaker diversity. Additionally, we
have introduced the HC-GNN method to independently model the interdependencies among
interlocutors, as well as the intra-dependencies within the speaker in dialogues. Experimental
results from the RealPersonaChat dataset demonstrate that increasing speaker diversity
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Table 5.7 Correlation results of HC-GNN in dialogue setting.

Data
Pearson Correlation Spearman Correlation

N E O A C N E O A C

Original .285 .040 .347 .216 .169 .304 .066 .243 .191 .193

+10k .369 .019 .329 .235 .234 .343 .058 .226 .234 .263
+20k .327 -.052 .441 .314 .110 .301 .003 .245 .278 .142
+50k .345 .030 .312 .300 .162 .374 .050 .250 .281 .183
+500k .426 .046 .411 .209 .223 .439 .062 .315 .194 .242

(Italic means p < .05)

significantly improves personality recognition in both monologue and dialogue settings. Our
HC-GNN method outperforms baseline models, showcasing its effectiveness. However, our
experiments suggest that context did not make a large improvement in personality recognition.
Further exploration of the dialogue setting will be the focus of our future work.



Chapter 6

Endowing System with Consistent
Personality for Empathetic Response
Generation

6.1 Introduction

Empathy and personality are pivotal factors in the development of human-like systems.
Empathy is the ability of humans to put themselves in another’s position, which encompasses
understanding other’s experiences and feelings for responding appropriately. Personality is
the enduring patterns of thoughts, feelings, and behaviors that distinguish individuals from
one another [163].

Empathy integrates cognition and emotion, involving understanding and responding
emotionally to others’ situations [12]. Consequently, prior research has focused on methods to
generate empathetic responses by improving affective expression [73, 74, 125], or exploring
context understanding [77, 80, 91, 87]. However, as illustrated in Fig. 6.1, individuals with
different personalities can exhibit diverse empathy styles within identical contexts. Previous
methods for empathetic response generation did not consider the system’s personalities,
which leads to responses that may reflect empathy but lack personalization.

Systems that express a consistent personality are important for enhancing believability
[30]. As shown in Fig. 6.1, when the system changes its personality in a single conversation,
it would make the interaction feel less human-like. Moreover, an appropriate empathetic
response may depend on the personality traits. Richendoller and Weaver III [2] examined
the relationships between psychoticism, extraversion, and neuroticism and three styles of
empathic intents: empathetic, perspective-taking, and sympathetic. Their findings indicate
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Context

Next response generation

Sorry to hear! 
Do you have any idea about the breakup? 

User

System

User

Extroverted; Sympathizing

I broke up with my boyfriend, we were 8 years together.

We decided together. I feel so distant from the world. 

User

Extroverted; Sympathizing
Sorry again! 

I hope you’ll get relief from this sadness. 

System
🙂

Introverted; Agreeing
I agree, it's normal to feel distant.

Inconsistent
Personality

Extroverted
Great! Let’s have a party tonight!No empathy

Fig. 6.1 Different personalities exhibit distinct preferences for empathetic intents1 in re-
sponses [2, 3]. In a given context, the user shows varying feelings to the system’s responses,
where the system encompasses empathetic expression and consistent personality traits, re-
sulting in a more human-like interaction.

that individuals with different personalities exhibit distinct preferences for empathetic intents,
inspiring our motivation to consider system’s personality traits into empathetic response
generation. However, the relationship between commonly-used Big Five [15] / Myers-Briggs
Type Indicator (MBTI) [16] personalities and empathetic intents has not been fully explored.

To address this problem, we implicitly learn these connections through the prediction
of both personality traits and empathetic signals in responses. Empathetic signals include
empathetic intents and empathetic communication mechanisms (ECM) [31]. Specifically,
ECM includs interpretations (IP), explorations (EX), and emotional reactions (ER). Further
inspired by the prefix tuning method employed by Li and Liang [32] and Liu et al. [33],
we propose a multi-grained prefix encoder aimed at discerning personality traits alongside
empathetic signals.

Because the EMPATHETICDIALOGUES dataset (ED) [60] primarily targets expressing
empathy rather than personality, it is hard to learn personality traits from a single response
during traditional backpropagation. To address this, we propose a personality enhancement
(PE) module that utilizes contrastive learning to calibrate the generation of empathetic re-
sponses by integrating explicit personality traits, thereby improving empathy and personality
expression in the generated responses. Our main contributions are:
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• To the best of our knowledge, this is the first work to consider the system’s personality
for empathetic response generation. Moreover, we propose a multi-grained prefix
mechanism to implicitly learn the relationship between the system’s personality and
corresponding empathetic expressions.

• We introduce a personality enhancement module to calibrate an empathetic response
generation model via contrastive learning for generating responses that are both empa-
thetic and reflective of a distinct personality.

6.2 Preliminaries

Due to the lack of personality and empathetic signal annotations within the benchmark ED
dataset, we train distinct models specialized for each aspect.

6.2.1 Personality Predictor

PANDORA [137]2 is the largest dataset of Reddit comments labeled with Big Five and MBTI
traits intensities. We strictly partitioned the PANDORA dataset by the user, guaranteeing no
user overlap across the training, validation, and test sets. This approach allows us to assess
the model’s efficacy in identifying the personality traits of unseen users, thereby making the
evaluation results on the PANDORA dataset applicable to the ED dataset as well. The Big
Five personality trait scores are continuous, ranging from -100 to 100, while MBTI scores
are binary. We normalized each Big Five personality trait score to a range between -1 and 1
and balanced the binary labels of each MBTI trait, The details of the statistics are shown in
Table 6.1 for reference.

To make the length distribution of the examples similar to the ED dataset, we con-
ducted the following steps for both Big Five and MBTI experiments: 1) only preserved
sentences containing ASCII characters with 10 to 50 tokens. 2) For each user we derived
non-overlapping samples by randomly selecting and concatenating k sentences, where k was
randomly selected to vary between 1 and 5. We incorporated five fully connected layers with
ReLU activation followed by five regression heads on top of the LUKE model, to predict
all Big Five trait intensities simultaneously. We separately finetuned the LUKE model with
one fully connected layer and one regression head for each MBTI trait prediction. For all
the experiments, the learning rate was set as 1e-5, the dropout is 0.1, and the mean squared
error loss. We used a linear scheduler with a warmup step of 100. Using the median of the

2https://psy.takelab.fer.hr/datasets/all/pandora

https://psy.takelab.fer.hr/datasets/all/pandora
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training label and 0.5 as the threshold, we further binarize the predicted intensities and actual
labels and report the accuracies and F1 scores for Big Five and MBTI, separately. Based on
the prediction accuracy shown in Table 6.2, we adopt the combination of MBTI introverted,
MBTI thinking, and Big Five extraversion as personality traits used in this study.

Traits unique train valid test

MBTI

Introverted
speakers 1,531 | 1,402 197 | 170 193 | 174

utterances 412,467 | 424,008 55,870 | 48,218 49,167 | 56,177

Intuitive
speakers 820 | 995 100 | 126 106 | 120

utterances 268,470 | 277,440 38,443 | 30,230 34,022 | 34,527

Thinking
speakers 2,568 | 1,728 307 | 230 334 | 205

utterances 547,753 | 561,814 70,483 | 66,916 72,527 | 66,181

Perceiving
speakers 2,965 | 3,110 388 | 371 392 | 367

utterances 871,439 | 877,865 109,267 | 108,546 107,740 | 112,082

Big5 All
speakers 1,225 153 154
utterances 102,523 12,803 12,803

Table 6.1 Statistics of unique speakers and utterances across each MBTI and all Big Five
traits in the filtered PANDORA dataset. For MBTI traits, we show the number of label 0 | 1.

Traits Acc. BA. F1 Pear. Spear.

MBTI

Introverted 59.11 58.15 65.41 0.1838 0.1852
Intuitive 50.50 50.39 56.83 -0.0592 -0.0506
Thinking 59.30 59.06 55.79 0.2344 0.2287
Perceiving 49.16 49.26 47.00 -0.0166 -0.0157

Big5

Agreeable 47.72 47.45 0.5468 -0.0274 -0.0312
Conscientious 52.46 53.75 0.5663 0.1291 0.1016
Extraversion 67.23 63.70 0.7566 0.4081 0.3862
Neuroticism 53.91 54.02 0.5696 0.1074 0.1025
Openness 50.06 49.88 0.5338 0.0466 0.0511

Table 6.2 Accuracy and correlation results of MBTI and Big Five based on the PANDORA

dataset. Pear. and Spear. denote the Pearson/Spearman correlation between prediction and
ground truth on each personality trait, Italics indicates statistical significance (p < .05).

6.2.2 ECM and Intent Predictor

Our empathetic signals comprise both ECM and intent, which are complementary. For
example, Encouraging or Sympathizing in intent prediction is detailed beyond Interpretation
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Traits #Classes Accuracy Balanced_Accuracy F1

ER 2 84.76 84.13 84.70
IP 2 84.12 85.35 84.23
EX 2 94.81 92.46 94.86
EI 9 90.17 90.17 90.23

Table 6.3 Evaluations on empathetic signals predictor. ER, IP, EX, and EI denote Emotional
Reaction, Interpretation, Exploration, Empathetic Intent classification, respectively.

in the ECM. Additionally, ER within the ECM dictates whether a response contains emotional
signals.
ECM: Inspired by Lee et al. [90], Fu et al. [91], Bi et al. [164], we use IP, EX, ER as parts
of the empathetic signals. Specifically, IP represents expressions of acknowledgments or
understanding of the interlocutor’s emotion or situation. EX represents expressions of active
interest in the interlocutor’s situation; ER represents expressions of explicit emotions, as
empathetic signals. Specifically, we follow official codes3 and use three RoBERTa-based
[50] classifiers to identify whether a response implies a certain trait individually.
Intent: Prior research by Welivita and Pu [1] highlighted incorporating dialogue intent mod-
eling into response generation enhances the controllability and interpretability of generated
responses. For this reason they introduced the EmpatheticIntents dataset,4 which is enriched
with intent annotations, such as Questioning, Acknowledging, and Agreeing. We fine-tune a
RoBERTa-base [50] model on nine-class intent classification to label responses. The results
are shown in Table 6.3.

6.3 Proposed Method

Fig. 6.2 shows an overview of our proposed method which comprises two main components.
Firstly, a multi-grained prefix encoder is designed to implicitly learn the connections between
personality traits and empathetic signals present in the system’s response by multi-grained
signals prediction and prefix encoding. Secondly, we introduce a personality enhance-
ment mechanism aiming at integrating the generation of empathetic responses with explicit
personality trait learning.

3https://github.com/behavioral-data/Empathy-Mental-Health
4https://github.com/anuradha1992/EmpatheticIntents

https://github.com/behavioral-data/Empathy-Mental-Health
https://github.com/anuradha1992/EmpatheticIntents
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Fig. 6.2 The architecture of our proposed method that contains a multi-grained prefix encoder
and personality enhancement module.

6.3.1 Mutli-Grained Prefix Encoder

There are 810 unique listeners in the benchmark ED dataset, and each participant is involved
in up to 100 conversations. Based on the listener ID, we sampled past responses by the
same listener from the training set to implicitly learn listener’s personality. Inspired by the
prefix-tuning mechanism employed in Li and Liang [32], Liu et al. [165], and Liu et al. [33],
we project the input context (c), the concatenation of retrieved response (r) and empathy
signals (e), and listener’s past responses (h) into fixed-length prefix vectors, which are then
prepended to the decoder hidden states as a prefix.

We first use the RoBERTa model to encode the c, e and h to continuous representations,
denoted as C, P, E:

C = RoBERTa(c), (6.1)

P = RoBERTa(h), (6.2)

E = RoBERTa(concat(r,e)). (6.3)
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To separately extract distinct context-related empathy and personality features, we introduce
two learnable embeddings to act as distinct queries, Q1 and Q2, where Q1 is in Rdn1 and
Q2 in Rdn2; here, d represents the dimension of the RoBERTa’s last hidden layer, while n1

and n2 denote the lengths of the respective queries. The context representation C, serves as
both key KC and value VC. Employing a cross-attention mechanism, we project context C
into two fixed-length prefix vectors. These vectors are subsequently treated as QC1 and QC2 ,
respectively:

QC1 = Attn(KC,VC,Q1), (6.4)

QC2 = Attn(KC,VC,Q2). (6.5)

Then following the same process, we fuse the representations of the listener’s past responses
P, and the empathy explanation representations E, with the context-related prefix vectors
QC1 and QC2 , respectively:

VPC1 = Attn(KP,VP,QC1), (6.6)

VEC2 = Attn(KE,VE,QC2). (6.7)

This fusion process yields two distinct vectors: VPC1 , which encapsulates the context-
personality relationship, and VEC2 , representing the context-empathy relationship. This
ensures that both personality and empathy dimensions are considered in the context of the
interaction.

We then concatenate QC1 , QC2 , VPC1 , and VEC2 by the length dimension, followed by one
linear layer, to produce the final representations R2(n1+n2)∗d , as the final prefix embeddings.

6.3.2 Decoder

We utilize the pre-trained DialoGPT [52]5 as the decoder. We further feed the final prefix
embeddings into DialoGPT-small and train the parameters in the model on the ED dataset,
then obtain base empathetic response generator G(θ).

6.3.3 Personality Enhancement

Because the ED dataset primarily targets expressing empathy rather than personality, it
is hard to learn personality traits from a single response with traditional backpropagation.
Drawing inspiration from recent calibration work [166–168], we generate multiple candidate

5https://huggingface.co/docs/transformers/model-doc/dialogpt

https://huggingface.co/docs/transformers/model_doc/dialogpt
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responses via diverse beam search [169], which exhibit similar levels of empathy but vary in
the degree of personality expressed. Subsequently, the proposed personality-based ranking
module evaluates and ranks these candidates. Then, we calibrate the generation process
by integrating a personality-oriented contrastive loss alongside the empathy loss, thereby
achieving a generation of empathetic responses that reflect explicit personality traits.

Candidate Generation

For a input context c, we use the trained model G(θ) to generate K empathetic candidate
responses by diverse beam search: r1,r2,r3, ...,rK , which can encapsulate varying degrees of
personality expression.

Personality-based Ranking

We utilize our pre-trained personality predictor, which estimates the system’s personality
p from the past responses (h), including Big Five extroversion (pe), MBTI introversion
(pi), and MBTI thinking (pt). Then, we predict the personality traits of each candidate in
{r1,r2,r3, . . . ,rK}, and calculate their personality margin Srk . This margin is derived as the
sum of the mean square errors (MSE) between the personality scores p and the predicted
scores for each trait, formulated as:

Srk =
∣∣p′e− pe

∣∣2 + ∣∣p′i− pi
∣∣2 + ∣∣p′t− pt

∣∣2 , (6.8)

where p′e, p′i, and p′t is the predicted score for each candidate on extroversion, introversion,
and thinking traits, respectively. Following this, we re-rank all candidate responses based on
the calculated personality margins in ascending order of Srk : {r′1,r

′
2, . . . ,r

′
K}, where Sr′i

< Sr′j
,

for ∀i < j.

Generation Calibration

We aim to encourage the model to assign higher estimated probabilities to empathetic
candidate response with lower personality margin by adjusting the model G(θ) with a
contrastive loss, following the previous work [166–168], the pairwise margin loss is defined
as:

Lp = ∑
i

∑
j>i

max(0, p(r
′
j|c;ξ )− p(r

′
i|c;ξ )+λi, j), (6.9)
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where λi, j is the dynamic margin multiplied by the difference in rank between the candi-
dates, λi, j = α ∗ ( j− i), and α is a hyper-parameter. p(r

′
i|c;ξ ) is the DialoGPT generation

probability.

6.3.4 Training and Inference

Training During the training phase, we use the ground truth as the retrieved response for
empathy and intent prediction. We aim to generate response that are both good at empathetic
and personalized expression, then the final negative log-likelihood for generation is defined
as:

L =−∑
|y|
t=1 log p(yt |c,y<t ;ξ )+βLp, (6.10)

where β are hyper-parameters to balance empathy and personality loss. We minimize L to
optimize the generator’s parameters ξ .
Inference During the inference phase, we employ a style-semantic retrieval mechanism that
matches each test set context (input) with similar contexts in the training set, selecting the
most similar one’s corresponding response as the retrieved response. Regarding the impor-
tance of emotion, semantics, and style in empathetic and personalized expression, we focus
on these dimensions during the retrieval process. Specifically, we utilize Sentence-BERT
[170]6 to obtain semantic embeddings. We employ an off-the-shelf, content-independent
style representation model [171]7 for style embeddings. Furthermore, to enhance emotional
relevance, we finetune RoBERTa [50]8 on the ED dataset, targeting a classification of 32
emotions, the accuracy of which is 56.06%. Subsequently, we extract emotional embeddings
from the final layer of the fine-tuned RoBERTa model. The final retrieval score is:

score = simsem + simstyle + simemo, (6.11)

where simsem, simstyle, and simemo represent similarity in semantics, style, and emotion,
respectively.

6.4 Experimental Settings

We conducted experiments on the English EMPATHETICDIALOGUES dataset.

6https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
7https://huggingface.co/AnnaWegmann/Style-Embedding
8https://huggingface.co/FacebookAI/roberta-base

https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
https://huggingface.co/AnnaWegmann/Style-Embedding
https://huggingface.co/FacebookAI/roberta-base
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6.4.1 Settings

Our implementation was based on Huggingface’s Transformers.9 For the multi-grained
prefix encoder, we trained RoBERTa as an encoder and DialoGPT-small as the decoder from
scratch on the ED dataset. We set the learning rate to 5e-5, and the batch size to 64. In
the encoder configuration, the query length was set to 30. We sampled 10 past responses
by the same listener from the training set. In the decoder configuration, the number of
candidates K was set to 5. For the personality enhancement, we set α and β to be 0.001 and
1, separately. For the response generator, we used nucleus sampling (top-p) [172] with p set
to 0.8 and temperature to 0.7. All experiments used the same seed to minimize the impact of
randomness.

6.4.2 Models

Comparative Baselines

Transformer-based methods10:
MoEL [73]: which softly combines multiple emotion-specific decoders to a meta decoder to
generate an empathetic response.
MIME [74]: which integrates emotion grouping, emotion mimicry, and stochasticity into
the emotion mixture for various empathetic responses.
EmpDG [125]: which learns emotions and responses based on adversarial learning.
CEM [80]: which employs commonsense knowledge, to enhance its understanding of the
interlocutor’s situations and emotions.
Large language model-based methods:
DialoGPT [52]: a GPT2 model trained on Reddit conversation, we fine-tune it on the ED
dataset for empathetic response generation.
LEMPEx [87]: which adopts T5 as the encoder-decoder and utilizes a combination of
exemplar-based retrieval, a response generator, and an empathy control module to generate
empathetic responses.11

ChatGPT+Causality [91]: which is based on a commonsense-based causality explanation
that considers both the user’s and the system’s perspective to enhance ChatGPT’s ability for
empathetic response generation.

9https://huggingface.co/docs/transformers
10https://github.com/Sahandfer/CEM
11https://github.com/declare-lab/exemplary-empathy

https://huggingface.co/docs/transformers
https://github.com/Sahandfer/CEM
https://github.com/declare-lab/exemplary-empathy
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Ablation Studies in Proposed StyEmp

We utilized DialoGPT as the base decoder across all ablation studies. The proposed StyEmp
model integrates a multi-grained prefix encoder (MgPE (C+E+P)) with personality enhance-
ment in the decoder (DialoGPT w/ PE). To explore the efficacy of each component within
the encoder and decoder, we conducted ablation studies using four configurations of the
multi-grained prefix encoder: (1) MgPE (C+E+P): includes both the context-personality-
aware prefix encoding and context-empathy-aware prefix encoding. In addition, there are
other three configurations: (2) MgPE (C) incorporates only context-aware prefix encoding;
(3) MgPE (C+P) includes only context-personality-aware prefix encoding; (4) MgPE (C+E)
integrates only context-empathy-aware prefix encoding.

These were evaluated under two conditions in the decoder: DialoGPT w/ PE (with PE
integration) and DialoGPT w/o PE (without PE integration).

6.4.3 Evaluation Metrics

Automatic Evaluations

BERTScore [124]: a BERT-based evaluation metric, which focuses on lexical semantic
similarity between the generated response and the ground truth. We adopt its F1 score and
use the “deberta-large-mnli” version.12

BLEURT [173]: evaluates to what extent the generated response is fluent and conveys the
meaning of the reference.13

D1/D2 (Distinct-1/Distinct-2) [123]: calculates the number of distinct n-grams in generated
responses.
E&I: denotes the mean Pearson correlation coefficient between the ground truth and gener-
ated responses for extroversion (E) from the Big Five predictor and introversion (I) from the
MBTI predictor.
T: represents the Pearson correlation coefficient between the ground truth and generated
responses for thinking (T) from the MBTI predictor.
EAcc.: refers to the average accuracy of both emotion (Emo.) and ER prediction, comparing
the generated responses with ground truth.
IP&EX: refers to the average accuracy of both interpretation (IP) and exploration (EX)
prediction, comparing generated responses with ground truth.
Intent: refers to the accuracy of empathetic intent prediction between the generated responses
and ground truth.

12https://github.com/Tiiiger/bert_score
13https://github.com/google-research/bleurt

https://github.com/Tiiiger/bert_score
https://github.com/google-research/bleurt
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Human Evaluations

We randomly selected 100 context-response pairs from the test set across all models. Each
response was evaluated by three different crowd-workers, provided with the corresponding
context. We hired crowd workers through Amazon Mechanical Turk, and each has a historical
approval rate of over 98% on human evaluation tasks. We assess the quality of these responses
based on two criteria, each criterion is rated on a 1 to 5 scale: (1) Empathy, determining if
the generated responses demonstrate understanding of the speaker’s feelings and experiences.
(2) Personality, refers to personality consistency; we provided crowd-workers with five
sampled past responses from the listener of the ground truth and ask them to evaluate if the
generated response aligns with the listener’s personality traits. The template for the human
evaluations is shown in Figs. 6.3 and 6.4.

Fig. 6.3 Template for human evaluation on empathy in generated responses.

6.5 Results and Analysis

6.5.1 Objective Evaluation Results

Table 6.4 presents the objective evaluation results for both comparative baselines (including
Transformer-based and large language model-based methods), and our proposed method.
The results illustrate that our method significantly outperforms the baselines in terms of
personality, emotion, and intent accuracy, while maintaining the semantic scores comparable
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Fig. 6.4 Template for human evaluation on personality consistency in generated responses.

to DialoGPT. The proposed StyEmp with PE degrades the semantic score because it re-ranks
the original output of DialoGPT by weighting the personality consistency.

We also conducted ablation studies to evaluate different encoder configurations, com-
paring their performance in scenarios with and without PE. As depicted in Table 6.5, in
both scenarios, MgPE (C+P) and MgPE (C+E) surpass MgPE (C) on most personality and
empathy metrics. Moreover, MgPE (C+P+E) further outperforms both MgPE (C+P) and
MgPE (C+E). These results substantiate our hypothesis that empathy and personality enrich
each other. Incorporating PE further enhances the expression of both traits. These findings
show the substantial contribution of the PE module in enhancing model performance for
generating responses that are both empathetic and reflective of distinct personalities.

6.5.2 Human Evaluation Results

Table 6.6 shows that our methods rank highest against baselines. Specifically, DialoGPT with
the proposed MgPE (C+E+P) and MgPE (C+E+P) w/ PE significantly outperform finetuned
DialoGPT, enhancing empathy and personality expression in generated responses. However,
StyEmp performs worse than MgPE (C+E) w/ PE and MgPE (C+E+P) w/o PE regarding
personality, inconsistent with the objective evaluation results. This discrepancy stems from
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Methods
Semantics Diversity Personality Empathy

BERTS BLEURT D1 D2 E&I T EAcc. IP&EX Intent

Transformer-based methods
MOEL 52.67 34.48 0.44 2.02 0.0525 0.0525 26.80 70.06 22.77
MIME 52.87 35.64 0.32 1.12 0.0200 0.0675 22.40 70.17 25.11
EmpDG 51.99 34.60 0.79 3.23 0.0155 0.1115 26.49 68.09 21.29
CEM 52.41 35.06 0.65 2.92 0.0741 0.1519 32.85 73.62 29.37

Large language model-based methods
LEMPEx 49.03 27.92 1.20 12.88 -0.0077 0.0706 31.73 69.03 27.99
DialoGPT 54.24 40.32 2.92 15.62 0.1361 0.1723 33.68 72.49 31.53
ChatGPT+Causality 54.93 43.45 2.91 16.44 0.1584 0.1774 30.79 69.64 27.86

Our proposed method
StyEmp w/o PE 54.13 41.00 2.95 16.10 0.1681 0.2010 34.47 72.70 31.73
StyEmp 53.60 40.49 2.21 9.48 0.1758∗ 0.2093∗ 34.88∗ 73.02∗ 31.85∗

Table 6.4 Objective evaluation results of baselines and our proposed method. Bold and
underline denote the best and second-best score, respectively. ∗ indicates a statistically
significant difference for p < 0.05 between StyEmp and ChatGPT+Causality, determined by
t-test.

inaccuracies in personality prediction, particularly when conflicts arise between the predicted
personality traits and those implied by past responses. This is a limitation of using personality
predictor with accuracy of 60-70%. More error analysis can be found in Table 6.7.

6.5.3 Case Studies and Error Analysis

Table 6.8 compares our proposed StyEmp model with baseline methods, highlighting dif-
ferences in personality trait expression. The baseline methods fall short of showing explicit
personality traits, often resulting in more general responses. On the other hand, StyEmp
showcases extroverted traits (predicted by our method), utilizing expressions like “wow, bet”
and longer phrases. Moreover, the StyEmp-generated responses are more closely aligned
with the personality traits shown in the ground truth, indicating its effectiveness in accurately
reflecting personality.

We further show two examples that our StyEmp failed to show consistent personality
because of incorrect personality prediction. In contrast, StyEmp without PE correctly
expresses personality by learning from past responses by the same listener from the training
set, as shown in Table 6.7.
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Methods
Semantics Diversity Personality Empathy

BERTS BLEURT D1 D2 E&I T EAcc. IP&EX Intent

DialoGPT w/o PE 54.24 40.32 2.92 15.62 0.1361 0.1723 33.68 72.49 31.53
+MgPE (C) 54.43 41.18 2.85 16.08 0.1525 0.1828 34.08 72.57 31.00
+MgPE (C+P) 53.99 40.31 3.07 16.80 0.1639 0.1987 34.30 71.71 31.47
+MgPE (C+E) 54.55 41.25 2.87 15.80 0.1552 0.1890 34.32 72.90 31.75
+MgPE (C+E+P) 54.13 41.00 2.95 16.10 0.1681 0.2010 34.47 72.70 31.73

DialoGPT w/ PE 53.92 40.37 2.23 9.74 0.1672 0.1824 34.37 73.42 32.23
+MgPE (C) 53.96 40.83 2.22 9.63 0.1669 0.1997 35.37 72.76 31.14
+MgPE (C+P) 53.24 40.29 2.05 8.93 0.1683 0.2108 34.14 72.81 31.42
+MgPE (C+E) 53.89 40.52 2.32 9.89 0.1680 0.1949 35.65 73.58 32.21
+MgPE (C+E+P) 53.60 40.49 2.21 9.48 0.1758 0.2093 34.88 73.02 31.85

Table 6.5 Ablation studies on the effect of context, past responses (implicit personality), em-
pathy explanation in the multi-grained prefix encoder, and explicit personality enhancement.

Models Empathy Personality

CEM 3.35 2.93
ChatGPT+Causality 4.00 3.11

DialoGPT 3.04 2.99
DialoGPT+MgPE (C+E+P) 4.05∗ 3.25∗

DialoGPT+MgPE (C+E) w/ PE 3.97 3.39
DialoGPT+MgPE (C+E+P) w/ PE 4.08∗ 3.18∗

Table 6.6 Results of human evaluations. DialoGPT+ MgPE (C+E+P) w/ PE refers to StyEmp.
∗ indicates a statistically significant improvement (p < 0.05) over DialoGPT.

6.6 Conclusions and Future Work

We have proposed StyEmp, which aims to stylize the empathetic response generation with
a consistent personality. Specifically, StyEmp incorporates a multi-grained prefix mecha-
nism designed to capture the intricate relationship between a system’s personality and its
empathetic expressions. Furthermore, we introduce a personality enhancement module that
leverages contrastive learning to calibrate the generation model, ensuring responses are both
empathetic and reflective of a distinct personality. The experimental results demonstrate that
our method outperforms other competitive methods on both automatic and human evaluations.
The performance of our model is currently limited by the efficacy of the personality predictor.
In future work, we plan to utilize ground truth personality traits instead of predicted ones by
annotating the dataset with personality labels.
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Context I one time lost my trunks in the pool! People saw me in a way I didn’t want!
Ground truth Oh no! That must have been super embarrassing! How did you react to that?

Predicted system’s personality: introvert, feeling
Predicted system’s Empathy: Emotional Reaction, Exploration. Emotion Intent is questioning.
StyEmp w/o PE Oh no! Did you get them back?
StyEmp Did you get hurt?

Context
My friend came over yesterday and we were sitting on the couch chit-chatting and when I got up
I accidentally farted. So embarrassing.

Ground truth Oh my, did they notice you farted?

Predicted system’s personality: introvert, feeling
Predicted system’s Empathy: Exploration. Emotion Intent is questioning.
StyEmp w/o PE Oh no! Did you say anything to him?
StyEmp Did you apologize?

Table 6.7 Cases exist where StyEmp fails to accurately express the intended personality due
to errors in personality prediction, which lead to errors in PE. In contrast, StyEmp without
PE correctly expresses personality by learning from past responses by the same listener from
the training set.

Limitations

Given our objective to enrich responses with empathy and personality information, we face
the challenge of a scarcity of datasets that provide both empathy and personality annotations.
Therefore, we have developed additional personality scorers, as shown in Table 6.1 and
Table 6.2. However, the results from these scorers are not ideal, significantly impacting
the effectiveness of our personality enhancement module, since we rely on the predicted
personality to enhance the system’s personality expression. To overcome this limitation, we
plan to collect a dataset that includes both empathy and personality annotations in future
work.
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Context
I felt so nervous going to my last job interview!
Nerves must occur in proportion to how badly you *want* something!

Ground truth I know what you mean. Did you get the job?

MoEL I am sorry to hear that. I hope you do well!
MIME I am sure you will do well.
EmpDG I am sure you will be fine.
CEM I am sure you will be fine.
LEMPEx That’s a great job, I am sure you will do well.
DialoGPT I’m sure you’ll do great! I’m sure you’ll do great!

ChatGPT+Causality
I understand how you feel, but remember to take deep breaths and focus on your strengths.
You got this!

Predicted system’s personality: introvert, feeling
Predicted system’s Empathy: Emotional reaction; Emotion intent is acknowledging.
StyEmp w/o PE I feel the same way. I hope you get the job!
StyEmp I know what you mean. I’m nervous too.

Context
I went back to my home where I grew up and a flood of good memories came back to me.
I had so many fun times with my best friends when I was a child.

Ground Truth What is your favorite memory with your friends?

MoEL That is so sad. I bet you were a great time.
MIME That is so sweet. I am glad you had a good time.
EmpDG I bet you were so proud of them.
CEM That is awesome. I bet you were very happy.
LEMPEx That must have been a cool old times!
DialoGPT I bet you were so happy to have that feeling.

ChatGPT+Causality
That sounds amazing! I love reminiscing about my childhood too.
Do you have any specific memories that stand out to you?

Predicted system’s personality: extrovert, feeling
Predicted system’s Empathy: Interpretation. Emotion Intent is neutral.

StyEmp w/o PE
I can imagine! It was nice to have good memories that you can cherish as a child.
I’m glad you had good memories and not too many bad memories.

StyEmp Oh wow, I bet that was a great time. I bet you were so happy to have them back.

Table 6.8 Comparative case studies between baselines and our proposed StyEmp.





Chapter 7

Conclusions

This chapter summarizes the contributions of this thesis, provides comparative case studies
of our proposed methods, and outlines future research directions.

7.1 Contributions

This thesis addressed the empathetic response generation for spoken dialogue systems from
the aspects of correct dialogue comprehension to dialogue personalization. To goal of this
study is to ensure that the spoken dialogue system expresses the appropriate empathy and
personality to the user to improve the human-system interaction experiences.

Dialogue Comprehension Correct dialogue comprehension is essential to generate an appro-
priate empathetic response. To this end, in Chapter 3, we have proposed a dual variational
generative model for empathetic response generation. The proposed model can efficiently
capture the mutual characteristics of the content and emotional consistency between the con-
text and the response. Evaluations on both Japanese and English EMPATHETICDIALOGUES

datasets demonstrate the proposed model’s superiority in generating empathetic responses
with contextual and emotional appropriateness. In addition to the DVG model, we proposed
an auxiliary retrieval system to improve empathetic response generation. We further extended
our model’s potential to generate both empathetic and general responses and evaluated our
system’s effectiveness in enhancing human-robot interaction by a virtual agent. Subsequently,
we integrated the system into a CommU humanoid robot for practical application.

In Chapter 4, we explored dialogue comprehension from the aspects of causality rea-
soning in the dialogue. We have proposed a commonsense-based causality explanation
approach for diverse empathetic response generation that considers the system’s intentions
and reactions as well as the user’s desires and reactions. Specifically, we enhance ChatGPT’s



100 Conclusions

ability to reason the system’s intentions and reactions by integrating in-context learning
with commonsense knowledge (desire, reaction, and intention). We have integrated the
commonsense-based causality explanation with both ChatGPT and a trained T5 model. The
experimental results demonstrate that our method outperforms other competitive methods on
both automatic and human evaluations.

Dialogue Personalization Not only correct dialogue comprehension, but an appropriate
empathetic response also depends on personality traits. Personality recognition in users
and the development of systems that correspondingly express a consistent personality are
crucial for enhancing the believability and engagement of human-robot interactions. To
this end, in Chapter 5, we have proposed a data augmentation method for personality
recognition, which involves interpolating between two existing data points to enhance
speaker diversity. Additionally, we have introduced the HC-GNN method to independently
model the interdependencies among interlocutors, as well as the intra-dependencies within
the speaker in dialogues. Experimental results from the RealPersonaChat dataset demonstrate
that increasing speaker diversity significantly improves personality recognition in both
monologue and dialogue settings. Our HC-GNN method outperforms baseline models,
showcasing its effectiveness.

In Chapter 6, we have proposed StyEmp, which aims to stylize empathetic response
generation with consistent personality. Specifically, StyEmp incorporates a multi-grained
prefix mechanism to capture the intricate relationship between a system’s personality and
its empathetic expressions. Furthermore, we introduce a personality reinforcement module
that leverages contrastive learning to calibrate the generation model, ensuring responses
are both empathetic and reflective of the distinct personality. The experimental results
demonstrate that our method outperforms other competitive methods on both automatic and
human evaluations.

7.2 Comparison of Proposed Methods

We provide an example to illustrate the comparison of our proposed methods and baselines
for empathetic response generation, as shown in Table 7.1. The methods presented in Chapter
3 focus on generating appropriate empathetic responses that reflect both accurate affection
and cognition by modeling the emotional and content consistency between the user’s input
and the system’s output. Additionally, Chapter 3 incorporates a response retrieval model as
a fallback to the generative model based on emotion recognition, leveraging the strengths
of both generative and retrieval models. Chapter 4 further enhances the explainability
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Context I studied so hard for 3 months straight for my bar exam to become a lawyer.
Ground truth wow, you’re so determined! Did you pass your exam?

Baselines

MoEL That is awesome! I hope you do well!
MIME That is great. I am sure you will do great!
EmpDG That is great! What did you do?
CEM that is great! I am sure you will do great!
LEMPEx Congratulations! That’s awesome! Congratulations.
DialoGPT That’s great, I hope you did well.

Chapter 3
DVG That is awesome! I am sure you will do fine.
Retrieval I hope it goes well.

Chapter 4
Predicted Causalityuser

user wants: pass the exam; get a job.
user reactions: proud; determined.

Reasoned Causalitysys
sys intents: be successful; be proud.
sys reactions: happy; accomplished.

T5+Causalityuser,sys That’s awesome! I bet you were proud!
ChatGPT+Causalityuser,sys That’s amazing. I’m sure you will do great on the exam.

Chapter 6

Predicted system’s personality extrovert, feeling
Predicted system’s empathy emotional reaction; emotion intent is wishing.
StyEmp w/o PR That’s great! That’s the best feeling in the world! What are you studying?

StyEmp
Wow, that’s a long time! I bet you were really proud of
yourself! What kind of bar did you study? I hope you did well!

Table 7.1 Comparative case studies between baselines and our proposed methods.

and controllability of the empathetic response generation process by integrating causality
reasoning from the user’s want/reaction to the system’s intent/reaction. In Chapter 6, we
focus on stylizing the empathetic response generation to incorporate a suitable personality,
which is closely related to distinct empathetic expressions and should be adapted to the user’s
personality. However, adapting the system’s personality to best suit the user’s personality
will be addressed in future work.

7.3 Future Work

This section outlines several unresolved issues related to the methods developed in this thesis
and proposes directions for future research.

User-adaptable Empathetic Dialogue Systems Humans with different personalities have
varied preferences for systems personalities, highlighting the importance of user adaptation
in dialogue systems to enhance user experience and engagement. To address this, Yamamoto
et al. [174] introduced a method of user adaptation via character expression, where a dialogue
system tailors its character to match the user’s personality. Their model specifically utilized
spoken features such as “Utterance Amount,” “Backchannel,” “Filler,” and “Switching Pause,”
to control the system’s character rather than the textual response. Moreover, appropriate
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empathetic expressions are also dependent on personality traits, making it crucial to adapt the
system’s empathetic style and personality to align with the user’s personality in dialogues,
thereby enhancing human-robot interactions.

Trustable evaluations for SDS In the field of open-domain dialogue systems, evaluation is
commonly conducted using automatic metrics and human judgments. However, automatic
metrics, such as BLEU, METEOR, and ROUGE, are based on word overlap and struggle
to capture the diverse nature of dialogue systems. On the other hand, human judgments are
more reliable, but expensive and lack standardized protocols. Hence, there exists a necessity
to combine the merits of automated and human evaluations while mitigating their respective
drawbacks. Inspired by Giorgi [175] who proposed human-centered metrics (such as emotion,
and personality) for dialog system evaluation, hierarchical evaluation of spoken dialogue
systems (SDS) represents a possible approach to effectively quantify system performance.
For instance, at the utterance level within a conversation, to evaluate the “Relatedness,”
“Fluency,” and “Informativeness” of the responses. Furthermore, at the conversation level,
it is crucial to evaluate whether the responder demonstrates a distinct personality and ex-
hibits empathy appropriately. Lastly, at the system level, the evaluation should consider
the system’s ability to maintain robustness across interactions with users possessing diverse
personalities. However, since all the above evaluation aspects are subjective, the research of
suitable automated metrics requires further exploration.
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