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Incorporating empathy into spoken dialogue systems is crucial for improving interaction with
conversational robots and virtual agents, as empathy is the emotional bonding among humans;
Conversational robots and virtual agents expressing empathy would give humans a feeling of
being understood and satisfied with the conversation. This thesis addresses empathetic
response generation for text-based dialogue systems from the perspective of appropriate
dialogue comprehension and personalization.

Generally, empathy is embodied in the aspects of both contextual understanding and
affective expression. However, previous studies often focus on either aspect. We first address
this problem by generating appropriate empathetic responses with both aspects via modeling
emotion and content consistency between the user’s input and empathetic response. Moreover,
it is necessary to comprehend the cause-and-effect relationships in response generation. The
end-to-end generation model operates as a black box, making it unclear what factors lead to a
particular response in a given context. To address this issue, we further explore causal
reasoning to make the generated empathetic responses explainable. An appropriate empathetic
response also depends on personality traits. Recognition of the user’s personality and the
development of systems that accordingly express a consistent personality are important for
enhancing rapport and engagement in the interactions. To achieve this, we enhance the
personality recognition in dialogue and then stylize the system to generate responses that are
both empathetic and reflective of a distinct personality.

Chapter 2 provides an overview of dialogue systems, specifically emphasizing techniques
for empathetic response generation (ERG).

In Chapter 3, a dual variational generative model (DVG) is proposed for empathetic
response generation based on both contextual understanding and affective expression.
Specifically, an emotion classifier and a variational model are incorporated into a dual
response and context generative model to learn the emotion and content consistencies
efficiently. DVG also uses the reconstruction loss used in VAE for both contexts and
responses. Evaluations on both Japanese and English EmpatheticDialogues datasets
demonstrate DVG’s superiority in generating empathetic responses with contextual and
emotional appropriateness. In addition to the DVG model, we propose an auxiliary retrieval
system to improve empathetic response generation. Furthermore, the proposed model’s ability
is extended to general response generation, which is not specific to empathetic but also
chitchatting dialogue systems. We evaluated our system’s effectiveness in enhancing dialogue
by a virtual agent. Subsequently, we integrated the system into a humanoid robot for practical
application.

Chapter 4 describes the empathetic response generation based on causal reasoning. Recent
approaches mainly focus on understanding the causalities of context from the user’s
perspective, ignoring the system’s perspective. We propose a commonsense-based causality
reasoning for diverse empathetic response generation that considers both the user’s perspective
(user’s desires and reactions) and the system’s perspective (system’s intentions and reactions).
Enhances ChatGPT’s ability to reason for the system’s perspective by integrating in-context
learning with common-sense knowledge. Then, the commonsense-based causality explanation




is integrated into both ChatGPT and a T5-based model. Integration of T5 with ChatGPT’s
reasoning capability realizes more empathetic responses that result in better evaluations.
ChatGPT with the causality explanation can generate more empathetic and accurate responses.

Chapter 5 addresses the personality recognition of the user in dialog, which is useful for
enhancing the ability of conversational robots and virtual agents to tailor user-adaptive
responses. To address the challenge of the limited number of speakers in existing dialogue
corpora, we introduce personality trait interpolation for speaker data augmentation. Moreover,
a heterogeneous conversational graph neural network (HC-GNN) is incorporated to
independently capture the interdependencies among interlocutors and the intradependencies
within the speaker. Experimental results on the RealPersonaChat corpus demonstrate that
increasing speaker diversity by data augmentation significantly improves personality
recognition in both monologue and dialogue settings. The proposed HC-GNN outperforms
baseline models, showcasing its effectiveness in dialogue setting.

Chapter 6 focuses on stylizing the empathetic response generation considering the system’s
personality. Specifically, a multi-grained prefix mechanism is designed to capture the intricate
relationship between a system’s personality and its empathetic expressions. Furthermore, a
personality reinforcement module is designed to leverage contrastive learning to calibrate the
generation model, ensuring that responses are both empathetic and reflective of a distinct
personality. Automatic and human evaluations show the effectiveness of the proposed method
in generating responses with enhanced empathy and personality expression.

Chapter 7 summarizes the findings of this thesis and discusses future work on adapting the
system’s empathetic style and personality to the user’s personality in dialogue.
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