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Abstract

Automatic speech recognition (ASR) under noisy scenarios is challenging. Speech enhancement (SE)
is an effective front-end technology for reducing the impact of noise on ASR. Compared with the SE
methods based on conventional signal processing, deep learning methods have shown more effective
performance. Based on the powerful structure, appropriate learning targets and input-output features
are designed for training supervised SE systems. Many SE methods introduce useful information
into the network by diverse learning targets and input-output features. However, few studies explored
methods that fully utilize the complementary information between different representations within
single input speech. This thesis study focuses on effectively extracting complementary representations
within single speech audio and incorporating them into neural networks to improve SE and ASR
performance. Specifically, the complementary information between multiple learning targets, multiple
bandwidth input features, waveform-spectrogram hybrid domain features, and pretrained-finetuned
features are investigated for improving the robustness of SE and ASR.

Mapping and masking are two primary learning targets in frequency-domain supervised SE.
Although there is complementarity between them, one of them has been conventionally used as
the front-end. In Chapter 3, we first analyze how they complement each other. To improve the
human hearing experience, we propose subband-based spectrogram fusion (SBSF), which combines
the spectrogram of low-frequency and high-frequency estimated by different SE models to utilize
complementarity. Experimental results on the Voice-Bank Demand (VB-D) dataset show that enhanc-
ing different sub-bands with different learning targets improves the human hearing experience. To
improve the robustness of ASR, we propose a spectrogram fusion (SF)-based end-to-end (E2E) robust
ASR system, in which the mapping-based and masking-based SE methods are used as the front-end
simultaneously. Experimental results on the simulated noisy Aishell-1 dataset show that the proposed
method improves ASR, especially under the low signal-to-noise ratio.

Noise severely affects the speech structure. With the degraded spectrogram, the neural network
may fail to capture the detailed speech component. In Chapter 4, we first propose the multi-masked
spectrogram to allow the network to detect speech boundary information. These feature maps make
the speech boundary information obvious. Experimental results on the VB-D dataset show that the
proposed method is effective for spectral detail recovery and enhances SE performance with a proper
decomposition number. The spectrogram can be divided into wideband and narrowband with different
frame lengths. Although they have different spectral characteristics, SE systems conventionally utilize
a single bandwidth spectrogram. We propose an SE system that simultaneously utilizes multiple

bandwidth information, which is fused in the encoder. Experimental results on the VB-D dataset show
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that larger bandwidth differences provide better auxiliary information, and using multiple bandwidth
input features improves the human hearing experience.

While waveform-domain SE has been extensively investigated in recent years and achieves state-
of-the-art performance in many datasets, spectrogram-based SE tends to show robust and stable
enhancement behavior. In Chapter 5, we propose a waveform-spectrogram hybrid method (WaveSpe-
cEnc) to improve the robustness of waveform-domain SE. WaveSpecEnc refines the corresponding
temporal feature map by spectrogram encoding in each encoder layer. Incorporating spectral in-
formation improves the human hearing experience. Furthermore, we improve it for robust ASR
by further utilizing spectrogram encoding information (WaveSpecEnc+) to both SE front-end and
ASR back-end. Experimental results using the CHiME-4 dataset show that the proposed method
consistently improves ASR performance in real evaluation sets, outperforming other methods, such as
DEMUCS and Conv-Tasnet. Refining in the shallow encoder layers is very effective, and the effect is
confirmed even with a large ASR model using WavLM.

Adapting an ASR system to unseen noise environments is crucial. In Chapter 6, we first thoroughly
investigate adapter-based ASR adaptation. Self-supervised learning (SSL)-based pretrained models
have significantly improved ASR performance. As the feature extraction (FE) module is also well-
trained with a large amount of training data, freezing the FE during finetuning for downstream ASR
tasks is common. However, when there is a severe mismatch between the simulated noisy data for
pretraining and real noisy data, finetuning the FE with the real noisy data should be done without
losing the pretrained information. We propose a dual-path FE adaptation to address this problem. It
combines the frozen pretrained FE and finetuned-adapted FE paths with convolutional fusion layers.
Moreover, adapters are inserted into the Transformer encoder. Experimental results on the CHIME—4
dataset show that there are some complementarities between the pretrained and finetuned FE paths.
Finetuning the proposed FE with adapters in the encoder is more effective for adapting to new noises.

In Chapter 7, we compare all proposed methods in this thesis. The diffusion model, which
is recently proposed as a probabilistic method, is also chosen for comparison. Specifically, we
compare the frequency-domain and waveform-domain methods; we also compare the deterministic
and probabilistic methods. We conducted experiments using the VB-D dataset. The complementary
information from both input features and output learning targets improves the SE performance. On the
other hand, the waveform-domain methods perform much better than the frequency-domain methods
that only process the magnitude of the spectrogram. They show comparable performance to the
method processing complex spectrograms. The waveform-spectrogram hybrid method proposed
in Chapter 5 outperforms all other methods. Moreover, it is found that with the same deep neural
network structure, the diffusion and deterministic models show comparable performance in improving
the human hearing experience.

Chapter 8 concludes the thesis and a brief look at future work.
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Chapter 1

Introduction

1.1 Background

Intelligent speech applications such as smartphone assistants, smart speakers, and car naviga-
tion systems have brought convenience to human beings. However, there is often noise in
the application scenarios, which is also received when the microphone picks up the speech
signal, significantly affecting speech application performance. Due to randomness of noise,
even the same noise source affects the speech signal differently according to the different
scenarios and microphone distances. Compared with stationary noise, non-stationary noise
is more challenging to process. In addition, the combination of different noise sources also
brings the uncertainties.

Automatic speech recognition (ASR) is an essential part of human-computer interaction.
The quality of ASR directly affects the subsequent quality of interaction. Due to the influence
of noise, ASR in noisy scenarios often cannot achieve satisfactory performance. Research on
noise robust ASR has been conducted for decades. In addition to collecting and simulating
noisy speech with various noise conditions, decoupling noise from noisy speech is also
achieved with the speech enhancement (SE) front-end. Although SE can restore most of
the speech signal, it also leads to speech distortion and loss, which are fatal for ASR. It
is necessary for SE to reduce the drawbacks mentioned above. With the development of
deep learning, many neural network structures are designed and constantly improve SE
performance. Since neural network structures have flexibility, appropriate features and
learning targets are also crucial. They may have complementarity, which has not been
exposed in previous studies. Besides, speech has different feature representations: frequency-

domain spectrogram and time-domain waveform.



2 Introduction

1.2 Task Formulation

Here, we formulate the main tasks addressed in this thesis: automatic speech recognition
(ASR) and speech enhancement (SE).

1.2.1 Automatic Speech Recognition (ASR)

Automatic speech recognition (ASR) [1] aims to transcribe the linguistic content of the
input speech signal. The ASR have been studied for several decades [1, 2]. It was initially
studied based on the pattern matching theory. However, it is gradually replaced by statistical
models due to its performance and robustness. The Hidden Markov Model (HMM) was
the most widely used by combining with Gaussian Mixture Models (GMM) as the acoustic
model in traditional ASR. HMMs were used to model the temporal variability, while GMMs
handled the acoustic variations. Despite HMM-GMM systems showing strong acoustic
modeling ability, it is limited by the piece-wise combination of simple Gaussian distributions.
A significant advancement in ASR came with the integration of Deep Neural Networks
(DNN) with HMMs. The DNN-HMM model uses DNN for acoustic modeling, significantly
improving the system’s capabilities, especially its ability to handle diverse speech patterns.

However, the DNN-HMM model needs to be combined with many components, such
as the language model and pronunciation dictionary. Some of these modules require expert
knowledge and are optimized independently. To replace the complex system, the end-to-end
(E2E) ASR system integrates multiple modules into one model to achieve E2E recognition.
Connectionist Temporal Classification (CTC), Attention-based Encoder-Decoder (AED),
and Recurrent neural network Transducer (RNN-T) are the most popular techniques for
E2E ASR. Although E2E ASR has many advantages and has achieved state-of-the-art
performance on many benchmark datasets, some drawbacks still exist. The main issue is that
it requires extensive and diverse training data. Moreover, it is also unstable to unfamiliar
speech patterns. With the introduction of self-supervised learning (SSL), the performance
of E2E ASR has been further improved. Currently, strategies based on SSL pre-training
using massive unlabeled data and supervised fine-tuning using in-domain data have shown
effectiveness.

1.2.2 Speech Enhancement (SE)

Speech enhancement (SE) aims to improve the quality and intelligibility of speech signals. It
is useful in numerous applications, such as hearing aids. Moreover, it is also used as the front-
end module for ASR. The traditional SE methods, such as Spectral Subtraction and Wiener
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Filtering, are based on mathematical signal processing. There is a trade-offs between noise
reduction and speech signal quality. Some methods effectively process stationary noises but
often fail to process non-stationary noises. Besides, music noise is often introduced with the
processing of the traditional SE methods. With the development of deep learning, supervised
SE methods achieve better performance than traditional SE methods, thus attracting more
attention. With powerful nonlinear modeling capabilities of deep neural networks, the
supervised SE methods often contain few or no mathematical assumptions.

Supervised SE has gone through several stages of development. The model structure of
the early supervised SE methods was simple. Phase information in speech signals is difficult
to predict, thus only the signal’s magnitude part is estimated. Then, more complex network
structures have been proposed to process phase information as well. Estimating the real
and imaginary parts of the Short-Time Fourier Transform or directly the waveform are two
mainstream methods involving phase processing. Even though these models have already
strong modeling capabilities and the performance is often better than the magnitude-only
methods, some works still point out that they need to be more robust against the randomness

of phase information. In addition, SE training strategies oriented for ASR are also essential.

1.3 Problems of Interests

1.3.1 Speech Distortion and Loss Caused by SE

SE can improve the quality of speech signals from noisy speech signals. However, SE also
brings signal distortion and loss, which significantly impact, especially in applications where
speech intelligibility and quality are critical. For example, in telecommunications, distortion
can cause listener misunderstanding or fatigue. In hearing aids, it can significantly impact the
wearer’s ability to understand speech, especially in noisy environments. It has much larger
impact on SE systems for downstream speech applications than human hearing experiences
(normal listeners) because the human brain has strong signal-fixing abilities. Thus, the
distortion causes ASR errors and system performance degradation. Hence, developing and
implementing SE with the minimization of distortions is critical. It is needed to balance the

trade-off between noise reduction and preserving natural speech quality.

1.3.2 Waveform-domain SE is Unstable

Deep learning-based SE [3, 4] can be classified into frequency-domain [3, 4] and waveform-
domain models [5, 6]. Frequency-domain SE extracts frequency features from the waveform-

domain speech signals. The short-time Fourier transform (STFT) is the most commonly
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used. The magnitude of spectrogram [4] is a common frequency-domain feature, but it
ignores the phase information and limits the model performance. To address the problem,
real and imaginary parts of STFT, also called the complex-domain feature [7], which contains
both magnitude and phase information, have been adopted by many SE systems in recent
years [8, 9]. Different from frequency-domain SE, waveform-domain SE [5, 6, 10] adopts
speech waveform as input and output features. The magnitude and phase information is
included in the waveform. With intensive studies, waveform-domain SE systems achieve
state-of-the-art performance in many datasets [5, 6, 11]. However, it is often pointed out
that the frequency-domain SE systems have more stable enhancement performance than

waveform-domain SE systems [12] because of the instability of the phase information [13].

1.3.3 ASR Back-end is Not Robust to New Noise Conditions

While ASR systems have achieved significant advancements, the robustness is still challeng-
ing, especially in adapting to new unseen noise conditions. The noises may mask critical
speech features or introduce distortions the ASR model has not learned to handle. For
example, background chatter in a crowded place is not present in the training data of the
ASR system. This limitation is critical for ASR systems to handle changing and dynamic
environments. The core reason is primarily caused by the design and training of ASR systems.
Most ASR systems are trained on large speech corpus. Although some noise augmentation
techniques are involved, they often fail to cover the data distribution of the real speech signal.
The lack of robustness to new noise conditions significantly affects the practical deployment
of ASR systems. For example, the inaccurately recognized commands in a noisy environment
in a speech assistant system degrades the user experience. Therefore, the robustness is critical

for improving user experience and broader acceptance of ASR technology.

1.4 Approaches

This thesis study explore complementary representations within single speech audio and
incorporates them into neural networks to improve SE and ASR performance. Moreover, the
ASR back-end adaptation with limited data is also studied.
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1.4.1 Fusion of Spectrogram Features with Different Learning Targets
for SE

We reduce speech distortion and loss by fusing complementary enhanced spectral features.
Mapping and masking are two widely used learning targets for frequency-domain SE. Al-
though some studies found that these two learning targets have some complementarities, few
studies analyzed their characteristics.

First, we investigate the complementarity between these two learning targets based on
their performance at each frequency bin. The mapping-based and masking-based SE systems
perform well in the low-frequency and high-frequency parts, respectively. Based on the
observation, we propose sub-band spectrogram fusion (SBSF) to combine the complementary
enhanced sub-bands. We combine the spectrogram of low-frequency and high-frequency
bands, which are estimated by different learning targets. We also combine the full-band SE
and sub-band SE modules.

Furthermore, we also propose a spectrogram fusion (SF)-based E2E robust ASR system,
in which the mapping-based and masking-based SE are used as the front-end simultaneously.
We adopt SF to combine the advantages of mapping-based and masking-based SE systems.
SF and ASR modules are connected in an E2E manner, and joint training is conducted
to finetune the front-end and the back-end. The fusion of two SEs is beneficial for ASR,

especially under low signal-to-noise ratios.

1.4.2 Fusion of Multi-masked and Multi-resolution Spectrogram for SE

We reduce the speech distortion and loss by fusing compelmentary input spectral features.
The spectrogram can be divided into wideband and narrowband according to the framing
length. We extract different spectral representations from single-resolution spectrogram and
multi-resolution spectrograms.

We first propose the multi-masked spectrograms fusion (MM-SF) to highlight the speech
components from the single-resolution spectrogram. We extract the strong speech part and
ignore others to make the speech component boundary obvious. The speech feature maps
are determined based on the output mask by a trained masking-based SE system. Stacking
feature maps of strong speech components enables the input features to provide sufficient
speech boundary information. The proposed MM-SF method is effective for spectral detail
recovery.

Although narrowband and wideband spectrograms have different spectral characteristics,
SE systems conventionally utilize single narrow bandwidth spectrograms. We propose an SE

system that simultaneously utilizes multiple bandwidth spectral information, more specifi-
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cally, augments the wider bandwidth spectrograms as auxiliary information. Spectrograms
of different bandwidths are processed separately by multiple convolution blocks and fused in
the encoder. The spectrogram, which differs more from the main enhancement spectrogram,

provides better auxiliary information.

1.4.3 Fusion of Spectrogram Features to Waveform-domain SE

In order to improve the robustness of the waveform-domain SE system, we propose a
waveform-spectrogram hybrid system (WaveSpecEnc). The proposed system complements
waveform-domain DEMUCS [5] with the magnitude of spectrogram information. The
waveform-spectrogram information fusion is done in the encoder. In each encoder layer,
temporal and spectral information is first extracted by convolution processing at the utterance
level. Then, the temporal feature maps are segmented and aligned with the spectral feature
maps. The aligned spectral information is used to refine the segmental temporal information.
The artificial noise is alleviated by introducing spectrogram-domain information.

Furthermore, we improve the WaveSpecEnc (WaveSpecEnc+) by augmenting the encod-
ing information of the ASR back-end with spectral information extracted in the SE module.
The enhanced spectral feature maps in the last layer in the WaveSpecEnc encoder are used
to supplement the filter-bank (FBank) encoding in the ASR back-end. We aim to extract
discriminative information from the enhanced spectral feature maps, which helps improve
filterbank encoding performance in the ASR encoder. Compared to WaveSpecEnc, which
only integrates spectrogram encoding information into the front-end’s temporal information,
WaveSpecEnc+ integrates spectrogram encoding information into both the front-end and the
ASR back-end to enhance the performance of ASR.

1.4.4 Fusion of Different Feature Extraction Modules for Adapter-
based ASR

Compared with the SE front-end, the ASR back-end has much more parameters, and thus
the necessary amount of the training data for the ASR back-end is usually far larger than
that of the SE front-end. Moreover, in many practical applications, it is often not allowed to
finetune the ASR back-end but only possible to tune the SE front-end. We first investigate an
effective adaptation way to finetune the SE front-end only by freezing the ASR back-end
when encountering a new noise scene. ASR performance can be improved by finetuning the
SE front-end by propagating the ASR loss [14].

Despite the widespread application of adapters across various ASR tasks, limited investi-
gation has been conducted towards noise-robust ASR. We explore adapter-based noise-robust
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ASR, considering a range of viewpoints. Our primary focus is investigating the adapter
insertion points, the data employed for training, and the synergy with SE front-end models.
We also use the adapters to adapt SSL pre-trained ASR. Furthermore, we propose a dual-path
adaptation of the feature extraction (FE) module of SSL models to address the mismatch
between the pretraining with simulated noisy data and the evaluation on real noisy data. The
proposed method utilizes the complementarity between the pre-trained and the finetuned FE

module paths.

1.5 Thesis Outline

The organization of this thesis is as follows. Chapter 2 gives a brief review of the SE and
ASR. Chapter 3 addresses fusing of spectrogram features with different learning targets.
Chapter 4 addresses fusing of multi-masked and multi-resolution spectrogram. Chapter 5
improving robustness of the waveform-domain SE system and adapting the ASR back-end
with SE-based adaptation. Chapter 6 addresses adaptation of ASR back-end with adapter-
based adaptation and adaptation of the FE module within the SSL pre-trained model. Chapter
7 compares all proposed SE methods in this thesis. Chapter 8 concludes this thesis and
gives future directions in SE and adaptation for the ASR back-end. Figure 1.1 depicts the

organization.
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Chapter 2
Preliminaries

This chapter presents a literature review of speech enhancement (SE) and automatic speech
recognition (ASR). Section 2.1 introduces SE methods. Section 2.2 introduces end-to-end
ASR systems. Section 2.3 introduces self-supervised learning-based speech processing

methods.

2.1 Speech Enhancement (SE)

A noisy speech signal y can be expressed as:
y=xxr+n 2.1
where x represents a clean speech signal in the waveform domain, * represents the convolution
process, r represents a room impulse response, and n represents an additive noise. The SE
aims to recover x (output) from y (input). Waveform-domain features x and y have their
corresponding frequency-domain representations. The spectrogram is a common frequency-
domain feature. It is extracted via the Short-Time Fourier Transform (STFT):
Y =|STFT(y)|, X = |STFT(x)| (2.2)
STFT(-) denotes the Short-Time Fourier Transform. |- | denotes the modulus. Y and X
represent the magnitude spectrogram of the noisy and clean speech. The corresponding
frequency-domain representation of the equation (2.1) can be expressed as:
Y=XOR+N (2.3)
where R and N represent the magnitude of room impluse ratio and noise. » denotes point-

wise matrix multiplication.
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2.1.1 Single-channel SE Methods
Traditional Methods

Spectral Subtraction (SS) is one of the earliest and simplest techniques to reduce noise in
noisy speech. It operates in the frequency domain, where the magnitude spectrogram of
the noisy speech is by subtracting an estimate of the noise spectrogram N. It assumes that
noise is stationary and can be estimated from non-speech segments. As a result, it is prone to
artifacts such as "musical noise" in when noise estimation is inaccurate or when dealing with
non-stationary noise.

Cepstral Mean Normalization (CMN) is mainly used for channel normalization and
reducing the impact of environmental distortions, including mild reverberation. Reverberation
occurs when sound waves reflect off surfaces and combine with the direct path sound. It
results in a smeared or blurred spectral representation, making enhancing speech from its
reflections challenging. Eqn. (2.3) can be rewritten by taking the logarithm and assuming
N=0:

log(Y) = log(X) +log(R) (2.4)

Then, each term is converted into ceptral coefficients. CMN effectively minimizes the long-
term ceptrum variations by estimating the mean of ceptral coefficients corresponding log(R)
and subtracting it. In speech dereverberation, CMN is often used as a preprocessing step.
While CMN can reduce the impact of mild to moderate reverberation, it may not be sufficient
for severe reverberation beyond the analysis time frame. In such cases, CMN is typically
combined with other dereverberation techniques to achieve better results.

Wiener filtering is also a widely-used frequency-domain SE method to minimize the
impact of noise by leveraging the statistical properties of both the signal and noise. It
estimates the clean speech signal by applying a frequency-dependent filter derived from the
ratio of the power spectral densities of the clean speech S and noise N. Specifically, the
Wiener filter H: N

2

S2 4 N2

H

The enhanced speech signal X is obtained by filtering the noisy speech signal ¥ with
H. Wiener filtering is simple but effectively reduces noise while preserving the essential

characteristics of the speech.
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Supervised Methods

Traditional SE models have mathematical assumptions and often fail when dealing with
non-stationary noise. Supervised SE [15—-17] based on deep neural networks allows the model
to fit any mathematical model without or with few mathematical assumptions. Therefore,
supervised SE methods receive more and more attention and achieve better performance than
traditional methods. According to the input and output features, SE can be classified into
frequency-domain and waveform-domain methods.

The frequency-domain SE adopts the frequency-domain feature as the input and the
output features.

Mapping [18, 19, 13] directly enhanced spectrogram by the strong nonlinear capability

of neural networks [13]. The loss function for directly mapping (DM) is as follows:
TF
X(t,f)—X(t,f))* 2.6
where # and f represent the time frame and frequency bin, respectively. X is the ground-truth.

Zpm (X, Xpm) =

T represents the total number of frames in a speech sample. F' represents the total frequency
bins. X is the output magnitude spectrogram.

The masking approach is proposed according to computational auditory scene analysis
[20]. The earliest ideal binary mask [21] was designed to classify T-F bins of speech and
non-speech signals, and the ideal ratio mask [22] indicates which T-F bins are dominated by
speech. Masking-based SE uses deep neural networks to obtain a mask M between speech
and noise. This mask is applied to the observed noisy signal to extract the speech signal. The
loss function of SA is as follows:

Zsa (X, Xsa) = fZ (e, f)OY (1, f) = X(t, /)%, 2.7)
t,f=1
where M is the estimated mask, and ® denotes point-wise matrix multiplication.

The SE performance with different network structures varies greatly. The deep autoen-
coder [19] and deep neural network (DNN) [13], convolutional neural network [23], and
recurrent neural network [24] are examples of early network structures for SE. Moreover, the
combination of different types of networks [25] and some complex structures [26—28]—for
example, the U-NET structure [29] and the generative adversarial network [30]—have pow-
erful performance. The following models are one of the extended methods and used in later
Chapters.

Convolutional Recurrent Neural Network [10] (CRN, shown in Fig. 2.1) performs
well in frequency-domain SE as a baseline system. It contains an encoder, LSTM layers, and
a decoder:

M =D(L(E(Y))) (2.8)
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E is the encoder of CRN, which contains several Conv Blocks. L contains several LSTM

layers. M is the output of decoder. D is the decoder of CRN, which contains several DeConv

ﬂ_
U._

N N v
Input _ || 4|, . é 2 _l CS Enhanced
Feature 2 > % é Feature
]
&) S E =
Fig. 2.1 Structure of CRN
Blocks.
The masking-based CRN system is as following:
X=MoY (2.9)

where X is the final enhanced spectrogram. When training the network, we use the SA
[31, 32]. The loss function of training is the same as Eq. (2.7).

The two stage model contains two SE modules. Enhanced spectrogram X can be obtained
from the first stage. Then, another SE module is employed to get the final enhanced feature:

X =/(X), (2.10)

or
X =/ (Y,X), (2.11)

where |Y| is the noisy spectrogram. X is the second stage enhanced spectrogram. .4’
represents the neural network of SE model. The enhanced spectrogram X can be directly
input to the second stage with Eq.( 2.10). Another way is to input the enhanced and noisy
spectrograms to the neural network simultaneously with Eq. (2.11), which ensures that the
noise spectrogram compensates for the information lost in the enhanced spectrogram. Both
of them get the final enhanced spectrogram by Eq. (2.9).

For waveform-domain SE, the waveform y and x are the input and output feature of the
neural network. The mean absolute error (MAE) between the enhanced waveform x and the

original signal x is the common loss function for training waveform-domain SE:

1 &
gWaveform—mae = T Z ‘X(I) _x(t)‘, (2.12)
t=1

where T is the time points in the waveform. x is the ground-truth.
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DEMUCS [5] is a powerful waveform-domain SE system. It is based on the U-Net
structure. It contains an encoder, a decoder, and two long short-term memory (LSTM)
[33] layers between them. Each “Time Block” (DEMUCS encoder layer) contains two
“Conv_1d” layers:

GLU (Convld((ReLU (Convld(-))))). (2.13)

The first “Conv_1d” layer is followed by the “RelLU” activation function, while the second
“Conv_1d” layer is followed by the “GLU” activation function. Each “DEMUCS Decoder

Layer” contains one “Conv_1d” layer and one “DeConv_1d” layer:
ReLU (ConvTransposeld(GLU (Conv1d(-)))). (2.14)

The “Conv_1d” layer is followed by the “GLU” activation function, while the “DeConv_1d”
layer is followed by the “ReLLU” activation function. The kernel size of the encoder and
decoder layers is 8.

DEMUCS [5] also adopts upsampling [34] and downsampling [34] processing to the
original input and enhanced output waveform. For the loss function, it adopts waveform-
domain MAE loss (Eq. (2.12)) with multi-resolution frequency loss (Eq. (2.16)).

M=

gdemucs - agWaveformfmae + (1 - OC) (ogivtft(r» (215)

r=1

P (||STFT(5C>I—|STFT(x)II
= ISTFT (x)|

TF
where « is the hyperparameter for combining these two training losses. R represents the

+ [log|STFT (X)| — log|STFT (x)||). (2.16)
t.f=1

multi-resolution number, and r represents the specific resolution among {32ms, 64ms, 128ms }
used in STFT.

Data mismatch is a big issue of supervised SE [35]. Conventionally, supervised SE
systems are trained with simulated training data. Using real noisy data for training is difficult
because a clean speech waveform is needed for ground truth. However, the data distribution
between real and simulated noisy speech often differs significantly. Moreover, the noise
conditions are also crucial. SE systems tend to degrade in the presence of unseen noise.
It is necessary to evaluate the robustness of SE systems under real data and unseen noise

conditions.
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2.1.2 Multi-channel SE Methods
Traditional Methods

Multi-channel SE systems uses several microphones input yi,ys,...,y,. Thus, n observa-
tions are obtained. Non-blind condition and blind condition are two major approaches to
microphone array processing, differing in whether or not the system has prior knowledge of
the environment. Beamforming and multiple signal classification are two main classes of the
non-blind condition method, which requires the direction of arrival (DOA) information. The
spatial property is determined by an steering vector.

The beamformer aims to extract signals of a particular direction from observations. It
requires the steering vectors for each microphone. According to the steering vectors, the
beamformer design a filter that only passes the signal from a particular direction. Various
methods, such as Delay-and-Sum and Minimum Variance Distortionless Response (MVDR),
have been proposed for filter estimation. The Multiple signal classification (MUSIC) is
an efficient method for estimating and distinguishing multiple signal sources coming from
different directions. It constructs the covariance matrix of the received signal and performing
eigenvalue decomposition to separate the signal subspace and noise subspace. Utilizing the
analysis of subspaces, the MUSIC constructs a spatial spectrum function whose peak position
corresponds to the blind direction of the signal source.

Independent component/vector analysis (ICA / IVA), multi-channel nonnegative matrix
factorization (NMF), and nonlinear time-frequency masking are common methods for the
blind condition.

ICA is based on the assumption of statistical independence of signal sources and uses
mathematical methods to separate the observed mixed signals into independent components.
As an extension of ICA, IVA considers the interdependence between different signals,
making signal separation in reverberant environments more effective. NMF decomposes a
non-negative data matrix into the product of two or more non-negative matrices. In multi-
channel signal processing, NMF can separate and identify different sound sources in mixed
audio signals. Its non-negative nature makes it ideal for processing natural signals. Time-
frequency masking is a signal processing method based on the time-frequency domain used
to extract or enhance target signals from mixed signals. It effectively suppresses undesired
signal components while preserving or enhancing target components by masking the time-
frequency representation. This method is particularly effective when processing signals
with complex time-frequency characteristics, such as speech or music signals. Nonlinear

time-frequency masking is widely used in speech enhancement, noise suppression, and
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preprocessing before speech recognition, especially when the environment is noisy or the

signal quality is low.

Supervised Methods

Multi-channel traditional methods can be extended to multi-channel supervised methods.

Deep Learning Beamforming [36, 31] leverages deep neural networks to optimize beam-
forming techniques for multi-channel speech signals. Learning from the microphone array’s
spatial characteristics enhances the target speech while suppressing noise from other direc-
tions. Deep neural networks, such as CNNs and LSTM, are used to design and refine the
beamforming filters, significantly improving the clarity of the desired speech signal and
overall noise reduction compared to traditional methods.

Deep ICA [37] utilizes deep learning to perform independent component analysis on
multi-channel speech signals. It employs deep neural networks, such as autoencoders or
generative adversarial networks (GANs), to model and separate the mixed sources into their
original, independent components. By learning complex statistical properties of the noisy
signals, it effectively separates and extracts the target speech from noise and other interfering
sources, enhancing speech clarity in complex environments.

Supervised multi-channel processing can be done end-to-end by leveraging the powerful
ability of deep networks. End-to-end SE involves using deep learning models to directly map
noisy multi-channel input signals to enhanced speech outputs. This method simplifies the
multi-channel processing by training a single deep neural network to handle feature extraction
and enhancement in one integrated model. Optimizing the entire enhancement process end-
to-end improves overall performance and reduces the error propagation in traditional pipeline

methods. However, they are prone to overfit the training condition and dataset.

2.2 End-to-end (E2E) Automatic Speech Recognition (ASR)

With the development of deep learning, end-to-end (E2E) models have been investigated. The
acoustic and language models are integrated in the E2E automatic speech recognition (ASR)
models. Connectionist temporal classification (CTC), Recurrent Neural Network (RNN)
Transducer, and Attention-based Encoder-Decoder models are the three most widely-used
E2E methods.
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2.2.1 Connectionist temporal classification (CTC)

Connectionist Temporal Classification (CTC) enables the model to align variable-length input
speech sequences without predefined segmentation. This capability simplifies the training
process. CTC requires the length of output labels to be smaller than the input sequence length,
and introduces “blank” labels to make the output sequences have the same length as the
input speech sequence. The architecture has only an encoder module and an additional linear
layer with softmax to compute the CTC loss. The encoder converts the acoustic features into
high-level representations. During training, CTC calculates the probabilities of all possible
alignments and optimizes the model to maximize the probability of the ground-truth output.
CTC runs real-time during decoding. We denote the input sequence as x and the output label
sequence as [. The probability of / given x is denoted as P(I|x). This probability is computed
by summing over all possible alignments 7, which can be mapped to /:

P(llx)= Y P(nx), (2.17)

wedd (1)

where o7 (1) represents the set of all valid alignments of /. The CTC loss is computed with

the negative log-likelihood of the correct label sequence:
O%CTC = — 10gP(l|x). (2 18)
CTC assumes that frames are independent. With this assumption, P(7|x) can be decomposed

into the product of the frames posterior:

T
P(x|x) =[] P(m|x) (2.19)
=1

where T is the length of the speech sequence.

2.2.2 RNN Transducer

RNN Transducer (RNN-T) extends CTC by conditioning the output on the previously
estimated tokens and the speech sequence until the current time step P(l,|x1.,/1:4—1)- In this
manner, the RNN-T solves the conditional independence assumption of CTC. Furthermore,
it maintains the natural streaming capability.

RNN-T consists of an encoder module, a prediction module, and a joint module. The
function of the encoder module is the same as the CTC-based E2E ASR, extracts the high-
level representations ¢ from the input acoustic features. The prediction module estimates
the high-level representation 4, from the previous estimated token y,_;. The joint module

is a feed-forward layer that combines the h¢"¢ and h};"*:

2= 0(Oh" +Vhl"™ +b,), (2.20)
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where Q and V are weight matrices, b, is the bias vector, and the 0 is the non-linear function.
The output layer precesses z; ,:
ht,u = Wth,u + bya (2.21)

where W, denotes a weight matrix, and b, denotes a bias vector. The probability of each

output token £k is:

P(yy = k|x1:4,¥1:0—1) = softmax(hﬁu). (2.22)
The loss function of RNN-T is also to minimize —logP(I|x):
P(llx)= Y P(xx). (2.23)
wed (l)

where A(l) represents the set of all valid alignments of /.

2.2.3 Attention-based Encoder-Decoder Model

The Attention-based Encoder-Decoder (AED) model is another E2E ASR model. AED
consists of an encoder module, an attention module, and a decoder module. The encoder
module has the same function as the encoder in CTC and RNN-T models. The attention
module computes the attention weights based on the decoder’s current state and the encoder’s
output sequence. It determines the most relevant parts of the input sequence at each decoding
step to compute the context vector. The decoder takes its previous estimated labels and the
context vector to estimate the next label. This process is repeated at each decoding step,
with the recalculation of the attention weights. The loss function of AED (-Zastention) 1S t0
the maximum likelihood of /ogP(I|x). In order to encourage monotonic alignment between
the input speech features and the output label sequence, the AED model is often optimized

together with the CTC loss in a multi-task manner:
Lrybria = BLasention + (1 = B)Zcres (2.24)

where f is the hyperparameter. Although the attention-based encoder-decoder model per-

forms better than CTC-based and RNN Transducer models, it is unsuitable for streaming.

2.2.4 Encoder Architecture

The encoder is vital for E2E ASR. It transforms the input speech features into high-level

feature representations.

Long Short-Term Memory (LSTM)

Long Short-Term Memory (LSTM) was the most widely-used encoder for the early stage of
E2E ASR. The Bi-directional LSTM-based encoder has stronger modeling capabilities than
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the simple LSTM-based encoder because it uses the entire utterance information to generate

the output. However, it cannot be used for straming ASR.

Transformer

Transformer-based [38—40] encoder introduces the self-attention mechanism to capture
long-term information dependencies. The self-attention is used to compute the attention
distribution of the input speech feature sequence with the dot-product similarity:
o . — exp(B(Wgxi)" (Wixr))
" Ly exp(B(Wex)T (Wixy)) (2.25)

= softmax(Bqiks),
where the Wy, W,, and W), are linear transformation matrices of key k, query ¢, and value v.

B = \/ig is the scaling factor, and d is the dimension of the feature vector for attention head.
Then, the attention weights combine the value vector:

z0=) 0rWyxr =Y Giovr. (2.26)
T T

Furthermore, the Multi-Head Self-Attention (MHSA) adopts multiple self-attentions on the
input feature sequence and concatenates the multiple outputs.

Conformer

The Conformer enhances the Transformer with Convolutional Neural Networks (CNNs5s)
[41, 42], enabling more efficient capture of local contexts. As a result, the Conformer has ad-
vantages in handling both the context-level and local feature-level information. Furthermore,
it uses relative positional encodings instead of absolute ones, leading to better generaliza-
tion and nuanced sequence-order processing. Besides, the Conformer has a macaron-style
network structure consisting of a half-step feed-forward layer, followed by a convolution
layer, and another half-step feed-forward layer, which makes the model’s capacity to process

sequential data more effectively.

2.3 Self-supervised Learning for ASR

With introduction of self-supervised learning (SSL), E2E ASR has significantly been im-
proved. SSL [43, 44] enables the model to learn representations from massive unlabeled
data.
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2.3.1 Wav2Vec 2.0

Wav2Vec 2.0 [45] employs the self-supervised learning framework. It contains a CNN-based
feature extraction (FE) module, a quantization module, and a contextualized Transformer.
The training process of the Wav2Vec 2.0 follows the pretraining and the finetuning. During
the pretraining stage, the model randomly masks portions of quantized features and tries to
predict these masked parts with the unmasked parts. This pre-trained approach is similar
to BERT’s masked language model training with contrastive loss. During the finetuning
stage, the quantization module will be removed, and the FE and Transformer modules will
be finetuned using labeled data with the CTC loss or other objectives [46].

2.3.2 HuBERT

HuBERT [47] is also a self-supervised model designed for ASR. It also contains the FE
module and Transformer-based encoder. HuBERT uses a clustering algorithm for the features
extracted by the FE module to create pseudo labels; HuBERT then learns to predict these
pseudo labels from masked segments of the extracted features. The audio feature is re-
clustered using the representations learned in the first stage to create a new set of pseudo
labels. The model is then re-trained on this refined labeling. This iterative process can be

repeated several times. Once pretrained, the model can be finetuned on a labeled ASR dataset
with the CTC loss or AED models [46].

2.3.3 WavLM

WavLM [48] contains the FE module and Transformer-based encoder. Different from the
Wav2Vec 2.0 and HuBERT, the gated attention mechanism is adopted in WavLM. For
pretraining, WavLM follows HuBERT’s pretraining process and uses the pseudo labels
created by the feature clustering. The most significant difference between HuBERT and
WavLM is that WavLLM uses the simulated noisy data during pretraining. As a result, WavLM

has more robust performance than HuBERT, especially in noisy conditions.

2.4 Adapter

An adapter was initially proposed [49] to enhance transfer learning in natural language
processing tasks, particularly when faced with limited task-specific data. Its strength is task
customization without significantly altering the model’s structure. This versatility makes it

suitable for various contexts, including accent recognition, emotion detection [50, 51], and
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Fig. 2.2 Structure of adapter.

noise-robust ASR. The design of an adapter depends on task requirements and the model
architecture [52]. The simple yet effective neural network structure of an adapter consists of
two dense layers. It takes input from a chosen layer in the pretrained model’s output. The
primary function of the first dense layer is to capture the initial transformations of the input
features from the pretrained model. The second layer builds on the transformed features
from the first dense layer and captures intricate task-specific patterns and representations.

The adaptation process is depicted as follows:
¢’ = e+adapter(e) (2.27)

Here, e represents the selected layer’s output, and ¢’ represents the adapted feature. The
structure of the adapter is shown in Fig. 2.2. We employ the LoRA [53] structure where the

central dimension is smaller than both the input and output dimensions.



Chapter 3

Fusion of Spectrogram Features with
Different Learning Targets for SE

3.1 Introduction

While frequency-domain SE systems can be improved in many ways, two types of learning
targets are widely used: masking and mapping [31]. Masking targets [21, 22, 54, 55]
describe the time—frequency relationships of clean speech to background interference,
whereas mapping targets [18, 19, 13] correspond to the spectral representations of clean
speech [31]. The motivation for mapping targets is that the features can be estimated directly
by the strong nonlinear capability of neural networks [13]. The masking targets are proposed
in accordance with computational auditory scene analysis [20]. The earliest ideal binary
mask [21] was designed to classify T-F bins of speech signals and non-speech signals, and
the ideal ratio mask [22] indicates which T-F bins are dominated by speech. It is found
that the two types of learning targets have some complementarities [56, 24]. However, few
relevant studies analyzed their characteristics, and explored using their complementarity to
get better SE performance.

In this work, we address the aforementioned issues. We use direct mapping (DM)
[13] and signal approximation (SA) [57, 58] as mapping and masking targets, respectively.
First, we investigate the complementarity between these two learning targets based on their
performance at each frequency bin. We find that the mapping-based and masking-based SE
systems tend to perform well in the low-frequency and high-frequency parts, respectively.
In addition, the recovery of the mapping-based SE system at high and low frequencies is
very different, while the recovery of the masking-based SE system at each frequency is more
stable.
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On the basis of their complementarity, we investigate methods that combine them. Specif-
ically, we propose subband-based spectrogram fusion (SBSF). First, we combine the spectro-
gram of low-frequency and high-frequency bands, which are estimated by different methods.
Next, we combine the full-band SE and subband SE models. The subband-enhanced spec-
trogram is used to replace the corresponding subset information in the full-band-enhanced
spectrogram. The major difference between the proposed method and previous works [59—
61] is that our method divides the full-band spectrogram into subbands from the perspective
of the complementarity between the mapping-based and masking-based SE systems. In this
work, we divide the full-band spectrogram into low and high subbands considering the loss
and endeavor to apply different SE models. The reason for the poor performance of mapping
at high frequencies is that the loss is mainly concentrated in the low-frequency part during
network training. Thus, the subband optimization is used to optimize the poorly predicted
part of the full-band spectrogram. Furthermore, we investigate the effective combination of
different learning targets.

Some studies have shown the complementarities [62, 24] between the mapping-based
and masking-based SE systems, but only one of them is still used as a front-end system in
ASR [63, 64]. To investigate whether the complementary between the mapping and masking
systems is beneficial for ASR, we propose a minimum difference masks-based spectrograms
fusion [65, 4] (MDMs-SF) E2E robust ASR system. The mapping-based and masking-based
SE are combined for the front-end. They are connected to ASR in an E2E manner. Joint
training [66—68] is adopted to finetune the front-end and back-end.

3.2 Analysis of Complementarity Between Mapping and
Masking

3.2.1 Analysis on Complementarity

We investigate the complementarity of mapping and masking approaches by measuring
the SE performance on different frequency bins. To measure the recovery performance of
different frequencies between the enhancement signal and unprocessed noisy signal, we
compare the loss at different frequencies between the enhanced and unprocessed features.

We define the square loss ratio as follows:
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Fig. 3.1 Square loss ratio of mapping (Eq. (2.6)) and masking (Eq. (2.7)) in different
frequencies (0 — 8,000 Hz), which are calculated with Eq. (3.1): the lower, the better.

where |X| and |Y| are the enhanced and noisy input speech magnitude spectrogram, respec-
tively. We only sum Zguare and £, igina along the time axis, so a (1, F) dimensional vector
can be obtained according to Eq. (3.1). The square loss ratio shows the recovery of the
enhanced spectrogram at different frequencies compared to the input (noisy) spectrogram.

We use all training set (Voice Bank of 10k utterances and REVERB Challenge of 8k
utterances, which will be described in Section 3.4.1) to compute the square loss ratio. The
DM system was trained with Eq. (2.6), and the SA system was trained with Eq. (2.7). We
used a 257-dimensional spectrum as input and output.

Fig. 3.1 shows the square loss ratio compared to the input noisy spectrogram. We can
see different trends between the two models. The curves of the “DM” and “SA” are clearly
demarcated around 1,400 Hz. The mapping-based spectrogram had better recovery in the
low-frequency part but worse recovery in the middle and high-frequency parts compared

with those of the masking-based spectrogram. The cut-off point of 1,400 Hz is consistent for
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Fig. 3.2 Square loss of mapping & masking in different frequencies (0 — 8,000 Hz) on Voice
Bank training set.

the two datasets. With the masking-based spectrogram, the recovery of each frequency was

uniform and stable.

3.2.2 Analysis on Dynamic Ranges of mapping-based System

Fig. 3.2 shows the square loss of the mapping and masking approaches: %y 4 and L .
The loss of the low-frequency part was significantly larger than that of the high-frequency
part. The 40th point (about 1,400 Hz) is marked with a red dashed line in accordance with
the analysis in the previous section. When the frequency was lower than 1,400 Hz, the
loss increased significantly, while it was stable for the frequency higher than 1,400 Hz.
Thus, the dynamic range of loss differs for low-frequency and high-frequency regions in
the DM system. This suggests that the main loss comes from the low-frequency part of the
spectrogram, which may affect the recovery of the high-frequency part. Although the output
of the masking-based network is not strictly distributed between 0 and 1, it still limits the
output of the network and makes the difference between high and low frequencies smaller,
which can alleviate the aforementioned problems. In the linear spectrogram, the energy
difference between high and low frequencies is 50-90dB. Though the energy distributed at
high and low frequencies is very different, there is some correlation between the high and low
frequencies of the spectrogram. Therefore, the mapping-based SE should use the full-band
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information to help the recovery of the low-frequency signal, while the high-frequency SE

can be separately designed. This is not the case in the masking-based SE.

3.3 Spectrograms Fusion (SF)

3.3.1 Subband-based Spectrogram Fusion (SBSF)

In Chapter 3.2.1, we observed that the mapping-based SE system had better recovery in low
frequencies, while the masking-based SE system had better recovery in high frequencies.
Moreover, the mapping-based SE system can be divided into two dynamic ranges according
to the square loss. It suggests the complementary between the mapping-based and masking-
based SE systems. Combining these two analyses, we divide the whole spectrogram into
two parts around 1,400 Hz and investigate the effective combination of these two learning
targets. We call the high-frequency enhancement and low-frequency enhancement HEnh and
LEnh, respectively. Both HEnh and LEnh use the full-band spectrogram as input feature
to predict the sub-band output feature. We use the 257-dimensional linear spectrogram as
an input feature. LEnh predicts 1-th to 40-th low-frequency bins of the spectrogram, and
HEnh predicts 41-th to 257-th high-frequency bins. We investigate the following issues in
the SBSF:

1) Is it effective to enhance different subbands with different learning target?

- DM_L + SA_H: directly concatenates DM-based LEnh and SA-based HEnh subband
spectrograms. Considering the loss ratio, we select the mapping-based SE to enhance
the low frequencies of the spectrogram, and the masking-based SE for the high-
frequency spectrogram.

2) Is it effective to process different subbands by mapping separately?

- DM_L + DM_H: directly concatenates DM-based LEnh and DM-based HEnh subband
spectrograms. In Section II-C, we reason that the poor high-frequency recovery of the
mapping SE was because high energy in the low frequencies prevents effective training
in the high-frequency regions due to the different dynamic ranges of the mapping
targets. Thus, we design a separate DM-based method for the high-frequency region.

3) Is it more effective to combine the full-band and subband SE than combing two
subband-based SE?

For DM_L + DM_H, we use subband SE to deal with different dynamic ranges of
mapping. However, it ignores the global information, and may cause incoherence in the spec-

trogram. Thus, we also design a full-band and subband hybrid enhancement methods. Three
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Fig. 3.3 The flowchart of subband-based optimization: the subband enhanced spectrogram
will be used to replace the corresponding information of full-band enhanced spectrogram.

steps are used: (1) full-band SE, which computes a full-band enhanced spectrogram; (2) sub-
band SE, which obtains a subband enhanced spectrogram; and (3) information replacement,
which uses the subband enhanced information to replace the corresponding information in
the full-band spectrogram. Fig. 3.3 shows the flowchart of the proposed method. Compared
with DM_L + DM_H, we propose the following method:

- DM_F — DM_H: DM-based full-band enhancement with the DM-based HEnh re-
placement.

Furthermore, we inverstigate other full-band and subband hybrid combinations. Specifically,
we design the following methods:

- DM_F — DM_L: DM-based full-band enhancement with the DM-based LEnh replace-
ment.

- DM_F — SA_H: DM-based full-band enhancement with the SA-based HEnh replace-
ment.
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Fig. 3.4 Overview of robust ASR systems.

- SA_F — DM_L: SA-based full-band enhancement with the DM-based LEnh replace-
ment.

- SA_F — SA_H: SA-based full-band enhancement with the SA-based HEnh replacement.

- SA_F — DM_H: SA-based full-band enhancement with the DM-based HEnh replace-

ment.
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3.3.2 Minimum Difference Masks-based SF (MDMs-SF) for Noise Ro-
bust ASR

Our proposed MDMs-SF E2E robust ASR method is composed of three modules: an
enhancement module, a fusion module, and a recognition module. A flowchart of the
proposed approach is shown in Fig. 3.4—(d). Compared with the mapping-only (Fig. 3.4—(b))
or masking-only (Fig. 3.4—(c)) SE front-end for ASR, the proposed MDMs-SF ASR system
utilizes both the mapping and masking systems simultaneously.

Enhancement module

To obtain mapping- and masking-based spectrograms simultaneously, we train the enhance-

ment module in a multi-target learning manner:
Lo = Loy + (1 — ) Lsa 3.2)

Here, o is a hyperparameter for adjusting the loss from the two outputs.

Fusion module

SF [4] is an effective approach for exploiting the complementarities between mapping- and
masking-based SE systems. It fuses the T-F bins from the mapping and masking spectrograms
that are closest to the true labels to a single spectrogram. We use a deep neural network to
estimate the minimum difference masks (MDMs) between X and ¥ [4]. The labels to train
the MDM estimator are obtained from the enhanced and clean spectrogram. By comparing
the Euclidean distance between the two spectrograms and the clean spectrogram, we set
the corresponding MDM with a closer distance to 1, otherwise 0. Thus, each enhanced
magnitude spectrogram has a corresponding MDM for each T-F bin, which gives a smaller
absolute distance from the target magnitude spectrograms. In this paper, MDM and MDM
are used to extract the better parts of X and X, respectively.

Because the spectrogram is continuous, the MDMs in the testing stage are real values in
(0, 1). The loss is defined as follows:

1 —
Lrusion = 7 Y ||IMDM; — MDM;| |} (3.3)
i
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After predicting the MDMs, nonlinear selection and fusion processing are conducted to

obtain the fusion speech magnitude spectrogram:

X =MDM X + MDM & X (3.4)

Recognition module

A speech Transformer [69] with self-attention [70] is used for the E2ZE ASR component.
Except for the different input features, the structure of the model is not changed. We use The
log Mel-filterbank (LMFB) as the input feature of the recognition module. We can easily
obtain LMFB from the enhanced features.

Joint training

We propose a robust E2E ASR system that transforms noisy speech signals into text using a
single network. The SE networks, the SF network, and ASR based on speech transformer
are implemented with a single neural network. The parameters are updated by the stochastic
gradient descent. SE, SF and ASR network are finetuned with joint training. The loss
function of the joint training is defined as follows:

g]aint - ﬁgASR + (1 - B)D%Enh + ygFusion (35)

The hyperparameter f3, ¥ control the loss between -Zsg, Lrusion and Le .

3.4 Experiments

3.4.1 Datasets

The Voice Bank and REVERB Challenge datasets were used to evaluate SBSF under additive
noise and reverberation conditions, respectively. The synthesized noisy Aishell dataset was
used to evaluate the MDMs-SF E2E ASR.

Voice Bank

For the training set, we selected 26 speakers from the Voice Bank corpus [71]—13 male
and 13 female—from the same accent region (England). Approximately 400 sentences are
available from each speaker. The training set contains 10, 340 sentences. For validation set,

we selected another 2 speakers from the Voice Bank corpus [71]—1 male and 1 female—from
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the same accent region (England). The the validation set contains 1,232 sentences. Two
artificially generated (speech-shaped noise and babble) and eight real noise recordings from
the Demand database [72, 73] were used to synthesize the training and validation sets. The
signal-to-noise ratio (SNR) values used for training were 15, 10, 5, and 0 dB. Two other
speakers from England in the same corpus, a male and a female, and five other noises from
the Demand database were used to create the test set. The SNR values used for testing were
17.5,12.5,7.5, and 2.5 dB. All data were sampled at 16 kHz.

REVERB Challenge [74]

The challenge uses utterances spoken by a single stationary distant-talking speaker with 1-
channel (1ch), 2-channel (2ch) or 8-channel (8ch) microphone arrays in reverberant meeting
rooms. In this paper, we use only single-channel data of channel-1 to train the model. The

training set contains 7,861 utterances. We used the development set for model selection.

Synthesized Noisy Aishell

We used the Aishell ASR corpus [75] and the PNL 100 Nonspeech dataset ! to synthesize
the experimental dataset for ASR. For the training set, we randomly selected 70 kinds of
noise and randomly synthesized the training set from the Aishell corpus with SNR values of
0, 5, 10, 15, and 20. We did not use the development set to tune or select the system. On the
other hand, we used the development and the test set from the Aishell corpus to synthesize
the test sets. For test set 1, we randomly selected 15 kinds of noise, different from those
in the training set, and the whole development set from the Aishell corpus with same SNR
values as training set. For test set 2, we used the remaining 15 kinds of noise and randomly
synthesized the test set from the Aishell corpus according to SNR values of —5, 2.5, 7.5,
12.5, and 17.5. In summary, test set 1 contained some unknown noise, while all kinds of

noise of test set 2 was unknown.

3.4.2 Model Settings
SBSF

All networks were implemented using TensorFlow. The model parameters were randomly
initialized. The implementation of all networks was based on two-layer bidirectional long
short-term memory neural networks (Bi-LSTM). The number of nodes in each hidden layer

was 1024. For SA and DM, the input was a 257-dimensional spectrogram, and the enhanced

Ihttp://web.cse.ohio-state.edu/pnl/corpus/HuNonspeech/HuCorpus.html
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Fig. 3.5 Square loss ratio (the lower, the better) of DM_F — DM_H, DM_L + DM_H, and
DM_L + SA_H at different frequencies (257-dimensional linear spectrogram) on Voice Bank
training set, which were calculated with Eq. (3.1).

spectrogram output also had 257 dimensions. The activation of hidden layers for SA and
DM was ReLU. For the activation function of the output layer, ReLU was chosen for SA
and a linear function was used for DM. In addition, we estimated the 217-dimensional
high-frequency and 40-dimensional low-frequency spectrograms for the HEnh and LEnh,

respectively.

MDMs-SF E2E ASR

The enhancement module has three bidirectional long short-term memory (BLSTM) hidden
layers, each having 512 nodes. The input and output were both 257-dimensional magnitude
spectrograms. We used a short-time Fourier transform with a 32-ms Hamming window and
a 16-ms window shift to obtain the 257-dimensional magnitude spectrograms for feature
extraction. The Fbank was 80-dimensional. This module was trained in a multi-target
learning manner to obtain mapping- and masking-based SE systems. The fusion module has
three fully connected layers, with each hidden layer having 512 nodes. The input can be noisy,
mapping-based, and masking-based magnitude spectrograms. Moreover, the output has two
MDMs and two enhanced spectrograms. For the recognition module, we used the speech
transformer with self-attention, under the same settings as described in [76]. Specifically,
we used six self-attention blocks as encoders and six self-attention blocks as the prediction
network. For each module, we performed pre-training. For pre-training enhancement module
and fusion module, we used the data described in Section 3.1. For pre-training the recognition
module, we used the clean data. The hyperparameter o was set to 0.5, the hyperparameter 3
was set to 1, and the hyperparameter y was set to 0, meaning the ASR loss is primarily used.

All model training ran for 60 epochs.
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Table 3.1 Performance of Different SE Systems on Voice-bank Test Set.

Systems SIG | BAK | OVRL | PESQ
Noisy 335 244 | 2.63 1.97
DM 3.85 | 2.55 3.23 2.60
SA 3.65| 249 | 3.07 2.51
DM — DM 3.89 | 2.55 3.25 2.60
SA — DM 3.89 | 254 | 3.23 2.56

DM_L+SA_H |3.76 | 3.04 3.18 2.61
DM_L+DM_H | 4.06 | 3.11 3.38 2.70
DM _F—DM H | 4.09 | 3.12 | 3.42 2.74
DM_F—DM_L | 4.02 | 2.59 3.35 2.69
DM_F — SA_H | 394 | 3.05 3.27 2.63
SA_F—-DM_H | 376 | 3.05 3.18 2.60
SA_F—DM_L | 387 | 2.50 3.21 2.58
SA_F—SA_H |371] 3.00 3.11 2.52

Table 3.2 Performance of Different SE Systems on Reverb Chanllenge 2014 far room test set.

Systems Far room 1 Far room 2 Far room 3
PESQ | STOI | PESQ | STOI | PESQ | STOI
Noisy 259 | 84.69% | 199 | 7820% | 1.87 | 71.31%
SA 291 | 89.81% | 233 | 84.74% | 226 | 83.22%
DM 274 | 88.74% | 245 | 85.17% | 2.36 | 84.21%
DM_F—-DM_H | 291 |89.73% | 2.56 | 86.99% | 2.48 | 86.10%

3.4.3 Evaluation Metrics

We used several composite measures to evaluate different SE systems. Composite objective
measures are obtained by linearly combining existing objective measures: Cj;e for a five-point
scale of signal distortion (SIG) [77]; Cpai for a five-point scale of background intrusiveness
(BAK) [77]; C,,; for the overall quality (OVRL, [1=bad, 2=poor, 3=fair, 4=good, S=excel-
lent]) [77]. The three composite measures obtained from log likelihood ratio (LLR) [77], the
perceptual evaluation of speech quality (PESQ) [78], segmental SNR (segSNR) [77], and
weighted-slope spectral (WSS) [79] distance:

Csig = 3.093 —1.029 x LLR +0.603 * PESQ — 0.009 x WSS (3.6)

Cpar = 1.634 +0.478 x PESQ — 0.007 % WSS + 0.063  segSNR (3.7)
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Table 3.3 Performance of Different SE Systems on Reverb Chanllenge 2014 near room test
set.

Systems Near room 1 Near room 2 Near room 3
PESQ | STOI | PESQ | STOI | PESQ | STOI
Noisy 3.11 | 95.18% | 2.39 | 92.32% | 2.27 | 89.38%
SA 340 | 9595% | 278 | 93.87% | 2.59 | 90.99%
DM 294 19335% | 278 | 92.50% | 2.70 | 91.05%
DM_F—-DM_H | 3.18 | 9505% | 295 |94.19% | 2.83 | 92.90%

Table 3.4 Performance of Different SE Systems on Different Noisy Conditions (Unseen,
synthesized, clean speech from Voice Bank dataset, noisy from non-speech 100).

Systems Crowd Noise Machine Noise
SIG | BAK | OVRL | PESQ | SIG | BAK | OVRL | PESQ
Noisy 145 1.74 | 1.27 1.18 [ 1.85| 1.87 | 1.47 1.19
DM 1.97 | 2.03 | 1.62 1.35 [2.19| 2.02 | 1.75 1.38
SA 1.66 | 2.14 | 1.42 1.30 | 1.85| 2.14 | 1.53 1.33
DM _F—DM_H 212 | 212 | 1.74 144 (215|202 | 1.72 1.37
Systems Alarm and Siren Wind
SIG | BAK | OVRL | PESQ | SIG | BAK | OVRL | PESQ
Noisy 1.31] 1.50 | 1.15 1.13 |2.65| 1.77 | 1.90 1.35
DM 2381 2.15 | 1.90 1.51 [3.00| 222 | 2.36 1.85
SA 1.63 | 2.17 | 1.44 1.39 253|227 | 2.10 1.77
DM _F—DM _H|2.62| 2.24 | 2.08 1.64 |3.21| 229 | 2.51 1.91

Cpt = 1.594+0.805 * PESQ — 0.512 % LLR — 0.007 + WSS (3.8)

We also adopted the Short-Time Objective Intelligibility (STOI) [80] as evaluation metrics.
For all metrics, higher values indicate better performance. For the ASR back-end, we used

the character error rate (CER) as an evaluation metric.

3.4.4 Results and Analysis of SBSF

Table 3.1 shows the performance of the different SE systems. Generally, “DM” performed
better than “SA” in this study. The simple two-stage methods (DM—DM and SA—DM) did
not get much improvement from the baseline DM.

We find that the mapping-based SE performed better below 1,400 Hz, while the masking-
based SE system was better above 1,400 Hz. However, we find that a simple combination of
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Fig. 3.6 Performance of evaluation measures (PESQ, SIG, OVRL, BAK) of different enhance-
ment systems in SNRs (-5, 0, 5, 10, and 15 db) conditions: -5 db was an unseen condition,
and the noisy conditions were unseen. The horizontal axis represents SNRs, and the vertical
axis represents the value of the evaluation metric.

the two, “DM_L + SA_H,” did not improve so much. This is because even in some high-
frequency regions, mapping often produced better performance. However, “DM_L + DM_H”
had a relatively large improvement. This shows that subband enhancement considering
dynamic ranges is more beneficial for the mapping method.

Furthermore, the full-band and subband hybrid approaches showed better performance
than directly concatenating subband spectrograms. Nevertheless, the experimental results
also show that the masking-based subband optimization was worse than the mapping-based
subband optimization. Table 3.2 and Table 3.3 show the results of different methods on the
REVERB Challenge test set. “DM_F — DM_H" further improved the performance of the
mapping-based system.

Fig. 3.5 shows the square loss ratio of “DM_F — DM_H”, “DM_L + DM_H”, and
“DM_L + SA_H”. We divided the full-band frequency into three parts. Part 1 had no
significant differences among these methods for low-frequency recovery. We call Part 2
middle-frequency and Part 3 high-frequency. “DM_L + SA_H” had poor recovery in middle
frequencies. Although the recovery of “DM_L + SA_H” in other regions was not much
different from other methods, a large degradation was observed in PESQ, which illustrates
the importance of Part 2 recovery.

We investigated the performance of different models at different frequencies according to
the square loss ratio. The curves of the “DM_F — DM_H" and “DM_L + DM_H” are clearly
demarcated around 3,200 Hz in the middle and high frequencies. “DM_F — DM_H" worked
well for middle frequencies (Part 2) but not for high frequencies (Part 3). This suggests that
about 3,200 Hz would be another cut-off point for dividing the frequencies into two dynamic

ranges.
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Table 3.5 Performance of SE in the test set 1.

Systems Test set 1
SIG | BAK | OVRL | PESQ

Original noisy 2.80 | 2.64 | 2.12 1.50
DM_separate 346 | 1.82 2.73 2.04
SA_separate 309 | 1.66 | 2.43 1.83
Fusion_separate 3.57 | 1.83 | 2.80 2.07
DM_Joint 1.24 | 1.19 1.13 1.15
SA_Joint 274 | 149 | 2.07 1.48
Fusion_Joint DM | 1.53 | 1.25 1.21 1.07
Fusion_Joint_SA | 2.63 | 1.46 | 2.03 1.52
Fusion_Joint 1.05 | 1.09 1.02 1.08

Table 3.6 Performance of SE in the test set 2.

Systems Test set 2
SIG | BAK | OVRL | PESQ

Original noisy 2.37 | 2.28 1.83 1.41
DM_separate 281 | 1.60 | 2.19 1.65
SA_separate 255 | 1.50 | 2.00 1.55
Fusion_separate 2.87 | 1.58 2.22 1.65
DM_Joint 1.12 | 1.21 1.08 1.17
SA_Joint 229 | 141 1.79 1.40
Fusion_Joint_DM | 1.50 | 1.28 1.21 1.10
Fusion_Joint_ SA | 2.12 | 1.33 1.69 1.41
Fusion_Joint 1.01 | 1.08 1.01 1.12

We synthesized another test set to evaluate the SE systems on different signal-to-noise

ratios (SNRs) and noise conditions. We used all clean speech in the test set from the Voice

Bank dataset and chose four noisy conditions: crowd, machine, alarm, siren, and wind. These

noise samples were selected from a dataset with 100 non-speech audio clips®>. The SNRs

we chose were -5, 0, 5, 10, and 15 db. Table 3.4 shows the performance of enhancement

systems under multiple noisy conditions. Except for the machine noise, the improvement

of our method was consistent. Fig. 3.6 shows the performance of different SE systems for

multiple SNRs. “SA” did not perform well under low SNRs and was even lower than noisy

speech on SIG and OVRL. The performance of other enhancement methods at low SNRs was

Zhttp://web.cse.ohio-state.edu/pnl/corpus/HuNonspeech/HuCorpus.html
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Table 3.7 CER (%) of different E2E systems with test set 1: the SNRs of the test set are
known; the noise of the test set is unknown.

B | System CER (%)
y 20dB | 15dB | 10dB | 5dB | 0dB | AVG.
Noisy 125 | 146 | 17.3 | 246 | 39.7 | 21.8

DM_separate 14.6 | 194 | 29.3 | 51.7 | 81.1 39.3
SA_separate 20.0 | 332 | 533 | 83.0 | 111.3 | 60.3
Fusion_separate | 13.3 | 18.7 | 29.7 | 55.1 | 89.8 | 41.5

DM_Joint 11.7 | 13.0 | 164 | 255 | 43.6 | 22.1
0.5 | SA_Joint 10.2 | 11.6 | 139 | 20.2 | 36.4 | 18.5
Fusion_Joint 9.8 11.6 | 154 | 26.8 | 49.9 | 22.8
DM_Joint 11.1 | 123 | 156 | 22.8 | 40.2 | 20.5
1 | SA_Joint 9.8 11.4 | 13.8 | 20.2 | 36.1 18.3
Fusion_Joint 9.8 11.0 | 129 | 19.0 | 335 | 173

Table 3.8 CER (%) of different E2E systems with test set 2: both the SNRs and the noise of
the test set are unknown.

B | System CER (%)
17.5dB | 12.5dB | 7.5dB | 2.5dB | -5dB | AVG.
Noisy 20.3 24.5 30.5 454 | 76.7 | 40.0
DM_separate 25.1 35.8 58.1 91.5 | 1254 | 68.4
| SA_separate 31.1 48.8 78.6 | 113.5 | 1574 | 87.4
Fusion_separate 23.8 36.3 61.6 975 | 1394 | 73.1
DM_Joint 16.5 20.7 31.0 549 | 102.6 | 459
0.5 | SA_Joint 14.2 17.1 23.8 38.0 | 833 | 358
Fusion_Joint 14.9 19.9 33.3 579 | 106.6 | 47.4
DM_Joint 16.4 19.6 27.9 457 | 964 | 41.9
1 | SA_Joint 14.0 16.7 24.0 37.7 | 759 | 342
Fusion_Joint 13.8 16.8 23.0 | 368 | 739 | 333

very similar. All methods showed better performance with the increase in SNR. Compared
with other methods, the performance of “DM_H — DM_F” increased significantly as the
SNR improved.
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3.4.5 Results and Analysis of MDMs-SF E2E ASR
Impact of MDMs-SF ASR without joint training

From Table 3.5 to Table 3.8, although “Fusion_separate” achieves the best performance
in SE tasks, “DM_separate” achieves better performance on ASR. The ASR back-ends of
“DM_separate”, “SA_separate”, and “Fusion_separate” are all trained on clean data. Compar-
ing the results of Table 3.7 and Table 3.8, high SNR is beneficial to the “Fusion_separate”.
However, when the SNR is low, the poor recognition performance of “SA_separate” affects
the “Fusion_separate”. The performance of the fusion system is between the two fused

systems.

Impact of SF-based ASR with joint training

Joint training has different effects on “Fusion_Joint”, “DM_Joint” and “SA_Joint”. During
joint training with B=1.0, the system did not introduce enhanced loss. In “Fusion_Joint”, the
fusion module fuses “Fusion_Joint_DM” and “Fusion_Joint_SA”. The loss in speech signal
“Fusion Joint Mapping” becomes serious, as it does no longer work for enhancement, but
focuses on feature extraction for recogition. The ASR performance of the systems obtained
by using joint training is greatly improved. We explored whether it is necessary to introduce
an enhancement loss (8 = 0.5) during joint training. The results indicate that it does not
improve the ASR performance, but instead dramatically degrades it. We compared the two
parts of the loss and found that the enhancement loss is larger than the ASR loss, which
may affect the convergence of the ASR part. With 3 set to 1, the recognition rate constantly
improved as the SNR improves. “Fusion_Joint” gives improved results in almost all cases,
especially when the SNR is low. In the case of 0 dB SNR, “Fusion_Joint” gives a relative
improvement of more than 7% compared with “SA_Joint”, and close to 17% compared
with “DM_Joint”. This shows that leveraging the complementarities between mapping- and
masking-based SE systems is effective for robust ASR, especially when the noise is large (i.e.,
low SNR). When the noise and SNR are both unknown, the performance of “Fusion_Joint” is
improved compared with “DM_Joint” and “SA_Joint”, though the improvement is not large.
This may be because “Fusion_Joint” benefits from better enhancement systems. Improving

robustness of deep-learning-based SE for unseen noise is important.

3.5 Conclusion

In this chapter, we have fused the enhanced spectrograms to improve the SE and ASR.

We first investigated the complementary between the mapping-based and masking-based
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frequency-domain SE systems. We found that the mapping-based SE system performs well
at low frequencies, while the masking-based SE system performs smoothly for full-band
information. Then, we proposed the SBSF to enhance the poor performance sub-band of
the full-band spectrogram. It shows that refining the poor performance sub-band helps SE.
Finally, we utilized the complementary between these two learning targets and proposed
MDMs-based SF for noise ASR. The experimental results show that the complementary
between different SE systems helps SE and ASR performance.



Chapter 4

Fusion of Multi-masked and
Multi-resolution Spectrogram for SE

4.1 Introduction

Spectrogram is a common feature for frequency-domain SE [81, 82, 24]. For noisy speech,
the noise will destroy the speech spectrogram structure [3], especially the texture information.
In addition, due to the influence of noise, it is difficult to see the shape of many important
structures such as formants in noisy spectrograms. This brings difficulties to SE. Some
two-stage systems utilize the first stage to obtain enhanced spectrogram, which are then
fed into the second stage as input features. Although this is helpful for network learning,
the enhanced spectrogram obtained in the first stage often has great defects in details and
information retention, which makes it difficult to obtain a greater improvement through the
second stage.

In this work, we address the above problem by highlighting speech components. We
extract the strong speech part and ignore others, so as to make the boundary of the speech
component obvious. Strong speech part is determined based on the output mask by a trained
masking-based SE system. The mask value shows the proportion of speech components
present. We extract the spectral information corresponding to the position where the mask
is larger than a certain threshold to form a feature map. The stacking of feature maps of
strong speech components enables the input features to provide sufficient speech boundary
information, making the neural networks more sensitive to the input features.

Furthermore, according to the resolution of the spectrogram, which is controlled by the
length of framing time, it can be divided into wideband and narrowband [83]. The two kinds
of spectrograms are much different and have their own characteristics [83]. Fig. 4.1 shows
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Fig. 4.1 Spectrogram examples extracted with different window lengths: (a) 32ms narrowband
spectrogram; (b) 16ms wideband spectrogram; (c) 8ms wideband spectrogram.

the spectrograms extracted by 8ms, 16ms, and 32ms length of framing time. Because of the
short time period of each frame, wideband spectrograms have better time resolutions and
can capture the rapid amplitude changes [84]. In the wideband spectrograms, the formant
information of speech can be clearly seen, but the harmonic frequencies cannot be seen [84].
On the other hand, the narrowband spectrograms have longer frame lengths. It is too long to
capture the rapid changes in amplitude [84], but have better spectral resolutions. It is easy to
see the position of the harmonics in the narrowband spectrograms, but difficult to spot the
position of the formant [84].

Although there is information complementarity between spectrograms with different
bandwidths, the current SE system conventionally uses spectrograms extracted by a single
window length as input and output. Some related works use convolutional neural network to
extract multi-scale features [85-92] instead of multiple bandwidth spectrogram inputs.

In this work, we design a multiple input SE system by incorporating 8ms and 16ms band-
width spectrogram to the 32ms bandwidth spectrogram enhancement system. Spectrograms
of different bandwidths are processed by multiple convolution blocks separately, and they are
fused in the encoder. Two fusion positions are tried. More specifically, different bandwidth
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spectrograms are fused only in the last encoder layer (MI-F) or layer by layer (MI-L). We
propose to use Linear Blocks to fuse different information. For MI-F, one Linear Block is
only added to the last encoder layer; for MI-L, Linear Blocks are added after each encoder
layer.

4.2 Multi-masked and Multi-resolution Spectrograms Fu-

sion

4.2.1 Multi-masked Spectrograms Fusion (MM-SF)

Spectrogram is a widely used feature to SE. However, the noise greatly deteriorates the
structure of speech components in the spectrogram, especially when the signal-noise ratio
is small. This will greatly affect the processing of the deep neural network with noisy
spectrograms. We design multi-masked spectrograms fusion (MM-SF) to extract input

features to highlight speech components from the noisy features.

Enhanced Spec. @ Decomposed Spectrograms

® Spectrogram decomposition

Concat.
< A| B B
Iy A 4 Iy
' [ J
0
/® Decorpposed masks according to mask value \
1)1 1 00 0|0
............... ot !
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Noisy Spec. Mask value > 0.2  Mask value > 0.4 Mask value > 0.6 Mask value > 0.8
\ 4 4 4 4 /
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0.7 (0.9
@ Mask
(a): Flowchart of proposed system (b): One example of spectrogram decomposition

Fig. 4.2 (a) Flowchart of proposed multi-masked spectrograms fusion (MM-SF). (b) one
example of multi-masked spectrograms extraction.

Fig. 4.2—(a) shows the flowchart of our proposed method. The proposed method has two
stages. Masking-based SE is chosen to estimate a mask for the first stage. Then the mask is
used to extract multi-masked spectrogram. The multi-masked feature D is as input feature to
the second stage:

M =¥ (D), (4.1)
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where M is the estimated mask of second stage. It should be emphasized that the enhanced
spectrogram is not included as input feature in the second stage. Both two stages adopt the
structure of CRN [93].

We extract the multi-masked spectrogram according to the value of M. A mask value
shows the proportion of speech components in noisy speech. Since most of the values of
mask are in (0, 1), we divide (0, 1) into n equidistant intervals. The mask value greater than
the lower bound of the interval is used to form a new feature map. The speech components
with larger mask values have a high probability of being prominent. Our purpose is to
only retain strong speech components in the decomposed spectrograms, ignoring other
information. Thus, clear edge connection can be formed, so as to highlight the shape of the
speech components.

This multi-masked spectrogram extraction can be divided into two steps: mask estimation
and multi-masked spectrogram extraction. Each T-F bin in i—th masked spectrogram is:

_ 0, M[} < b},

SR CRI IR

where b; denotes the lower bound of the i—th interval and M,- denotes the extraction mask.
Thus, we can obtain N masks.
We use the masks to extract the information of the corresponding position in the noisy
spectrogram:
X, =M, 0Y, (4.3)

where )A(i denotes the i—th masked spectrogram. For a feature map with a large lower bound
of the mask interval, the speech information is more obvious. Finally, we concatenate the

obtained feature maps to get a multiple-channel feature:
X| = concat(X;),i € [1,N], 4.4)

We use the multi-masked spectrograms as the input of the second stage network. It should be
noted that we only use mask decomposition to obtain binary matrices instead of using the
mask to enhance the spectrogram.

4.2.2 Multi-resolution Spectrograms Fusion

In this work, we utilize supplementary information of different bandwidth spectrograms. The

proposed method inputs multi-bandwidth spectrograms simultaneously.
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Fig. 4.3 The flowchart of the proposed multi-resolution spectrograms fusion systems.

Structure of Neural Network

The flowcharts of the proposed methods are shown in Fig. 4.3—(a) and Fig. 4.3—(b). Both
of Multi-input Final Fusion (MI-F) and Multi-input Layer-by-layer Fusion (MI-L) have an
encoder, LSTM layers and a decoder. The network structure in front of the LSTM layers
comprises the encoder. We use a Linear Block (shown in Fig. 4.4 to fuse the information of

multiple bandwidth spectrograms:

h = LB(fm3, fmye, fmg), 4.5)

where the fmsy, fmye, fmg are feature maps of 32ms, 16ms, and 8ms bandwidth spectro-
grams respectively. LB represents the Linear Block, and 4 is the output of Linear Block. &
and fm3, have the same feature dimension, which is realized by the linear layer of the Linear
Block. For MI-F, Linear Block is only added to the last layer of the encoder. For MI-L,
Linear Blocks are used to fuse the multiple bandwidth information after each Conv Block
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Fig. 4.5 16ms and 8ms features aligned with 32ms features for framing

concatenation

in the encoder. The residual connection is used between the corresponding encoder layer
and the decoder layer. For layers without a Linear Block, we directly input the output of the
Conv Block into the corresponding layer of the decoder. When there is a Linear Block, we
input the output of the Linear Block to the corresponding layer of the decoder. The proposed
network can be expressed as follows:

M = Ny (fmz2, fmie, fms), (4.6)
or
M = Ny (fm3a, frs, fmg), 4.7)

where Ay;—F and Ay are networks of proposed MI-F and MI-L methods. The final
enhanced spectrogram can be obtained by Eq. (2.9).
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Fig. 4.6 Diagram of the frame concatenation.

Processing of Input Features

Spectrograms extracted with different time periods have different information in the same
time frame. With different lengths of framing time and frame shift, the frame number and
information of each frame are also different. In order to ensure that the corresponding frames
of different bandwidth spectrograms are aligned when input to the network, we concatenate
adjacent frames of 16ms and 8ms spectrograms. This process is applied after the Conv Block
and before the Linear layer. In this work, the frame shift was 50%. One frame of 32ms
spectrogram corresponds to adjacent 3 frames of 16ms spectrogram; one frame of 32ms
spectrogram corresponds to adjacent 7 frames of 8ms spectrogram. In addition, to align the
frames, the start and end time of the 32ms frame must be the same as that of 16ms/8ms
after framing. This means that the i-th 32ms frame corresponds to the framing centered on
the 2i-th 16ms frame and the corresponding framing centered on the 4i-th 8ms frame. The
corresponding relationship is shown in Fig. 4.5. The diagram of the frame concatenation is
shown in Fig. 4.6.

Training of the Network

The network takes SA masking as a learning target which calculates the loss with Eq. (2.7).
The output of the network is the mask m for the 32ms spectrogram, which is used for

enhancement in Eq. (2.9)
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4.3 Experiments

We used the VB dataset !, which is detailed described in the Chapter 3.4.1.

4.3.1 Feature Extraction
Feature extraction for MM-SF

We used the following parameters: window length was 512; hop length was 256; short-time
fourier transform points was 512. We used the magnitude of the spectrogram as both input

and output of this experiment.

Feature extraction for Multi-resolution spectrograms input system

We used the following parameters to extract 32ms spectrogram: window length was 512; hop
length was 256; short-time Fourier transform points was 512. For 16ms/8ms spectrograms,
these hyperparameters were set to 256/128, 128/64, 256/128. We used the magnitude of the

spectrogram as both input and output of the experiments.

4.3.2 Baselines

We tested three baseline methods for MM-SF:

* CRN: the network was trained with Eq. (2.7); the input feature is noisy spectrogram; the
input size was 1 x 257 x F'.

* CRN-stack: a two-stage method; it contains two CRNs, the input of the first CRN is noisy
spectrogram, the input of the second CRN is the enhanced output from the first CRN.

* CRN-stack-w-noisy: the input of the second CRN is the concatenation of noisy and
enhanced spectrogram; the other structures are same with “CRN-stack”.

For the baselines to evaluate MI-L and MI-F, we tried 32ms, 16ms, and 8ms spectrogram
as input features for CRN. With different input feature dimensions, the dimensions of
multiple bandwidth spectrograms will also have different dimensions after the convolutional
processing, which will affect the number of nodes in the LSTM layers. For the input of
32ms spectrogram 1,792 LSTM layer nodes were used; 768 nodes for 16ms spectrogram and
256 nodes for 8ms spectrogram. All models had two LSTM layers. In order to make a fair
comparison by considering the effect of the Linear Block, we add Linear Blocks after each
Conv Block for the 32ms spectrogram baseline (+ linear).

'https://datashare.ed.ac.uk/handle/10283/2791
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Table 4.1 Results of different enhancement systems.

System SIG | BAK | OVRL | PESQ
noisy (input) 335 | 244 | 2.63 1.97
CRN 351 298 | 3.02 2.56
CRN-stack 3.60 | 3.04 | 3.10 2.62
CRN-stack-w-noisy | 3.83 | 3.07 | 3.23 2.64
MM-SF 4.02 | 3.10 | 3.37 2.72
8
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Fig. 4.7 Samples of decomposed spectrograms.

4.3.3 Neural Network Structure

We used the convolutional recurrent neural network (CRN) [93] in these experiments. In all

experiments, except for the input dimensions, the network structures were the same. They

have 5 encoder layers and 5 decoder layers. The parameters of the convolutional layer in the
Conv Block are as follows: kernel size of (3,2), stride of (2, 1) and padding of (0, 1). The
parameters of the deconvolutional layer in the DeConv Block are as follows: kernel size of
(3,2), stride of (2, 1) and padding of (0, 0) except that (1, 0) was used for the 4th layer; the
activation function of the last layer is ReLLU, and the other layers are ELU. The numbers of
feature maps in the encoder was 1 — 16 — 32 — 64 — 128 — 256, and the numbers of
feature map in the decoder were 512 — 256 — 128 — 64 — 32 — 1. The LSTM had two

layers, each layer had 1,792 nodes. We used n to represent the input feature dimensions.
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Fig. 4.8 Measures on different decomposition numbers: Red line represents the “MM-SF”;
Blue line represents the “CRN-stack”; Black line represents the “CRN”.

4.3.4 Results of MM-SF

Performance of Different SE Systems

Table 4.1 shows the results of different enhancement systems. It is difficult to get the
improved results simply by stacking the network. Although the “CRN-stack” had double
number of parameters, the improvement of performance was small. Even when the noisy
spectrogram was added back in the second stage, the gains were still small.

In Table 4.1, “MM-SF” denotes the proposed spectrogram decomposition-based system.
The number of parameters of “MM-SF” is almost the same as “CRN-stack”. Compared to
simple stacking, spectrogram decomposition can provide more than 0.1 PESQ improvement.
Because the decomposed spectrogram is still noisy, PESQ had an 0.15 improvement from
the baseline “CRN” that only takes the noisy spectrogram as input. This indicates that the
speech component awareness is helpful for enhancement tasks. Moreover, “MM-SF” was
more effective than other methods in maintaining the speech signal, e.g., it had about 0.42
SIG improvement from the “CRN-stack™.

The Effect of Decomposed Spectrograms

Figure. 4.7 shows a sample of the decomposed spectrograms. We randomly selected some
high value boundaries. It can be clearly seen that some speech components are highlighted.

It shows that spectrogram decomposition can make the CNNs more sensitive.

Effect of Different Decomposition Numbers

Figure. 4.8 shows the evaluation metrics for different decomposition numbers. The decom-
position number of 30 is shown in Table. 4.1. All decomposition methods had improved
performance over baselines, especially when the decomposition numbers were 30 and 70.
This trend was obvious for PESQ, SIG, and OVRL. It was not the case that finer spectrogram
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Fig. 4.9 Spectrograms of different enhancement systems: (a) clean speech; (b) CRN enhanced
speech; (c) CRN-stack enhanced speech; (4) Decomposition enhanced speech.

decomposition could lead to better enhancement performance. This implies that the appropri-
ate decomposition number needs to be found when decomposing the spectrogram. Moreover,
the BAK was not much changed. The decompositions number was more likely to affect the
recovery of speech components and the overall signal.

Effect of Spectrogram Decomposition on Spectrogram

Figure. 4.9 shows the spectrograms of different enhancement systems. “CRN” had serious
information loss in the silent regions. Although “CRN-stack™ had alleviated this problem,
there was residual noise. Moreover, the energy of “CRN-stack” was greater in the speech
regions, and some detailed information was lost. Compared with the other two methods, the

proposed “MM-SF” had better spectrogram recovery.

Effect of Spectrogram Decomposition on Feature Maps

We selected some feature maps from output of conv2d_1, which are shown in Figure. 4.10.
The noise in the feature maps extracted by “MM-SF” was greatly suppressed. In addition,

the speech signal part of the feature map was also better preserved, especially the middle and
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Fig. 4.10 Selected feature maps of baseline (CRN) and proposed decomposition method.

high frequency parts. This shows that the proposed spectrogram decomposition can help to
alleviate the robustness problem.

4.3.5 Results of Multi-resolution Input System
Effect of Different Bandwidth

Table 4.2 shows the results of different SE systems. SE systems were greatly affected by the
bandwidth of input and output features. Compared with the “16ms” and “8ms” systems, the
“32ms” system obtains the best PESQ. With the increase of the bandwidth, the PESQ score
tends to decrease. However, the wideband systems had the better speech signal recovery
according to SIG, but the “8ms” system had the worst performance in suppressing intrusion
noise (BAK) and overall signal recovery (OVRL). Due to the transient nature, the speech
signal is periodic in the range of vowels. The “8ms” spectrogram is too short to cover
transient stability, thus the “8ms” system had the worst performance.
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Table 4.2 Results of different enhancement systems: 8ms (16ms, 32ms) feat. represents that
8ms (16ms, 32ms) feature as input and output feature; 8ms (16ms) aux. represents that the
auxiliary feature is 8ms (16ms); 8, 16ms aux. represents that the auxiliary features are both
8ms and 16ms spectrograms.

SYSTEMS SIG | BAK | OVRL | PESQ
noisy (original) 335 | 2.44 2.63 1.97
8ms feat. 3.61 | 292 | 292 2.26

16ms feat. 3.62 | 3.07 3.02 2.48
32ms feat. 3.51 | 2.98 3.02 2.56
~ +linear | 356 314 | 3.01 | 2.50
8ms aux. 3.69 | 3.25 3.16 2.66
MI-F | 16ms aux. 3.61 | 3.14 3.07 2.57
8, 16ms aux. | 3.54 | 3.20 3.03 2.56
8ms aux. 3.51 | 3.19 3.03 2.61
MI-L | 16ms aux. 3.71 | 3.18 3.13 2.59

8, 16ms aux. | 3.81 | 3.22 3.22 2.66

CRN

Table 4.3 Input dimension (32ms, 16ms, 8ms) of Linear Block in different encoder layers:
we use the output dimension of Conv Block () x the number of framing m.

Encoder Layers | 32ms 16ms 8ms

1 128 x 1|64 x3|32x7
63 x1 |31 x3]15x%x7
31 x1 [ 15x3 | 7x7
I5x1 | 7x3 | 3x7
7 x1 3x3 | 1 x7

N W

Effect of Linear Block

We directly added a Linear Block to the 32ms-based system for fair comparisons. A Linear
Block was added after each Conv Block in the encoder without introducing auxiliary infor-
mation of other bandwidths. The results in Table 4.2 show that adding Linear Blocks slightly
improved SIG and BAK scores. However, OVRL and PESQ of the enhanced speech signal
are degraded.

Effect of MI-F

In the MI-F method, a Linear Block is added to the last layer of the encoder. The experimental
results in Table 4.2 show that the best performance was obtained when using the “8ms aux.”.
With “16ms aux.” and “8, 16ms aux.”, SIG, BAK, and OVRL were improved but the
improvement of PESQ was limited. The results show a trend that “8ms aux.” was better
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than “16ms aux.”, and “16ms aux.” was better than “8, 16ms aux.”. We reason that it is
difficult for a single linear layer to incorporate a lot of information. Table 4.3 shows the input
dimension of the Linear Block in different encoder layers. The 16ms spectrogram contains 9
dimensions (3 x3) in the fifth encoder layer, while there are only 7 dimensions (1x7) for the
8ms spectrogram. High-dimensional (9-dimensional embedding for 16ms; 16-dimensional
embedding for 8, 16ms aux.) features are not well fused by the single linear layer, resulting

in a limited performance improvement.

Effect of MI-L

In the MI-L method, a Linear Block is added after each Conv Block in the encoder for
information fusion. The experimental results in Table 4.2 show that the best performance
was obtained when using the “8, 16ms aux.”, while “8ms aux.” and “16ms aux.” had limited
improvement for PESQ. When 8ms and 16ms spectrograms were used into the network as
auxiliary information simultaneously, all evaluation measures were greatly improved. This

shows that with layer-by-layer fusion the different spectral information was fused well.

Difference Between MI-F and MI-L

In both MI-F and MI-L, “8ms aux.” achieved better performance than “16ms aux.”. Compared
with the 16ms spectrogram, the 8ms spectrogram has a larger difference from the 32ms
spectrogram. Therefore, spectral information with larger differences is more effective. In
addition, with sufficient fusion capability, more information can lead to better performance.
MI-L outperforms MI-F on all evaluation measures. Besides, MI-F needs the fusion layer
to have a smaller dimension, while MI-L needs the fusion layer to have a larger dimension.
Furthermore, the auxiliary spectrogram of MI-F needs to be much different from the main
enhanced spectrogram, while auxiliary spectrograms of MI-L are required to have more

complete information.

Effect of Proposed Methods on Spectrogram

Fig. 4.11 shows the spectrograms of different SE systems. The main difference between these
SE methods is the restoration of high frequencies and the processing of silent segments. Part
A is a silent segment, “CRN” lost a lot of energy, while “MI-L" has better signal recovery.
Furthermore, both “MI-F” and “MI-L” achieved recovery of sharper high-frequency detail.
For Part B, “MI-F” and “MI-L" had better high-frequency recoveries than “CRN”. For Part
C, some noise was not removed in all enhanced spectrograms, but “MI-L” contains less noise.

We reason that the time-varying information provided by the wideband spectrogram helps
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Fig. 4.11 Spectrograms of different SE systems.

narrowband spectrogram restoration. Furthermore, although the PESQ of “MI-F” was the
same as that of “MI-L", there is still some information loss in “MI-F”. Spectrograms with

more bandwidth as input features help preserve spectral information.

4.4 Conclusion

In this chapter, we improved the SE with the input features. We first decomposed the spec-
trogram with a masking-based SE system. The feature maps are extracted with different
threshold values in the mask. In this way, the components with high speech parts are obtained.
The MM-SF system has better speech components and overall signal recovery. Besides, a
proper decomposition number can bring better enhancement performance. Moreover, the
proposed spectrogram decomposition helps the neural network by extracting feature maps
with less noise and prominent speech components. The spectrogram can be divided into
wideband and narrowband according to the resolution of the spectrogram. We improved

the narrowband-based SE system with the wider bandwidth spectrograms as auxiliary infor-



54 Fusion of Multi-masked and Multi-resolution Spectrogram for SE

mation. We propose multi-input final fusion (MI-F) and multi-input layer-by-layer fusion
(MI-L) to incorporate information from different bandwidth spectrograms. MI-F adds a
Linear Block only to the last layer of the encoder, while MI-L adds Linear Block after each
Conv Block in the encoder for information fusion. With better fusion ability, MI-L achieves
a better performance. Moreover, systems with larger differences in bandwidth achieve better
performance. The proposed methods achieved better spectral recovery on silent segments

and high-frequency spectrograms.



Chapter 5

Fusion of Spectrogram Features into
Waveform-domain SE

5.1 Introduction

Waveform-domain SE [5, 6, 10] adopts speech waveform as input and output features. The
magnitude and phase information is included in the waveform. With intensive studies,
waveform-domain SE systems achieve state-of-the-art performance in many datasets [5, 6,
11]. However, it is often pointed out that the frequency-domain SE systems have more stable
enhancement performance than waveform-domain SE systems [12] because the instability
of the phase information [13] makes the waveform less stable than the frequency-domain
magnitude of the spectrogram.

In order to improve the robustness of the waveform-domain SE method, we have proposed
a waveform-spectrogram hybrid system (WaveSpecEnc) [94]. The proposed method com-
plements waveform-domain DEMUCS [5] with the magnitude of spectrogram information.
The waveform-spectrogram information fusion is done in the encoder. In each encoder layer,
temporal and spectral information is first extracted by convolution processing at the utterance
level. Then, the temporal feature maps are segmented and aligned with the spectral feature
maps. The aligned spectral information is used to refine the segmental temporal information.
The Hybrid DEMUCS [95] also integrates information on the temporal and spectrogram
domains. The significant difference between the Hybrid DEMUCS [95] and our proposed
WaveSpecEnc is that the Hybrid DEMUCS [95] employs shared encoder and decoder layers
to process the information from different domains, while the WaveSpecEnc integrates the

spectrogram information into the waveform encoding layer by layer.
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In addition to human hearing experience, improving automatic speech recognition (ASR)
[96] in noisy conditions is crucial for the SE front-end. Previous works [97, 98] have
found that information loss caused by the SE front-end affects the performance of ASR.
To alleviate the problem, in this study, we improve the WaveSpecEnc by augmenting the
encoding information of the ASR back-end with spectral information extracted in the SE
module (WaveSpecEnc+). The enhanced spectral feature maps in the last layer in the
WaveSpecEnc encoder are used to supplement the filter-bank (FBank) encoding in the ASR
back-end. Different from previous works [97, 98], the enhanced waveform-domain and
spectrogram-domain encodings are fused in this work instead of fusing the original noisy
and enhanced spectrograms. Furthermore, previous work [99] has found that some speech
information is highlighted after joint training, which means that spectral information useful
for ASR is emphasized. In this manner, we aim to extract discriminative information from
the enhanced spectral feature maps, which helps improve filterbank encoding performance
in the ASR encoder. Compared to WaveSpecEnc [94], which only integrates spectrogram
encoding information into the front-end’s temporal information, WaveSpecEnc+ integrates
spectrogram encoding information into both the front-end and the ASR back-end to enhance
the performance of ASR.

5.2 Waveform-spectrogram Hybrid System

5.2.1 WaveSpecEnc SE Front-end

Although the performance of waveform-domain SE models has been improved, the instability
of the phase information makes the waveform-domain representation less stable than the
frequency representations. We propose a waveform-spectrogram Hybrid system (WaveSpe-
cEnc) to address this problem. Specifically, we incorporate auxiliary frequency-domain
information into waveform-domain features to improve the robustness. The magnitude of the
spectrogram is adopted as frequency information.

The waveform-spectrogram information fusion is done in the encoder. Fig. 5.1—(a) shows
the encoder layer of the proposed WaveSpecEnc. The waveform-domain feature maps are
extracted by the same structure of “Time Block” in Eq. (2.13). The waveform-domain input
from the previous WaveSpecEnc encoder layer or original waveform is denoted as y,. To get
stable waveform-domain representations, the spectral features are used to refine the extracted
feature maps by the “Time Block™. y ¢ represents the spectral information from the previous

“Frequency Block” or the magnitude of the spectrogram. Each “Frequency Block™ stacks
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Fig. 5.1 (a) Encoder layer structure of the proposed waveform-spectrogram Hybrid system
(WaveSpecEnc); (b) feature dimensions processed by different blocks in the proposed encoder
layer: y, represents the waveform-domain input from the previous WaveSpecEnc encoder
layer or original waveform; y, represents the spectral inputs from the previous frequency
block or the magnitude of the spectrogram; )7} represent the spectral output (to the frequency
block in the next encoder layer); y, represents the final output (to the next encoder or LSTM
layer).

“Conv_2d” layers:
BatchNorm2d(ELU (Conv2d(-))). (5.1)

With different kernel sizes, strides, and convolutional channels, the three “Conv_2d” layers
have different purposes. The first “Conv_2d” layer enhances the spectral feature maps and
keeps the feature frame the same as the original spectrogram. We denote the output of the
first “Conv_2d” layer as )7} which serves as the input of the next “Frequency Block™ in the
next encoder layer and the second “Conv_2d” layer simultaneously.

However, it has different convolutional channels and frames from those of the temporal
feature maps. Therefore, another two "Conv_2d" layers are introduced to extract deep
encoded features with the same convolutional channels and frames as those of the temporal

feature maps:
BatchNorm2d(ELU (Conv2d(BatchNorm2d(ELU (Conv2d(+)))))). (5.2)

For the number of layers to extract deep encoded features, we have tried to use one and three
"Conv_2d" layers: the performance of one "Conv_2d" layer drops. The three "Conv_2d"
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layers have the same performance as the two "Conv_2d" layers. Thus, we finally choose to
use two "Conv_2d" layers.

After temporal and spectral information extraction, ‘“Refining Block” is adopted to refine
the temporal feature. The temporal feature is first segmented into 32-ms frames. The spectral
feature is extracted with the same frames as the 32-ms segmented temporal feature. The

“Refining Block™ consists of one fully connected layer:
ReLU (linear(+)). (5.3)

Its input feature is the concatenation of 32-ms segmental waveform-domain and frequency-
domain features. It maps the waveform-spectrogram hybrid feature maps into the refined
temporal feature maps with the same dimensions as the waveform-domain features.

Finally, “Fusion Block” adopts one “Conv_1d” layer to fuse the original and refined
feature maps. The output of each proposed encoder layer is represented as y,. Fig. 5.1-(b)
shows more detailed illustration of these processes with the feature dimensions.

Other parts of the WaveSpecEnc are the same with DEMUCS [5]: two LSTM layers and
a decoder with Eq. (2.14). Both the encoder and decoder contain five layers. The upsampling
and downsampling processing are also included. The loss function is the same as Eq. (2.15).

It is also important to improve the performance of ASR with the SE front-end. We first try
directly using WaveSpecEnc as the SE front-end for robust ASR, shown in Fig. 5.2—(a). The
output of WaveSpecEnc is the waveform-domain speech waveform. The log Mel-filterbank
(LMFB) is extracted from the enhanced waveform to input into the ASR back-end.

As the number of parameters in the end-to-end ASR back-end [100, 101] is usually much
larger than that of the SE front-end, it is difficult to train or finetune it with a small amount of
unseen noisy data. Therefore, we first pretrain the ASR back-end with a large amount of data.
During joint training, the back-end parameters are frozen and only the front-end parameters
are finetuned [14]. In this way, the plug-in front-end trained by a small amount of data can
meet the needs of different robust noise conditions. The loss function for ASR (Z%ypriq With
Eq. (2.24)) is adopted. This training scheme is same as the DEMUCS-based system.

5.2.2 WaveSpecEnc+ for Robust ASR

SE front-end often suppresses not only noise but also speech [97, 98]. This is good for human
hearing but not for speech recognition. Some previous works [97, 98] fuse the original noisy
spectral feature with the enhanced spectral feature to alleviate this drawback. However, using
unprocessed noisy features will make it difficult for network learning. In this study, we can
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Fig. 5.2 Flowchart of different robust ASR systems: (a) ASR system with WaveSpecEnc
front-end; (b) WaveSpecEnc+-based ASR system.

exploit or re-use the “Frequency Block™ of WaveSpecEnc to augment the features for ASR.
Fig. 5.2—(b) shows the flowchart of the WaveSpecEnc+-based robust ASR system.

The subsampling layer is adopted to subsample the output of the final “Frequency Block”
in the front-end encoder, which ensures that the spectral information has the same frames
as the feature in the ASR back-end. The Subsampling layer has the same neural network
structure as the Subsampling layer in the ASR back-end: two Conv2d layers use a four-time
subsampling rate. An additional Conformer layer encodes the spectral information with the
attention mechanism. Finally, the fusion probabilities of two encoding information for each
frame are obtained by a fully connected layer:

W = ReLU (linear(-)). (5.4)

The LMFB encoding and spectral encoding are fused after the first Conformer layer in the
encoder of the ASR back-end:
e{ =Wi(ey,s). (5.5)
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Table 5.1 (Unprocessed noisy data) Evalution metrics on real development and evaluation
sets.

Real Development Set Real Evaluation Set
SIG OVRL BAK dMOS |SIG OVRL BAK dMOS

BUS 14 12 1.3 27 |16 13 1.3 24
STR 24 1.7 1.6 27 |24 1.7 1.7 2.6
PED 3.0 2.1 2.1 29 (22 15 1.5 24
CAF 25 1.6 1.6 2.7 | 2.1 1.4 1.4 2.5

Condition

s is the extracted spectral encoding information, and e; is the output of the first encoder layer
of the ASR back-end. e{ is the fused feature, which is input to the second encoder layer of
the ASR back-end. The ASR back-end is frozen during joint training using the loss function
of ASR (Zuyprig With Eq. (2.24)).

5.3 Experiments

5.3.1 Evaluations of Pre-trained Speech Enhancement Front-end
Experimental Settings

The experiments were conducted using the CHiIME—4 dataset!, which includes four noise
conditions: bus (BUS), cafe (CAF), pedestrian area (PED), and street junction (STR). All
data were digitized with 16K Hz sample rate. For SE front-end pre-training, the Channel 1 —
Channel 6 simulated data from the training set were used; no development set was used
during training. We have adopted the single-channel setting: the channel 5 data in the
development and evaluation sets were used as the test sets. We tested in the following two
scenarios.

Seen model: All noise conditions (BUS, CAF, PED, STR) were used in training as seen
model.

Unseen model: We held out one noise condition to simulate the case of unseen scenario,
that is we trained the model using three different noise scenarios and evaluated it in the
remaining unseen noise scenario.

For baseline “Bi-LSTM” SE model, the input and output features were the magnitude of
the spectrogram. The “Bi-LSTM” contained two Bi-directional LSTM (Bi-LSTM) layers
and a fully connected layer. Each Bi-LSTM layer had 896 hidden nodes. For baseline

Uhttps://spandh.dcs.shef.ac.uk/chime_challenge/CHiME4/index.html



5.3 Experiments 61

(a) SIG in Real Development Sets (b) OVRL in Real Development Sets (c) BAK in Real Development Sets
2.0 K] 2.0 3.0
15 K L5 A 2.0
[ . REA I g @A
Lo K I g 1 TRE <orE NEKA K9
K | B ERE NEKIH K MR 1.0 kI
0.5 2 SRR %= 0.5 SR ES % o 2 A
MY NEKE RERE NEKE : A NERY NEkA kG
0.0 . - - 0.0 RN 1 1% I O o O 0 %0 0.0 (A
STR PED CAF STR PED CAF
(d) SIG in Real Evaluation Sets (e) OVRL in Real Evaluation Sets
2.0 2.0 3.0
15 L5 25| e
- ! =] 2.0
) = 53 %Al
s - (%
a RN ok o R < \
05 SREA RERE A 05 NERIN NEREA N
AR RIEEE (oI SERE S RIERE N
00 SEBEA IR & 0.0 A N A 00 L
STR PED CAF BUS STR
Bi-LSTM £ pEmucs H-DEMUCS WaveSpecEnc

Fig. 5.3 (Seen) Relatively improvement of SIG / OVRL / BAK values (1) compared with non-
enhanced signals (Table 5.1) in real development and evaluation sets. All noise conditions
are SEEN to the model.
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Fig. 5.4 (Unseen) Relatively improvement of SIG / OVRL / BAK values (1) compared with
non-enhanced signals (Table 5.1) in real development and evaluation sets. The test noise
conditions are UNSEEN to the model.

“DEMUCS” and the proposed ‘“WaveSpecEnc”, the channels in different depths were {1,
48, 96, 192, 384, 768}. Each LSTM layer contained 768 nodes. In each “Time Block”, the
kernel size and stride for the two “Conv_1d” layers were {8, 1}, and {4, 1}, respectively.
Each decoder layer’s kernel size and stride of the “Conv_1d” and “DeConv_1d” layers were
{1, 8}, and {1, 4}, respectively. For the first “Conv_2d” layer in each “Alignment Block”,
the kernel size and stride were 3 and 2, respectively. For the second “Conv_2d” layer in
each “Alignment Block™, the kernel size and stride were 3 and 1, respectively. The input and
output dimensions of “Refining Block™ were {640, 191, 63, 23,9} and {512, 128, 32, 8, 2}.
The input and output channels of “Fusion Block™ were {96, 192, 384, 768, 1536} and {48,
96, 192, 384, 768}. The kernel size of Convld in “Fusion Block™ is 1. For extracting the
spectrogram, the STFT points were 32-ms; the Hanning window was used; the STFT hop



62

Fusion of Spectrogram Features into Waveform-domain SE

(a) Simu. Development Sets

3.6

3.5 -

3.4 - ] -

33 3= ] NE N

3.2 &
BUS STR PED CAF

Bi-LSTM

(b) Simu. Evaluation Sets

S - -

- X - o

iy X - o

o Y - -

iy = - -
BUS STR PED CAF

] pEmucs

(c) Real Development Sets

N

N %

H g_%
RN |

(5% -

CAF

B H-DEMUCS B

‘WaveSpecEnc

(d) Real Evaluation Sets

NN
ST,

Fig. 5.5 (Seen) dMOS values (1) in simulated and real sets. All noise conditions are SEEN

to the model.

(a) Simu. Development Sets

Bi-LSTM

3

(b) Simu. Evaluation Sets

g ~ N 5
N N N 5
el N S [
BUS STR PED CAF

£ peEmucs

(¢) Real Development Sets

2]

STR

(d) Real Evaluation Sets

i
2%

[N
AT,

H-DEMUCS

WaveSpecEnc

Fig. 5.6 (Unseen) dMOS values (1) in simulated and real sets. The test noise conditions are
UNSEEN to the model.

length was 16-ms. The hyperparameter « in Eq. (2.15) was set to 0.5. We also compared
with “Hybrid DEMUCS (H-DEMUCS)” [95] by following the official source code?.

All neural networks were implemented with PyTorch. All SE front-ends were trained
with 200 epochs.

We used multiple linear regression analysis to form the following composite measures:
signal distortion (SIG) [77], background intrusiveness (BAK) [77], overall quality (OVL)
[77], the subjective Mean Opinion Score (dAMOS). All of them are evaluated by open-source
toolkit DNSMOS [102, 103], which is widely used in Deep Noise Suppression (DNS)
challenge?. Table 5.1 shows values of these metrics of the unprocessed noisy development
and evaluation sets.

Comparison of SE Systems in Different Domains

Fig. 5.3 and Fig. 5.4 show the SIG, OVRL, and BAK values of different SE systems in
real development and evaluation sets in seen scenario and unseen scenario, respectively.
“DEMUCS” outperforms “Bi-LSTM” on almost all noise conditions. It achieved better
speech signal recovery, overall quality recovery, and noise suppression. SIG and OVRL
were affected by noise conditions, especially on the evaluation set. The performance of most

Zhttps://github.com/facebookresearch/demucs/blob/main/demucs/hdemucs.py

3https://www.microsoft.com/en-us/research/academic-program/deep-noise-suppression-challenge-icassp-
2023/
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evaluation metrics is degraded under unseen conditions: the BUS noise condition was the
most challenging.

Although “DEMUCS” achieves better speech signal recovery (SIG), overall quality
recovery (OVRL), and noise suppression (BAK) than “Bi-LSTM”, it is not as good at the
dMOS values. Fig. 5.5 and Fig. 5.6 show the dMOS values in development and evaluation
sets in seen scenario and unseen scenario, respectively. The waveform-domain SE system
is sensitive to the noise conditions. This trend is not obvious in the simulated data sets but
is evident in the real data sets. For the simulated noisy sets, “DEMUCS” outperforms “Bi-
LSTM” in almost all noise conditions. Its superiority is almost diminished for the real noisy
sets. “DEMUCS” shows a significant degradation for all PED and CAF noise conditions.
This may be due to the large difference in data distribution between the training set and
the evaluation sets in these two noise conditions. The frequency-domain model showed
robustness against unseen noise conditions.

The reason for the dMOS degradation of “DEMUCS” may be because of the artificial
noise. Fig. 5.7 shows the magnitude of the spectrogram enhanced by different SE systems.
The spectrogram enhanced by “Bi-LSTM?” still contains much noise. Although the low-
frequency speech signal recovery quality of the “DEMUCS” is higher than the “Bi-LSTM”,

the high-frequency part introduces noticeable artificial noise.

Effect of Spectrogram Encoding

The proposed WaveSpecEnc system combines the advantages of waveform-domain and
frequency-domain SE systems. In Fig. 5.3 and Fig. 5.4, “WaveSpecEnc” outperforms “Bi-
LSTM” on all SIG, OVRL, and BAK evaluation metrics. Compared to “DEMUCS”, the
proposed system further improves SIG and OVRL by introducing spectral information.
The proposed system had a slight improvement on BAK compared to “DEMUCS”. For
the dMOS value in Fig. 5.5 and Fig. 5.6, the proposed “WaveSpecEnc” performed best in
all simulated noise conditions compared to “Bi-LSTM” and “DEMUCS”. For real noisy
conditions in development and evaluation sets, although the method proposed had slightly
worse than “Bi-LSTM” in the PED noise condition, there were still large improvements
from the waveform-domain “DEMUCS”. This shows that incorporating spectral information
into the waveform-domain SE system can improve the stability of the waveform-domain SE
system. Furthermore, the proposed method had a similar low-frequency restoration ability
with “DEMUCS”, which is shown in Fig. 5.7. The difference between the middle and high
frequencies was more noticeable, especially the high-frequency artificial noise introduced by
“DEMUCS” was significantly suppressed. This indicates that spectrogram encoding helps to
reduce the introduction of artificial noise.
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Fig. 5.7 Enhanced magnitude spectrograms of the pre-trained SE front-end. The clip is a real
noisy speech under PED noise condition: (a) Noisy, (b) Bi-LSTM enhanced, (c) DEMUCS
enhanced, and (d) WaveSpecEnc enhanced.

Different ways of combining spectral and temporal information show varying perfor-
mances on different evaluation metrics. Compared to “H-DEMUCS”, “WaveSpecEnc”
exhibited better speech signal restoration and overall quality restoration (SIG, OVRL),
while “H-DEMUCS” showed better noise reduction ability (BAK). These two methods have
their respective strengths and weaknesses in terms of dMOS improvement. It shows some
complementarity between different fusion methods.
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5.3.2 Evaluations of SE-based Adaptation for Noise-mismatched ASR
Back-end

Compared with the SE front-end, the ASR back-end has much more parameters, and thus
the necessary amount of the training data for the ASR back-end is usually far more than
that of the SE front-end. Moreover, in many practical applications, it is often not allowed to
finetune the ASR back-end but only possible to tune the SE front-end. In this Section, we
first investigate an effective adaptation way to finetune the SE front-end only by freezing the
ASR back-end when encountering a new noise scene. ASR performance can be improved by
finetuning the SE front-end by propagating the ASR loss [14].

Experimental Settings

For the Conformer-based ASR back-end, the number of encoder layers was 6. In each
encoder layer, the positional encoding layer type was the relative positional encoding module;
the subsampling rate was 4 with 2 Conv2d layers; the dimension of multi-head attention was
512; the number of attention heads was 4; the number of units of position-wise feedforward
was 2048; the activation function was swish; the dimension of the input LMFB was 80. The
decoder was based on Transformer [100, 104]. The number of decoder layers was 6. In
each decoder layer, the dimension of multi-head attention was 512; the number of attention
heads was 4; the hidden units number of position-wise feedforward was 2048. We used
all transcripts of CHiME-4, WSJO 4 and WSJ1 ° to define a dictionary. The size of BPE
vocabulary was 1014 including the < blank >, < unk >, and < sos/eos >.

Pretrained ASR back-end: WSJO, WSJ1, and Librispeech (960 hours) [105] were used
for ASR back-end pre-training. When pre-training, noises from the MUSAN dataset [106]
were synthesized with clean speech. The signal-to-noise ratio (SNR) was randomly selected
between 0 and 20 dB. The pre-trained ASR back-end was trained with 100 epochs. The
SpecAug [107] was applied when training. Ten checkpoints that performed well on the
development set were averaged as the final pre-trained model. The hyperparameter 3 in
Eq. (2.24) was set to 0.7.

Freezing ASR back-end and finetuning SE front-end: During joint training, the pre-
trained ASR back-end was frozen. This joint training was performed under the same training
condition with CHiIME—4 training data of front-end training. The development set of the
corresponding noise conditions of CHiME—4 were used to select the model according to the
minimum loss. All ASR systems were trained with 70 epochs.

“https://catalog.ldc.upenn.edu/LDC93s6a
Shttps://catalog.ldc.upenn.edu/LDC94S 13A
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Table 5.2 (Seen) Word Error Rate (%, |) in real development and evaluation sets. All noise
conditions are seen to the model. FT represents whether the front-end has been finetuned.
The back-end is not finetuned in this experiment.

Systems Seen FT BUS STR PED CAF AVG

Real Development

X 183 108 9.1 127 127

Conformer (pretrained)

Bi-LSTM v X 279 196 155 221 213
DEMUCS v X 244 184 140 20.1 192
H-DEMUCS v X 288 207 166 198 21.5
WaveSpecEnc v X 219 140 124 17.1 16.3
Bi-LSTM v v 133 81 68 84 92
DEMUCS v v 1.7 77 63 69 8.2
H-DEMUCS v v 122 77 67 73 8.5
WaveSpecEnc v v 108 73 63 6.7 7.8
WaveSpecEnc+ v v 104 71 6.1 63 75

Real Evaluation

270 141 196 224 20.8

>

Conformer (pretrained)

Bi-LSTM v X 619 263 349 406 409
DEMUCS 4 X 448 241 36.1 418 36.7
H-DEMUCS v X 519 267 350 382 379
WaveSpecEnc v X 456 237 374 377 36.1
Bi-LSTM v v 214 101 13,5 16.1 153
DEMUCS v v 192 92 128 149 140
H-DEMUCS v v 209 107 139 152 152
WaveSpecEnc v v 181 94 126 139 135
WaveSpecEnc+ v v 170 86 11.8 133 127

Word error rate (WER) was used to evaluate the ASR performance.

Evaluation in ASR

Table 5.2 and Table 5.3 show the WER in real development and evaluation sets. Directly
using a cascade system (the upper half of the real development and real evaluation sets in
Table 5.2) built with the pre-trained SE front-end and ASR back-end significantly degraded
the recognition performance, because the test noise in CHIME—4 dataset significantly differs
from the noise used for pre-training SE front-end and the ASR back-end. The joint training

(the lower half of the real development and real evaluation sets in Table 5.2) significantly
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Table 5.3 (Unseen) Word Error Rate (%, ) in real development and evaluation sets. The test
noise conditions are unseen to the model. Compared with the seen results in Table 5.2, the
relative decrease percentage of WER under the unseen testing (Decrease). FT represents
whether the front-end has been finetuned. The back-end is not finetuned in this experiment.

Systems Seen FT BUS STR PED CAF AVG Decrease

Real Development

Conformer - X 183 108 9.1 127 127 -

Bi-LSTM X v 140 85 73 8.8 9.7 5.4%
DEMUCS X v 144 79 66 7.1 9.0 9.8%
H-DEMUCS X v 150 77 68 7.4 9.2 8.2%
WaveSpecEnc X v/ 140 76 62 7.4 8.8 12.8%
WaveSpecEnc+ X v 133 70 60 6.6 8.2 9.3%

Real Evaluation

Conformer - X 270 141 196 224 20.8 -

Bi-LSTM X v 247 107 137 159 16.2 5.9%
DEMUCS X v 260 102 133 154 162 15.7%
H-DEMUCS X v 303 10.1 138 146 172 13.2%
WaveSpecEnc X v 297 99 13.0 142 16.7 23.7%
WaveSpecEnc+ X v 230 90 11.8 137 144 13.4%

improved recognition performance. “DEMUCS”-based front-end performs better than the
“Bi-LSTM”-based front-end in almost all noise conditions in ASR, although it was not good
at human hearing experiences under the PED and CAF noise conditions, which is evident in
real evaluation sets. The performance of the ASR system is degraded largely when tested
under unseen conditions as shown in Table 5.3. It shows that the degradation of “DEMUCS”
is much larger than “Bi-LSTM”. In particular, when the BUS noise data is not involved in
the training, the “DEMUCS” had a significant performance degradation. This is the case
with the proposed “WaveSpecEnc”, although spectrogram encoding gives a considerable
performance improvement in other noise conditions. This may be because the BUS noise
condition was the most adversary as shown in Table 5.1. Unexpectedly, while “H-DEMUCS”
greatly enhanced the dMOS, it did not bring strong performance for ASR.

Incorporating spectrogram encoding information into the ASR back-end, “WaveSpe-
cEnc+”, significantly and consistently improved ASR performance under all noise conditions.
It is also effective in the most challenging BUS condition. This result confirms that in-
corporating spectrogram encoding not only in the SE front-end but also ASR back-end is

crucial. This proposed method significantly outperformed all other methods (p-value < 0.01),
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Table 5.4 Number of Conformer Layers with Spectrogram Encoding (Num.). All noise
conditions are seen to the model.

Fusion Layers

Num. 1 2 3 4 5 6 BUS STR PED CAF AVG
Development
1 v 104 7.1 6.1 6.3 7.5
2 /7 106 68 6.0 62 7.4
3 v/ 108 6.8 6.1 6.5 7.5
4 v v /7 / 103 69 6.2 6.1 7.4
5 v v v 7/ 103 6.8 6.1 6.1 7.3
6 v Vv v v v v 108 70 64 6.7 7.7
Evaluation

1 v 170 8.6 11.8 133 12.7
2 /7 177 9.0 12.0 133 13.0
3 v/ 182 89 119 135 13.1
4 v v 7/ / 178 87 11.8 134 129
5 v v v 7/ 177 88 11.8 132 129
6 v v Vv Vv vV v 180 90 122 137 132

although the baseline “Bi-LSTM” shows better robustness (least decrease from the seen
condition).

Fig. 5.8 shows the enhanced magnitude spectrograms of different SE front-ends after
joint training. The front-end output after joint training is similar to the noisy spectrogram in
the speech parts, but the energy of some speech information is more prominent between the
noisy and enhanced features. This shows that the front-end SE with joint training preserves
the speech signal as much as possible while highlighting the effective ASR-related speech
components. Compared with the other enhancement front-ends, the speech components are
not highlighted in the “Bi-LSTM” spectrogram. Moreover, some high-frequency information
is blurred. The spectrogram of “DEMUCS” introduces artificial noise in the high-frequency
parts. “WaveSpecEnc” has some noise reduction effect but “WaveSpecEnc+ has better
noise reduction. This is because the joint training keeps the information of the spectrogram
encoding intact, and removes adversary artificial noise. We also conducted the dMOS
evaluation for the finetuned SE front-end. The evaluation showed that the finetuned SE
front-end considerably decreased performance compared with the pre-trained front-end

model.
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Fig. 5.8 Enhanced magnitude spectrograms of SE front-end after joint training. The clip
is a real noisy speech under PED noise condition: (a) Noisy, (b) Bi-LSTM enhanced, (c)
DEMUCS enhanced, (d) WaveSpecEnc enhanced, (¢) WaveSpecEnc+ enhanced.

Effect of Fusion Layers in ASR Back-end

“WaveSpecEnc+" incorporates the spectrogram encoding in the first encoder layers of the
ASR back-end. The layer-by-layer fusion was compared in Table 5.4. Fusion in many layers
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is not so effective for improving ASR performance. Despite the recognition performance
improvements observed in all models, deep-level incorporation of the spectrogram encoding
did not yield more noticeable performance gains. Instead, the most significant performance
improvement was obtained when incorporating the spectrogram encoding at the shallow
layer. As the encoder layers in the end-to-end ASR model become deeper, the content within
these layers tends to extract semantic information. In contrast, the shallower layers contain
mostly environmental and noise-related details. Fusing in the shallower layers shows more
effective.

5.3.3 Evaluations of Finetuning Both SE Front-end and ASR Back-end

Finetuning the ASR back-end using data from a new noise environment is a direct and
effective adaptation method. In this Section, we simultaneously finetune both the SE front-end
and ASR back-end using the CHiME-4 dataset. It should be noted that this is possible when
a large dataset is available. “Conv-Tasnet” [108] is also compared as the SE front-end, which
was pretrained with the simulated CHiIME—4 data with 100 epochs. The hyperparameter

settings were the same as those of ESPnet ©.

Experimental Settings

We tried two types of acoustic models. The first one was the same as the pre-trained acoustic
model in Chapter 5.3.2: the Conformer pre-trained with Librispeech-960 and MUSAN noise.
The second one adopted WavLM as the acoustic model.

Finetuning ASR and SE same as in Chapter 5.3.2: We conducted joint training, in
which the SE front-end and the ASR back-end parameters were finetuned using the CHIME—4
dataset. All simulated and real data from the training set were used.

Moreover, we also incorporated the language model (LM) to further improve the ASR
performance. We utilized the transformer-based LM. It contained 16 encoder layers. In
each encoder layer, there was no positional encoding layer; the dimension of multi-head
attention was 512; the number of attention heads was 8; the number of units of position-wise
feedforward was 2048. The training text consisted of two parts: the first part included
text data extracted from the CHiME-4 training set; the second part was obtained from the
“wsjl_Ing”, totaling approximately 1.7 million text samples. Shallow fusion was adopted to

integrate the LM and acoustic model with a fusion weight of 0.6 and 0.4.

®https://github.com/espnet/espnet/blob/master/egs2/chime4/enh1/conf/
tuning/train_enh_conv_tasnet.yaml
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Table 5.5 Word Error Rate (%, J.) in real development and evaluation sets. All noise conditions
are seen to the model. LM denotes whether to use the external language model.

Systems LM BUS STR PED CAF AVG

Real Development

Conformer (pretrained) - 183 108 9.1 12.7  12.7

Finetuned - 120 10.0 90 108 105
Finetuned v 93 78 74 87 8.3
Bi-LSTM v 86 82 78 93 8.5
Conv-Tasnet v 74 69 6.7 7.0 7.0
DEMUCS v 7.8 7.4 6.7 7.3 7.3
H-DEMUCS v 79 72 67 74 73
WaveSpecEnc v 76 73 6.7 74 73
WaveSpecEnc+ v 76 74 7.1 7.5 7.4

Real Evaluation

Conformer (pretrained) - 27.0 141 196 224 208

Finetuned - 185 109 144 158 149
Finetuned v 139 92 112 126 11.7
Bi-LSTM v 126 88 99 107 105
Conv-Tasnet v 110 83 85 101 95
DEMUCS v 113 80 86 104 9.6
H-DEMUCS v 116 80 86 97 95
WaveSpecEnc v 105 82 86 96 9.2
WaveSpecEnc+ v 103 75 79 92 87

Finetuning WavLLM and SE: We used the pretrained model checkpoint available on Hug-
gingFace 7, which consists of 24 layers of Transformer architecture. We used the character-
based dictionary. All parameters were finetuned with the CTC loss. The WaveSpecEnc+
spectrogram encoding is approximately 1.25 times the number of feature frames extracted
by the WavLM feature extraction module. Thus, the features need to be time-aligned. We
simply drop the sixth frame after every five consecutive frames of the spectrogram encoding.

Evaluation in ASR

Table 5.5 shows the ASR performance for real sets. Finetuning the ASR back-end using the
CHiME-4 dataset significantly enhanced ASR performance. Additionally, incorporating an

https://huggingface.co/microsoft/wavlim-large
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Table 5.6 Word Error Rate (%, J.) in real development and evaluation sets. All noise conditions
are seen to the model. WavLM is adopted as the acoustic model.

Systems BUS STR PED CAF AVG
Real Development

WavLM 63 54 46 52 54

Bi-LSTM 58 43 36 45 4.5

Conv-Tasnet 6.1 4.3 3.9 4.2 4.6

DEMUCS 56 48 36 42 45

H-DEMUCS 58 42 36 40 44
WaveSpecEnc 55 48 35 4.1 4.5
WaveSpecEnc+ 5.6 4.5 3.5 4.0 4.4

Real Evaluation

WavLM 8.2 5.8 6.7 6.6 6.8
Bi-LSTM 7.7 4.5 59 6.1 6.0
Conv-Tasnet 8.0 5.0 6.0 6.0 6.2
DEMUCS 7.8 4.6 5.7 5.8 6.0

H-DEMUCS 77 48 59 59 6.1
WaveSpecEnc 74 48 6.2 5.6 6.0
WaveSpecEnc+ 7.1 4.5 5.8 5.8 5.8

additional LM further improved the performance. Therefore, in subsequent experiments, we
employed LM during decoding.

From this new baseline, the “Bi-LSTM”-based system did not show significant improve-
ment for the evaluation set. “DEMUCS” showed a notable improvement. Compared to
finetuning the SE front-end only, jointly optimizing the ASR back-end and the SE front-end
led to large performance improvements for “H-DEMUCS”. While “WaveSpecEnc” slightly
performs better than these, “WaveSpecEnc+” significantly outperformed “DEMUCS” and
“H-DEMUCS” in the real evaluation set (p-value < 0.01) since it integrates effective infor-
mation into the ASR back-end. In addition, we also compared “Conv-Tasnet”-based ASR
system. The “Conv-Tasnet” system showed slightly better performance in real development
sets (p-value > 0.05), but note that the ASR model was selected according to the checkpoints
in the development set. On the other hand, the proposed “WaveSpecEnc+” significantly
outperformed “Conv-Tasnet” in real evaluation sets (p-value < 0.01).

Table 5.6 shows the ASR performance with the WavLLM-based acoustic model. Pretrain-
ing based on self-supervised learning significantly improved the ASR performance. The SE

front-ends still significantly improved the performance of ASR. Although the performance
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Table 5.7 Comparison between different single channel automatic speech recognition systems
(Word Error Rate, %, |).

Dev. Set Eval. Set

Systems SSL Simu. Real Simu. Real

DNN-HMM Hybrid ASR

Kaldi [109] X 6.8 5.6 122 114
Yang et al. [110] X 5.0 34 8.6 6.3
Wang et al. [111] X 5.0 3.5 94 6.8

End-to-End ASR

113 92 168 159
7.9 6.4 134 124
7.2 59 122 113

7.3 7.4 120 8.7

11.6 9.1 18.0 204
5.9 4.0 8.3 4.5
3.2 2.0 6.1 39

ESPnet (Conformer)
IFF-Net [98]
DPSL-ASR [112]

WaveSpecEnc+ (this study)

Transformer - HuBERT [113]
Transformer - WavLM [113]
IRIS [113]

WaveSpecEnc+ - WavLM
(this study)

N TSSSN | X | X% X% X

3.0 4.4 5.7 5.8

difference among the SE methods is small, the proposed “WaveSpecEnc+" resulted in the

best performance in the real evaluation set.

Comparison Between Different ASR Systems

Table 5.7 lists the performance of different ASR systems under single-channel conditions for
the CHIME—4 evaluations. DNN-HMM Hybrid ASR systems perform better with a small
amount of data than end-to-end ASR systems. We expect the end-to-end model to perform
better with a large amount of training data. Pretraining based on self-supervised learning
solves this problem. Particularly, noise-aware pretrained model, such as WavLLM, is effective.
We have demonstrated the effectiveness of the proposed method (WaveSpecEnc+) in this
setting as well. While our ASR back-end is based on simple CTC in Table 5.6, “IRIS” and
“Transformer - WavLM” used WavLLM as a feature extractor and incorporated additional
Transformer layers for ASR. They also adopted an external LM. For fair comparison, we also
conducted an experiment based on the IRIS pipeline and replaced IRIS’s ConvTasnet with
the proposed front-end. Experimental results confirm that the system based on the proposed
WaveSpecEnc+ performs better for the real evaluation set, though there is no significant



74 Fusion of Spectrogram Features into Waveform-domain SE

difference for all test sets. Although the ASR performance is almost saturated with the strong
ASR back-end, the effect of the proposed front-end was more clearly observed with the
lightweight ASR back-end in Table 5.5 and 5.6.

5.4 Conclusion

In this chapter, we improve the robustness of waveform-domain speech enhancement SE
with spectrogram encoding (“WaveSpecEnc”). The temporal feature maps at each encoder
layer in the SE front-end are refined by spectral information. The proposed time-spectrogram
hybrid system improved the dMOS score. Artificial noise introduced by the waveform-
domain SE front-end can be reduced by the using of spectrogram-domain information.
However, “WaveSpecEnc”’-based ASR system had minor improvement over the “DEMUCS”-
based ASR system. Thus, we incorporate the spectral information of the encoder layer
into the ASR back-end (“WaveSpecEnc+"). Compared with “DEMUCS”, “WaveSpecEnc+”
significantly improved ASR performance in all noise conditions on CHiME—4 evaluation
sets. Several acoustic models were used to evaluate the effectiveness of “WaveSpecEnc+"-
based ASR systems. Firstly, the experimental results with a frozen pre-trained acoustic
model showed that incorporating spectrogram encoding in the ASR back-end is crucial. It is
effective to fuse features in only shallow encoder layers of the Conformer-based ASR system.
Secondly, the SE front-end and the pre-trained acoustic model were jointly finetuned with
the CHiME—4 training set. The experimental results showed that integrating the spectral
encoding into the ASR back-end is still effective. Thirdly, we also tried WavLM as the
acoustic model. The experimental results showed that the SE front-ends still improved
the ASR performance, although the performance differences among the SE front-ends
were small. Finally, we replaced the “Conv-Tasnet” in the IRIS system with our proposed
“WaveSpecEnc+". Experimental results confirm that the system based on the “WaveSpecEnc+”

performs better for the real evaluation set.



Chapter 6

Fusion of Different Feature Extraction
Modules for Adapter-based ASR

6.1 Introduction

Deep learning-based ASR models [100, 114], however proficient, exhibit susceptibility to
performance deterioration when exposed to unseen noise sources. In today’s large-scale
models [45, 47], the imperative to adapt models to new noisy conditions with minimal data
becomes crucial. Domain adaptation [115] in ASR involves finetuning a model from one
(source) domain to work effectively in another (target) domain, managing challenges arising
from distribution disparities. Data augmentation [116, 99, 117], transfer learning [118, 119],
domain adversarial training [120, 121], and multi-task learning [122] have shown beneficial
for adapting the model to specific tasks.

Compared with the SE front-end, the ASR back-end has much more parameters. That is
the reason we tried to only finetune the SE front-end in Chapter 5.3.2 [123].

Adapter, which belongs to transfer learning [124], has been very popular recently. It
has been applied to various ASR tasks, empowering models to adapt efficiently to specific
challenges. Adapters serve as a crucial bridge in addressing various low-resource ASR tasks
[115, 52, 125-129]. A primary application domain of adapters lies in accent and dialect
tasks [52, 125, 126]. Moreover, they have shown effectiveness in the disorder and children
ASR [115, 127, 128]. Furthermore, when applying the pretrained model [45, 47], how
to better transfer the knowledge in the large model to new scenarios with limited data is
particularly important. Because the adapter meets such requirements, inserting the adapter
into the pretrained large model has also been widely studied [115, 124, 126, 130]. Despite the
widespread application of adapters across various ASR tasks, limited investigation has been
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conducted towards noise-robust ASR. In this work, we explore adapter-based noise-robust
ASR, considering a range of viewpoints. Our primary focus encompasses investigating the
adapter insertion points, the data employed for adapter training, and the synergy with speech
enhancement (SE) front-end models.

Self-supervised learning (SSL) [131-133, 45] is a machine learning approach in which a
model discerns patterns from unlabeled data by autonomously creating supervisory signals
or labels. Compared to the conventional supervised learning that relies on human-annotated
data for training [100], SSL extracts features and encoded representations with massive
unlabeled data for subsequent tasks [134, 135]. SSL greatly improves the performance of
automatic speech recognition (ASR) systems [45, 47, 136, 137]. The common SSL model
for ASR [45, 47, 48] contains a feature extraction (FE) module and a Transformer encoder
[100]. The unsupervised FE module is trained well and universally with massive data training.
Thus, it is common to freeze the parameters of the FE [124, 138] and finetune the following
Transformer layers only.

Although this finetuing method benefits many speech-oriented tasks [134, 135], two
mismatches emerge in the FE when targeting noise-robust ASR. The primary mismatch
arises because the pretraining data of the FE is largely based on clean and simulated noisy
speech. In contrast, the main application needs to tackle with real noisy speech [45, 47].
The second mismatch is caused by the divergent data distribution between clean and noisy
speech [47]. While some pretraining datasets incorporate noisy speech, noise in unsupervised
training may lead to erroneous cluster assignments during the quantization process [47, 48].
Although finetuning the FE parameters can mitigate the mismatch for noise-robust ASR,
the pretrained information of the FE will be diminished. Furthermore, SSL-based models
typically consists of a huge number of parameters [45, 47, 136, 137]. Consequently, efficient
methods to adapt the model to new scenarios is critical. Inserting adapters within the model
presents a simple but effective method. Inserting an adapter in the encoder layer or after the
layer can achieve good effects at the encoding level [53]. In this process, the parameters of
the Transformer encoder are frozen, and only the adapters are finetuned [53]. Addressing the
mismatch mentioned above at the feature level is also necessary for noise-robust ASR, in
addition to encoding-level adaptation. However, there are limited studies on FE adaptation
for SSL-based pretrained models.

In this work, we investigate adaptation of the FE module based on finetuning and the
adapters. Based on the observation, we propose a dual-path adaptation of FE for improving
the noise-robust ASR. It consiss of a frozen-pretrained FE path and an adapted-finetuned FE
path. The frozen-pretrained FE path keeps the information learned from massive pretrained
data, while the adapted-finetuned FE path deal with real noise. These two paths are fused
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with convolutional layers in a masking way similar to speech enhancement [139, 140]. The

fusion of the two paths aims to utilize the complementarity between them.

6.2 Exploration of Adapter for Noise Robust ASR

Incorporating adapters into ASR models is a prevalent practice for tasks like accent ASR,
children ASR, and multi-lingual ASR. However, noise-robust ASR, another application that
necessitates adaptation, has received limited attention in adapter studies. Consequently, this
paper delves into the application of adapters for enhancing noise-robust speech recognition. In
order to gain a deeper understanding of the adapter’s role within this context, our study takes

a comprehensive approach, thoroughly investigating its effect from multiple perspectives.

(1) Where should the adapter be inserted?

The position where the adapter is inserted notably impacts the model’s performance. To
address this, some methods employ machine learning techniques to automatically identify
the optimal layers for adapter integration [130]. However, it is worth noting that the best
place to insert the adapter can differ based on the specific task. To gain a clear and intuitive
understanding of the adapter’s influence on noise-robust ASR, we investigate the most
effective layer for adapter insertion and assess whether stacking adapters yield improved
effect.

(2) How to configure the embedding nodes in the adapter?
Modifications to the network structure can have a substantial impact on model performance.
However, in existing adapter-based research, focus is often limited to a single chosen
embedding dimension. Therefore, the impact of the embedding dimension in the adapter
on noise-robust speech recognition is explored.

(3) How training data affects the adapter?
Training data is crucial for deep learning-based ASR. To explore the effects of different
data quantities and types on adapter-based noise-robust ASR, we conducted experiments
employing diverse training datasets. We evaluate how simulation and real training data
with varying data quantities affect adaptation. Furthermore, we investigate whether incor-
porating simulated data could enhance the model’s performance on real data. Moreover,
we contrast the impact of models trained on a single noise scene with those trained under
multi-noise conditions.

(4) Can the utilization of the adapter lead to further improvements for SE-based noise-robust
ASR system?
Utilizing a SE front-end can significantly improve the performance of ASR systems. The

SE front-end enhances features and adapts to the system at the feature level to a certain
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______________________________________________________________
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Adapter Adapter
(a) Insert adapter after encoder layer (b) Insert adapter within SE-based system

Fig. 6.1 Insert position of adapter for ASR back-end.

extent. Hence, while addressing noise-robust ASR challenges, the emphasis is frequently
placed on enhancing the performance of the SE front-end. This could result in adapters
being relatively uncommon in noise-robust ASR tasks. Hence, in this paper, we investigate
whether adapters can further enhance the performance of models adapted at the feature
level.

The adapter is positioned after the encoder layer, shown in Figure 6.1—(a). We perform
pretraining on the ASR backend at the outset using a substantial dataset. Following this, we
freeze all parameters of the pretrained ASR backend and insert the adapter after the encoder
layer. To examine the adapter’s impact in unseen noise scenarios, the training noise for the
pretrained ASR back-end differs from the noise used for evaluation. The SE-based system is

shown in Figure 6.1—(b).

6.3 Dual-path Adaptation for Feature Extraction Module

The pretrained feature extraction (FE) module has already learned excellent feature rep-
resentations. Therefore, the FE module is often frozen during finetuning to maintain the
information learned from a massive amount of data. However, there is a mismatch between
the pretraining speech and the real noisy speech during evaluation.

In this paper, we propose a dual-path adaptation of the FE module for noise-robust
ASR, which is depicted in Fig. 6.2—(b). The proposed FE module contains two paths: the
pre-trained FE path aims to keep the information learned from the massive unlabeled data;
the adapted FE path is finetuned with in-domain noisy data, which is more suitable for

noise-robust ASR, but will lose the information learned in the pretraining. These two paths
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Fig. 6.2 Neural network structure of (a) baseline feature extraction module; (b) proposed
dual-path adaptation of feature extraction module (Dual-FE-Conv).

can be combined by simply adding:

Xfused = X frozen T X finetuned s (6.1)

where X frozens X finetuned> and X 504 denote the features derived from the frozen FE module,
the finetuned FE module, and the fused feature, respectively. The adding fusion method is
denoted as Dual-FE-Add.

We also propose to use additional 1-D convolutional layers to fuse information from the
two paths layer by layer:

X fused = COI’ZVld (Concat (xfmzen ) xfinetuned) ) . (62)

Convyy denotes the convolutional 1-D layer, and Concat denotes the concatenation. In
this paper, the kernel size of the Conv, layers are 1. 1 x 1 — conv block is also known as
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(a) Transformer Encoder Adaptation (b) Feature Extraction Adaptation

Fig. 6.3 Flowchart of (a) adapter-based adaptation for Transformer encoder; (b) adapter-based
adaptation for both FE module and Transformer encoder.

pointwise convolution. Thus, the Convy,4 layer, which is similar to masking way in the speech
enhancement [108], fuses effective information from dual-path features.

We also introduce pretraining of the dual-path FE. Clean speech is input to the frozen

/
clean

FE module to obtain the target x_, . Then, it is compared against the adapted noisy feature

Xnoisy derived from the proposed method to calculate the mean squared error loss:
/ / 2
Z = ||xclean _xnoisy” . (6.3)

The pretraining of the dual-path FE is shown in Fig. 6.2 in blue fonts.

Furthermore, another adapter is incorporated to the Transformer encoder. It is added after
each Transformer encoder layer, shown in Fig. 6.3—(a). The number of the adapter parameters
is much smaller than that of the encoder of the Transformer encoder. Only finetuning the

adapter can efficiently adapt the model to different noise scenarios.

6.4 Experiments

6.4.1 Dataset

The experiments conducted utilized the CHiME-4 dataset!. It includes four different noise
conditions: bus (bus), cafe (caf), pedestrian area (ped), and street junction (str). The audio
in the dataset was digitized at a sampling rate of 16 kHz. Data from channels 1 to 6 were
utilized during the model training phase. The Channel 5 real noisy data from development

and evaluation sets were used for testing.

Uhttps://spandh.dcs.shef.ac.uk/chime_challenge/CHiME4/index.html
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6.4.2 Experimental Settings
Experimental Settings for Adapter Exploration

The Conformer-based ASR backend employed 6 encoder layers. Each encoder layer utilized
the relative positional encoding module for positional encoding, encompassing a subsampling
rate of 4 facilitated by 2 Conv2d layers. The multi-head attention dimension was set at 512
with 4 attention heads. Position-wise feedforward units numbered 2048, and the activation
function used was swish. The input LMFB feature was 80-dimension. The decoder, based
on the Transformer architecture [100], comprised 6 decoder layers, each incorporating 512
dimensions for multi-head attention with 4 attention heads. Hidden units for position-wise
feedforward were specified as 2048. The dictionary was constructed utilizing transcripts from
CHiME-4, WSJO 2, and WSJ1 3. The BPE vocabulary consisted of 1014 elements, which
included < blank >, < unk >, and < sos/eos >. The ASR backend was pretrained using
WSJO, WSJ1, and Librispeech (960 hours) [105]. In the pretraining phase, we synthesized
noisy speech by combining the MUSAN dataset [106] with clean speech, randomly selecting
signal-to-noise ratios (SNRs) within the range of 0 to 20 dB. Pretraining was conducted
100 epochs with the SpecAug [107]. The final pretrained model was an average of ten
well-performing checkpoints on the development set.

“Bi-LSTM” and “DEMUCS” [5] were chosen as the SE front-end. For “Bi-LSTM”,
the feature used was the magnitude of the spectrogram. The architecture included two
Bi-directional LSTM (Bi-LSTM) layers and a fully connected layer. Each Bi-LSTM layer
was equipped with 896 hidden nodes. There were 896 hidden nodes in each Bi-LSTM layer.
For “DEMUCS”, we followed the original neural network architecture*. The SE frontend
was pretrained with the CHIME—4 dataset with 200 epochs.

For the adapter, the input and output dimensions were all 512. During adapter training, all
parameters within the pretrained ASR backend remained frozen. We positioned the adapters
following the encoder layers. Moreover, both the SE frontend and the adapters were updated

simultaneously when utilizing the SE frontend.

Experimental Settings for Feature Extraction Adaptation

HuBERT model was employed following the same configuration as fairseq toolkit>. The

FE module contained 7 Conv_1d layers. Except for the input channel number in the first

Zhttps://catalog.ldc.upenn.edu/LDC93s6a

3https://catalog.ldc.upenn.edu/LDC94S13A

“https://github.com/facebookresearch/denoiser

>https://github.com/facebookresearch/fairseq/blob/main/examples/hubert
/config/finetune/base_10h.yaml
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Conv_1d layer, the other input and output channel numbers were all 512. Moreover, their
kernel size and stride were (10, 5), (3, 2), (3, 2), (3, 2), (3, 2), (2, 2), (2, 2), respectively.
The frozen and finetuned FE modules were following this setting. For the fusion Conv_1d
layers, the input and output channels were 1024 and 512 respectively. Moreover, the kernel
size and stride were all 1. For the Transformer encoder, we used HuBERT Extra Large. It
contained 48 Transformer layers. In each Transformer layer, the embedding dimension was
1280, the inner FFN dimension was 5120, the number of the attention heads were 16, and
the projection dimension was 1024. For the adapters, the input and output dimenssons were
1280, and the middle dimension was 16. The finetuning epoch was 40.

We used various ASR back-ends to evaluate the effectiveness of the proposed method.

HuBERT models were employed by following the same configuration as fairseq toolkit®.

e HuBERT-extral.arge trained with clean speech: We used the HuBERT model
trained with Librispeech-960 as the baseline’ in order to make a mismatched scenario
between training and testing (Exp.—1). It contained 48 Transformer layers. In each
Transformer layer, the embedding dimension was 1280, the inner FFN dimension was

5120, the number of attention heads was 16, and the projection dimension was 1024.

e HuBERT-Large trained with noisy speech: We evaluated with the ASR back-end
finetuned with noisy data. We finetuned the pretrained checkpoint of HUBERT Large®
with Librispeech (960 hours) [105] and the MUSAN noise dataset [106] (Exp.—10).
The noisy speech was made with randomly selected signal-to-noise ratios (SNRs)
within the range of 0 to 20 dB. The FE is based on HuBERT Large. It contained 24
Transformer layers with 1024 embedding dimensions and 4096 inner FFN dimensions,

and the number of attention heads was 16.

e WavLM-Large trained with noisy speech: We also explore the performance of the
proposed method with a noise-robust FE. We finetuned the pretrained checkpoint of
WavLM Large® with Librispeech (960 hours) [105] and the MUSAN noise dataset
[106] (Exp.—17). It contained 24 Transformer encoder layers, 1024-dimensional hidden
states, and 12 attention heads. Furthermore, it adopted the gated relative position bias

in the self-attention.

®https://github.com/facebookresearch/fairseq/blob/main/examples/hubert/config/
finetune/base_10h.yaml
"https://dl.fbaipublicfiles.com/hubert/hubert_xtralarge_1160k_finetune_1s960.pt
8https://huggingface.co/facebook/hubert-large-1160k
°https://huggingface.co/microsoft/wavlm-large/blob/main/pytorch_model.bin
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https://huggingface.co/facebook/hubert-large-ll60k
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We used the HUBERT model trained with Librispeech-960 as the baseline'?. For the
baseline, we directly used these parameters to decoding the CHiME—4 development and
evaluation sets, as shown in Exp.—1. Then, based on this model, we tried several experiments:
adapter-based adaptation in the Transformer encoder (Exp.-2); adapter-based adaptation
after FE module (Exp.—3); adapter-based adaptation both in the Transformer encoder and FE
module (Exp.—4); only finetuning the FE module (Exp.-5); finetuning the FE module and
adapters in Transformer encoder (Exp.—6); finetuning the FE module and adapters in both
Transformer encoder and FE module (Exp.—7). The proposed method was also conducted
based on these parameters.

It should be emphasized that inserting adapters in the Transformer encoder layer does
not require parameter pretraining. However, when adapters are inserted into or after the
FE module, performance is much degraded without pretraining. Therefore, we introduced
pretraining based on the loss in Eq. (6.3) for the adapters in the FE module. The training data
was taken from the CHiME—4 dataset. The training epoch was 2.

Table 6.1 Performance of baseline pretrained ASR model.

Development Sets Evaluation Sets

System bus str ped <caf avg. bus str ped caf avg.

Pretrained 22.0 15.1 11.2 16.6 163 303 16.1 234 265 24.1

6.4.3 Results and Analysis of Adapter Exploration
Effect of the Position of Adapter

Table 6.2 and Table 6.3 shows the comparison of placing the adapters into different encoder
layers. Compared with the pretrained models in Table 6.1, inserting the adapter into any
encoder layer can bring considerable performance improvement to the system. Through
experiments 1-6, it is more effective to insert the adapter in the shallow layer: the performance
of the adaptation gradually improves as the number of layers becomes shallower. Some
studies [141] have revealed that the shallower layers within the ASR model encompass
signal-level information, such as speech structure. In contrast, the deeper layers tend to hold
abstract information. Therefore, the shallow layer may have more noise-related information,
which is why the shallow layer is more effective for adaptation.

In addition, we also compared the effects of multi-layer adaptation through experiments

7-11. Compared to solely adapting the first encoder layer, incorporating further adaptations

10https://dl.fbaipublicﬁles.(:om/hubert/hubert_xtralarge_ll601(_ﬁnetune_ls960.pt
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Table 6.2 Effect of placing the adapter into different encoder layers on development sets
(trained using the entire CHIME—4 training dataset).

Exp Position of Adapters Development Sets

" E1 E2 E3 E4 E5 E6 bus str ped caf avg.
1 v 17.1 103 85 11.1 11.8
2 v 159 96 79 98 1038
3 v 143 88 72 92 99
4 v 144 86 68 89 97
5 v 135 80 6.6 82 9.1
6 v 134 78 67 80 9.0
7 v o/ 130 79 65 81 89
8 v v/ 131 78 65 82 89
9 v v v/ 129 79 68 79 89
w v v v v 129 79 67 80 89
n v v v v v v 131 79 69 81 9.0

Table 6.3 Effect of placing the adapter into different encoder layers on evaluation sets
(trained using the entire CHiME—4 training dataset).

Position of Adapter Evaluation Sets
E2 E3 E4 E5 E6 bus str ped caf avg.

v 259 121 178 204 19.1

v 244 115 163 19.1 17.8

v 23.1 10.6 15.0 17.1 16.5

4 23.1 10.8 152 175 16.7
216 98 139 162 154

208 102 13.7 159 151

203 99 137 16.1 150
204 10.1 13.8 16.1 15.1
v 205 9.6 133 156 147
/7 204 95 137 156 14.8
v v v 203 96 133 15.6 147

=
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=
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in deeper layers did not result in substantial performance enhancements. Considering the
abovementioned analysis, leveraging more noise-related information, the self-adaptation at
the shallow layer has already achieved satisfactory effect. Attempting to enhance information
encoding in the deep layer by reducing noise-related information is challenging, resulting

in minimal performance improvements. However, the best performance was achieved by
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Table 6.4 Effect of different embedding dimensions in adapter (trained using the entire
CHiME—4 training dataset).

Exp. Emb Dim Development Sets Evaluation Sets
bus str ped caf avg. bus str ped caf avg.
12 16 131 79 6.8 81 9.0 206 98 134 156 149
13 32 132 78 6.8 81 9.0 208 99 134 159 150
11 64 131 79 69 81 9.0 203 9.6 133 156 14.7
14 96 133 81 69 7.7 9.0 206 9.6 135 158 149
15 128 129 79 69 80 89 206 98 136 156 149

inserting the adapter after all encoder layers on the evaluation sets (experiment 11). Thus, in

subsequent experiments, we placed adapters after all encoder layers.

Effect of the Adapter Embedding Dimension

Table 6.4 shows the comparison of different embedding dimensions in the adapter. We tried
adapters with embedding dimensions of 16, 32, 64, 96, and 128 (experiments 11-15). Despite
the wide range of embedding dimensions, the results demonstrate consistent performance.
This indicates a degree of robustness in the adapter, as it appears unaffected by the embedding
dimension. Based on the results of these models on the evaluation sets, we ultimately chose

to utilize the 64-dimensional embedding adapter for the subsequent experiments.

Effect of the Training Data

Table 6.5 and Table 6.6 show the comparison of different training sets for adapter training.
When comparing experiments 11 and 16, it becomes evident that incorporating simulated
data during training leads to better performance for real noisy sets: the relative improvement
was 4% and 7% for development and evaluation sets, respectively. This trend becomes
more pronounced when the quantity of real data diminishes: the relative improvements
for experiments 17-18, 20-21, 23-24 were 6%, 16%, and 25% in development sets; and
8%, 22%, and 27% in evaluation sets, respectively. Nevertheless, using simulated data
might constrain the model from achieving further improvements in performance with real
data. When comparing experiments 18-21 (21-24), it becomes evident that the addition
of more real data can lead to substantial performance enhancements, resulting in relative
improvements of 11% (11%) and 15% (9%) for development and evaluation sets, respectively.
On the other hand, incorporating the same simulated data did not have any effect in the

comparative experiments 17, 20, and 23.
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Table 6.5 Effect of different training sets for adapter-based adaptation on development sets.
“Held” represents whether the specific noise conditions were excluded during model training;
when utilizing the held-out approach, both the training and testing sets utilize a single noise
type condition. “Real” represents whether the real noisy data is used during the training
process. “Simu.” represents whether the simulated noisy data is used during training. “Utt.”
represents how many utterances (channels 1 to 6 of the same utterance are considered single
utterances) are used during the training process. & represents the number of all utterances in
the corresponding noisy condition (this is due to the slightly different amounts of simulated
data for the four noise conditions). s represents that 100 sentences are selected from four
noise conditions to constitute a training set.

Ex Training Data Development Sets
P Held Real Utt. Simu. Utt. bus str ped caf avg.

11 X v 1,600 v 7,138 13.1 79 69 81 9.0
16 X v 1,600 X - 137 82 71 86 94
17 v v 400 4 s 136 82 7.0 84 93
18 v v 400 X - 145 88 72 91 99
19 v X - v 400 151 89 75 9.1 10.1
20 v v 200 4 ) 137 81 70 84 93
21 4 v 200 X - 166 9.6 79 104 11.1
22 v X - 4 200 18.1 100 89 11.7 122
23 v v 100 4 ] 139 82 70 85 94
24 4 v 100 X - 184 112 88 11.7 125
25 4 X - v 100 206 119 10.6 13.8 14.2
26 X v %400 X - 148 87 72 89 99

Real data yields better adaptation performance when using the same amount of data
than simulated data. This becomes particularly noticeable, especially when dealing with
smaller amounts of data: the relative improvements for experiments 18—19, 21-22, 24-25
were 2% (development sets), 9% (development sets), and 12% (development sets); and 2%
(evaluation sets), 5% (evaluation sets), and 7% (evaluation sets), respectively. This could be
attributed to the distinct distribution of simulated data compared to real data. Nevertheless,
with a substantial volume of simulated data, certain instances might exhibit a distribution
comparable to real data, consequently improving the model’s performance on the real test
sets.

Furthermore, we investigated how multi-condition training influences the adapter’s ef-
fectiveness. The performance of experiments 18 and 26 were the same. This could be due
to shared noises (because each noise condition is composed of multiple noises) among the
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Table 6.6 Effect of different training sets for adapter-based adaptation on evaluation sets.
“Held” represents whether the specific noise conditions were excluded during model training;
when utilizing the held-out approach, both the training and testing sets utilize a single noise
type condition. “Real” represents whether the real noisy data is used during the training
process. “Simu.” represents whether the simulated noisy data is used during training. “Utt.”
represents how many utterances (channels 1 to 6 of the same utterance are considered single
utterances) are used during the training process. & represents the number of all utterances in
the corresponding noisy condition (this is due to the slightly different amounts of simulated
data for the four noise conditions). s represents that 100 sentences are selected from four
noise conditions to constitute a training set.

Ex Training Data Evaluation Sets
P Held Real Utt. Simu. Utt. bus str ped caf avg.

11 X v 1,600 4 7,138 203 9.6 133 15.6 14.7
16 X v 1,600 X - 226 9.8 141 16.7 15.8
17 v v 400 4 é 213 102 136 156 152
18 v v 400 X - 232 103 148 17.8 16.5
19 4 X - 4 400 236 105 159 174 169
20 v v 200 4 & 214 101 139 159 153
21 4 v 200 X - 254 134 18.1 21.1 195
22 v X - 4 200 264 13.6 20.2 220 205
23 v v 100 4 & 220 102 13.8 16.1 155
24 v v 100 X - 272 147 203 23.1 213
25 4 X - 4 100 294 152 222 245 228
26 X v %400 X - 232 105 147 173 164

four noise scenes in the CHIME—4 dataset. As a result, the noise is only partially unseen,
thus partially limiting the potential effects of multi-condition training. It also serves as
an inspiration that incorporating similar noisy real data as augmented data can result in

substantial performance improvements (compare experiments 24 and 26).

Effect of the Adapter for SE-based robust ASR

Table 6.7 shows the adapter’s performance for different SE-based robust ASR systems.
Experiments 27 and 29 significantly improved the performance from the pretrained model
when the SE front-end was used. Incorporating adapters within the SE-based robust ASR
system further improved recognition performance. While feature enhancement of the SE
front-end has been achieved, significant benefits still arise from adaptation at the backend.
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Table 6.7 Effect of adapter for different SE-based robust ASR systems (trained using the
entire CHiIME—4 training dataset).

Development Sets Evaluation Sets
bus str ped caf avg. | bus str ped caf avg.

27 | Bi-LSTM | 133 81 68 84 92 |214 101 135 16.1 153
28 | +adapter | 124 75 6.7 79 8.6 |197 98 124 14.1 14.0
29 | DEMUCS | 11.7 7.7 63 69 82 192 92 128 149 14.0
30 | +adapter | 10.7 6.7 64 65 76 |168 83 114 132 124

Exp. | System

This is because the SE frontend might introduce information loss or distortion and the adapter

plays a role in mitigating these issues.

6.4.4 Results and Analysis of Feature Extraction Adaptation
Comparison of adapter-based adaptation

Table 6.8 and Table 6.9 (upper rows) shows the performance of different ASR systems for
the development and evaluation sets, respectively. By comparing Exp.—1 and Exp.—2, adding
an adapter into the Transformer layer significantly improved the performance of ASR. This
shows that adapter-based encoder-level adaptation is very effective. By comparing Exp.—1
and Exp.-3, adding an adapter in the FE module also significantly improved the performance
of ASR. However, Exp.—4 shows that inserting an adapter into both the FE module and
Transformer encoder does not improve ASR performance from Exp.—2. The result suggests
that combining these two-module adaptations with the adapters presents a challenge. The
Transformer encoder adaptation more readily influences the overall performance of the
model.

Then, we tried to finetune only the FE module instead of using adapters. According to
the results of Exp.—3, the performance is not improved in the development sets and degraded
in the evaluation sets. This result shows that finetuning the FE module does not achieve
effective noise reduction or adaptation. On the other hand, as shown in Exp.—6, combining the
Transformer adapter with FE finetuning significantly improved the performance. Compared
with Exp.—2, which only inserts an adapter to the encoder, it showed 29% and 31% relative
improvements in the development and evaluation sets, respectively. It also significantly
outperforms Exp.—5. The result shows that FE finetuning is effective only when combined
with the encoder adaptation, which addresses the mismatch.

The similar trend is observed with the noise speech-trained ASR systems, which were
shown in Table 6.10 to 6.13.
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Table 6.8 Evaluation with HuBERT finetuned with LibriSpeech—960 on development sets:
“FE” represents the feature extraction module; “Enc” representes the Transformer encoder;
“FT” means finetuning all parameters; “Ada” means the use of adapters.

FE Enc
Exp. FT Ada. Ada. BUS STR PED CAF AVE.

25.1 239 155 219 216

184 17.6 106 154 155
Clean Trained v 21.1 185 11.8 168 17.1
HuBERT v 192 18.0 102 15.1 15.6

244 235 147 213 21.0
147 115 85 108 114

123 9.1 6.8 8.5 9.2
149 11.8 87 11.0 11.6
119 8.1 6.6 8.3 8.7

Dual-FE-Conv

1
2
3
4
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6
7
8
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Table 6.9 Evaluation with HuBERT finetuned with LibriSpeech—-960 on evaluation sets: “FE”
represents the feature extraction module; “Enc” representes the Transformer encoder; “FT”
means finetuning all parameters; “Ada” means the use of adapters.

FE Enc
Exp. FT Ada. Ada. BUS STR PED CAF AVE.

425 253 2877 332 324
304 177 199 23.6 229
353 199 215 255 255
314 185 194 233 232
422 249 291 339 325
225 11.6 138 158 159

194 93 11.1 13.0 132
23.1 11.0 137 170 16.2
177 86 11.0 124 125

Clean Trained

NS

HuBERT

Dual-FE-Conv
Dual-FE-Conv
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v
v
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Effect of dual-path FE for clean speech-trained HuBERT

Table 6.8 and Table 6.9 (lower rows) show results of the proposed dual-path adaptation of
the FE for clean speech-trained HuBERT. Simple adding (Exp.—7) provides performance
improvement compared with Exp.—6, but a much larger improvement is gained when using
the convolutional layers to fuse the two features layer by layer. Compared with Exp.—6,
Exp.—9 showed 24% and 21% relative improvements in real data of the development and

evaluation sets, respectively. These results confirm information complementarity between the
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Table 6.10 Evaluation with HuBERT finetuned with LibriSpeech—-960 and MUSAN noises
on development sets.

FE

Enc

Exp. FT Ada. Ada. BUS STR PED CAF AVE.
10 19.8 165 13.8 149 163
11 Noise Trained v 15.1 128 95 115 123
12 v 169 13.8 11.6 133 139
13 HuBERT v v 140 11.8 94 112 11.6
14 Dual-FE-Add Vv v 124 9.6 8.1 9.4 9.9
15 Dual-FE-Conv v 159 13.6 112 128 134
16 Dual-FE-Conv v v 119 98 89 8.2 9.7

Table 6.11 Evaluation with HuBERT finetuned with LibriSpeech-960 and MUSAN noises
on evaluation sets.

FE Enc

Exp. FT Ade Ade BUS STR PED CAF AVE.
10 263 172 17.8 20.1 203
11 Noise Trained /218 134 154 160 166
12 v 28 138 161 169 174
3 ~ HuBERT v /200 118 143 149 153
14 Dual-FE-Add v /184 102 136 143 141
15 Dual-FE-Conv v 215 135 157 169 169
16 Dual-FE-Conv v /178 101 137 13.0 137

two features. This complementarity can be effectively utilized with more complex networks

like Conv,4 layers for the clean model. The performance difference between Exp.—9 and

Exp.—7 is statistically significant (p-value < 0.05).

The result without adapters in the encoder (Exp.—8) shows an improvement from the

same setting (Exp.—-5), but it is much degraded from Exp.-9, showing the importance of the

adapter.

We also compared the proposed system with directly finetuning the HuBERT-extralLarge
with CHiIME—4 dataset. The average WER of the real evaluation sets was 13.5, which is
worse than the proposed methods (Exp.—9).
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Table 6.12 Evaluation with WavLM finetuned with LibriSpeech—960 and MUSAN noises on
development sets.

FE Enc

Exp. FT Ada Ads BUS STR PED CAF AVE.
17 110 98 79 91 95
18 Noise Trained v 9.5 7.8 6.9 7.9 8.1
19 v 109 90 77 90 9.1
20 WavLM v /91 79 69 80 80
21 Dual-FE-Add /82 70 59 62 68
22 Dual-FE-Conv v 112 99 81 92 96
23 Dual-FE-Conv V87 73 65 12 14

Table 6.13 Evaluation with WavLLM finetuned with LibriSpeech—960 and MUSAN noises on
evaluation sets.

FE Enc

Exp. FT Ada Ade BUS STR PED CAF AVE.
17 141 90 101 108 11.0
18 Noise Trained v 12.2 8.1 95 94 9.8
19 v 132 89 97 106 106
0 WM v / 116 81 88 94 95
21 Dual-FE-Add / 105 68 79 83 84
22 Dual-FE-Conv v 131 90 99 108 107
23 Dual-FE-Conv v /117 72 86 86 90

6.4.5 Evaluations with noisy speech-trained HuBERT

Table 6.10 and Table 6.11 show the results with noisy speech-trained HuBERT. The FE

module adaptation was also effective in this model. The improvements by Exp.—14 and

Exp.—16 from Exp.—13 are significant (p-value < 0.01) for development and evaluation sets.

However, the improvement without adapters (from Exp.—12 and Exp.—15) is not so large.
The Dual-FE-Conv (Exp.—16) was better than Dual-FE-Add (Exp.—14), but the difference

between them is not significant.

6.4.6 Evaluations with noisy speech-trained WavLLM

Table 6.12 and Table 6.13 show the results with WavLLM. The proposed method was also
effective for this model. The improvement from Exp.—20 to Exp.—23 is statistically significant
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(p-value < 0.05) for the development and evaluation sets. In this model, however, the
performance of Dual-FE-Add (Exp.—21) was better than Dual-FE-Conv (Exp.—23) (p-value
< 0.05). The synergy of the proposed dual-path FE adaptation with adapters within the
encoder is confirmed, but the complex fusion mechanism is not needed in the noise-robust

model.

6.5 Conclusion

In this chapter, we investigate how to adapt the ASR back-end with limited data. We first
explored the effect of the adapter on noise-robust ASR. We conducted a comprehensive
exploration from various perspectives, including the optimal insertion position for the adapter,
the quantity and type of data used for adapter training, and the synergy of the adapter with
the SE. The experimental results demonstrate that incorporating adapters in the shallow layer
yields more effectiveness compared to the deep layer. Furthermore, the number of embedding
nodes in the adapter does not significantly impact the adaptation process. Moreover, the
training dataset plays a vital role in adapter training: When considering the same data amount,
using real data is more effective than simulated data, but adding simulated data can enhance
the performance of the real test sets. Combining adapters with the SE front-end leads to
further performance improvement. With SSL, ASR performance has been significantly
improved. We have proposed a dual-path adaptation of the feature extraction (FE) module to
address the data mismatch between pretraining and evaluation. The proposed FE module
combines a frozen-pretrained and adaptive-finetuned FE path. The features extracted by these
two paths contain information complementarity. Furthermore, 1-D convolutional layers are
adopted to fuse the information between these two paths layer by layer. Moreover, we used
adapters to adapt the Transformer encoder. The experimental results using the CHIME—4
dataset show that the combination of finetuning FE with adapters in the encoder provides
synergy, and the proposed method significantly improved the ASR performance.



Chapter 7

Comparision of Different SE Methods

All the proposed methods within Chapter 3 to 5 belong to deterministic methods. Determin-
istic SE systems learn optimal deterministic mapping from noisy speech to clean speech
[4, 108, 142—-147]. The proposed methods in Chapter 3 and 4 are all frequency-domain
methods. The magnitude of the spectrogram is enhanced. In Chapter 3, we first proposed
subband-based spectrogram fusion (SBSF) to enhance the poor-performance sub-band infor-
mation within the full-band enhanced spectrogram. Then, we proposed minimum difference
masks-based spectrogram fusion (MDMs-SF) to fuse the better recovery parts of the mapping
and masking enhanced spectrograms. In Chapter 4, we first proposed the mask-masked
spectrograms fusion (MM-SF) to highlight the speech component within the noisy spec-
trogram. Then, we proposed the multi-resolution spectrograms fusion (MR-SF) to utilize
the complementarity between multi-resolution spectrograms. In Chapter 5, we proposed
incorporating frequency information into the waveform-domain SE methods (WaveSpecEnc).

On the other hand, probabilistic SE systems capture the target distribution, either im-
plicitly or explicitly [148, 149, 142, 150]. Among probabilistic systems, diffusion models
have been investigated across various tasks [151, 152]. Diffusion models are inspired by
non-equilibrium thermodynamics. The data are gradually transformed into noise, during
which a neural network learns to reverse the incremental process of noise addition. The
score-based diffusion model shows excellent performance for various SE tasks such as
speech denoising, dereverberation, blind source separation, and target speech extraction
(TSE) [149, 142, 153-155]. This model is based on a stochastic differential equation (SDE),
which makes the training fully probabilistic without any prior noise distribution assumptions
[142, 156]. Its reverse diffusion process is also based on SDE [156].

The diffusion model is hard to use directly for ASR [157, 158] because it is time-
consuming. Thus, we proposed a unified system (GP-Unified) that uses jointly deterministic

and probabilistic decoders to speed up the diffusion process. Nevertheless, the diffusion
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Table 7.1 Comparison of different proposed systems. “Dete.” represents the deterministic
methods; “Prob.” represents the probabilistic methods.

System SIG | BAK | OVRL | PESQ

Input Feature Noisy 335 | 244 | 2.63 1.97

mapping (Table 3.1) | 3.85 | 2.55 | 3.23 | 2.60

masking (Table 3.1) | 3.65 | 2.49 3.07 2.51

Bi-LST™M SBSF (Table 3.1) 4.09 | 3.12 3.42 2.74

Frequency MDMs-SF 4.01 | 2.65 3.35 2.67

Dete masking (Table 4.1) | 3.51 | 2.98 3.02 2.56
) CRN two-stage (Table 4.1) | 3.60 | 3.04 3.10 2.62

MM-SF (Table 4.1) | 4.02 | 3.10 3.37 2.72

MR-SF (Table 4.2) 3.81 | 3.22 3.22 2.66

mapping 422 | 3.25 3.52 2.93

Waveform | DEMUCS WaveSpecEnc 440 | 3.52 377 3.07
sgmse+ - . - 2.93

Prob. | Complex | NCSN++ GP-Unified : i N 297

model is still time-consuming. In this Chapter, we also compare all the deterministic and
probabilistic methods of human hearing experiences.

We compared all proposed methods in Table 7.1. “SBSF” is a mapping-based system.
Compared to the “Bi-LSTM (mapping)”, it shows a stronger noise suppression effect, as the
improvement in noise suppression (BAK) was more significant than the improvements in
signal recovery (SIG) and overall quality (OVRL). “MDMs-SF” combines both spectrograms
of mapping and masking systems. Compared to using mapping (“Bi-LSTM (mapping)”) or
masking (“Bi-LSTM (masking)’) only, it shows a more consistent improvement in signal
recovery (SIG), noise suppression (BAK), and overall signal quality (OVRL). However,
compared to “SBSF”, “MDMs-SF” performed significantly worse in noise suppression
(BAK).

“CRN (masking)” has comparable performance to “Bi-LSTM (masking)”. Nevertheless,
“CRN (masking)” had better noise suppression (BAK), while “Bi-LSTM (masking)”” had
greater advantages in signal recovery. “CRN (two-stage)” further improved the performance
of “CRN (masking)” in all aspects (signal recovery (SIG), noise suppression (BAK), and
overall signal quality (OVRL)). “MM-SF” aims to emphasize the speech component as the
input feature, and the experimental results demonstrate its strong speech restoration ability
(SIG). “MR-SF” uses the multi-resolution spectrogram as the input feature. Compared
to “CRN (masking)”, it shows improvements across all aspects (signal recovery, noise
suppression, and overall signal quality). Compared to “MM-SF”, “MR-SF” achieved better
noise suppression (BAK) but has poorer signal recovery (SIG). “MM-SF” had comparable
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performance to “SBSF”, especially for signal recovery (SIG). This suggests that re-enhancing
poor performance subbands is beneficial for restoring speech signals. However, designing
input features to emphasize speech components was more effective, as “Bi-LSTM (masking)”
had better signal restoration ability compared to “CRN (masking)”. “MR-SF” had best
noise suppression (BAK) among all proposed frequency methods (compared to “SBSF”,
“MDMs-SF”, and “MM-SF”). This suggests that the model more effectively extracts noise
information from multi-resolution spectral features, which helps to improve enhancement
performance.

“DEMUCS (mapping)” directly processes the waveform-domain feature. With the phase
information, “DEMUCS (mapping)” had a better performance compared to the frequency-
domain methods. All the speech recovery (SIG) and noise suppression (BAK) were improved.
However, compared to “MR-SF”, “DEMUCS (mapping)” improved performance by bet-
ter restoring both the speech signal (SIG) and the overall signal (OVRL), as their noise
suppression (BAK) capabilities was comparable. With spectral information, “WaveSpe-
cEnc” improved performance in all aspects (signal recovery (SIG), noise suppression (BAK),
and overall signal quality (OVRL)). Additionally, compared to “DEMUCS (mapping)”,
“WaveSpecEnc” had superior noise suppression performance (BAK). This also indicates that
incorporating spectral information into the model improves noise information capture, result-
ing in enhanced performance. We used a score-based diffusion model as the probabilistic
model. The model used the complex spectrogram as the input and output feature. “sgmse+”
had a comparable performance to “DEMUCS (mapping)”.






Chapter 8

Conclusions

8.1 Contributions

This thesis focuses on effective extracting complementary representations from single speech
audio and incorporating them into neural networks to improve SE and ASR performance.
We fuse the complementary representations from the enhanced features and input features.

In Chapter 3, we proposed the spectrogram fusion methods. Although the mapping-
based and masking-based enhanced spectrograms show some complementarities, few works
have analyzed the reason. Thus, we first analyzed the complementary between these two
learning targets. Then, we proposed the subband-based spectrogram fusion (SBSF) to refine
the poor performance sub-bands based on the conclusions. Furthermore, we proposed the
minimum difference masks-based spectrogram fusion (MDMs-based SF) to improve the
ASR performance by fusing the mapping-based and masking-based spectrograms. The
experimental results show that the complementary features help to improve the SE and ASR.

In Chapter 4, we investigated how to use spectrograms more effectively. We first pro-
posed the multi-masked spectrogram fusion (MM-SF) to highlight the speech component
in the spectrogram. The spectrogram was extracted according to the mask of a pretrained
masking-based SE. The multi-masked spectrogram was inputted to the neural network. The
experimental results show that the MM-SF helps the neural network to extract better-hidden
representations. Furthermore, the spectrogram can be divided into wideband and narrowband
according to the resolution. We proposed the multiple-resolution spectrograms system. The
proposed methods achieved better spectral recovery on silent segments and high-frequency
spectrograms.

In Chapter 5, we further investigated how to use the spectrogram information. We
improve the robustness of waveform-domain SE with spectrogram encoding. The temporal

feature maps at each encoder layer in the SE front-end are refined by spectral information.
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Furthermore, we incorporate the spectral information of the encoder layer into the ASR
back-end (“WaveSpecEnc+") to conduct effective joint training. The proposed system shows
robustness in unseen conditions, and also effective with the finetuned ASR system. Besides,
we tried to use the SE front-end to adapt the ASR back-end in the unseen noise conditions.
We found that only finetuning the SE front-end helps the ASR system under unseen noise
conditions.

In Chapter 6, we investigated how to adapt the ASR back-end under unseen noise
conditions more effectively. We first explored the noise-robust ASR with the adapter. We
conducted a comprehensive exploration from various perspectives, including the optimal
insertion position for the adapter, the quantity and type of data used for adapter training, and
the synergy of the adapter with the SE. The ASR performance was significantly improved
with self-supervised learning (SSL). We also proposed a dual-path adaptation of the feature
extraction (FE) module to address the data mismatch between pretraining and evaluation.
The proposed FE module combines a frozen-pretrained and adaptive-finetuned FE path. The
features extracted by these two paths contain information complementarity. The experimental
results show that the proposed method utilized the complementarity between the two paths
and improved the ASR performance significantly.

In Chapter 7, we made a comparision among all proposed methods. For frequency-
domain methods, the “Bi-LSTM” methods had better speech signal recovery (according to
SIG), while the “CRN” methods had better noise suppression (according to BAK). Signifi-
cant improvements in frequency-domain speech enhancement were confirmed with “SBSF”,
“MDMs-SF”, “MM-SF”, and “MR-SF”. The waveform-domain method, “DEMUCS”, showed
significantly performance better than frequency-domain methods. “WaveSpecEnc” demon-
strated significant improvement from “DEMUCS (mapping)”, with improvements in speech

recovery and noise suppression.

8.2 Future Work

We have found that 1) complementarity between the different learning targets; 2) comple-
mentarity between multiple resolution magnitude spectrograms; 3) complementarity between
waveform and the magnitude spectrogram; 4) complementarity between the finetuned and
pre-trained FE module of SSL model. There are still many feature representations need to be
investigated, e.g., complex spectrogram. Besides, this thesis only focuses on additive noise.
In actual application environments, reverberation and inference from other speakers also

affect speech quality.
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Thus, in the future, we will try more feature representation combinations. Complex-
domain features show potential, because it contains both the magnitude and phase information.
We will use the complex-domain features to improve the robustness of waveform-domain
models. Besides, our proposed model only fuses the multiple-resolution spectrograms or
waveform-spectrogram in the encoder part. Improving the decoder and hidden embedding
layers has another possibility. Furthermore, the single-channel SE has limitation. The multi-
channel SE front-end has more potential. Thus, we will improve the current model from the
sing-channel to the multi-channel system.

We only tried the adapter-based method for unseen noise adaptation of the ASR back-end.
Some other adaptation methods still exist. We will improve the adapter structure and try to
combine the adapter with other adaptation methods. Besides, we only try to use the adapter
to adopt the “M”-level amount of model parameters. The “B”-level amount of the model
parameter also needs to be verified.

Finally, multi-speaker inferences will be considered in our model. Currently, the multi-
speaker front-end brings more speech distortion and loss compared with additive noise. As a
result, the front-end is rarely considered for multi-speaker ASR systems. We will also design
the hybrid front-end for the multi-speaker front-end for ASR.
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