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1. Preliminaries

1.1. Localization of a monoidal category via right braiders. In this subsection

we recall the localization of a monoidal category via a real commuting family of right

braiders following [5, Section 2]. Since in [5, Section 2] the localization via the left

braiders is studied in detail and the case for the right braiders is similar, we recall the

right braiders case without proofs.

Let k be a commutative ring, Λ an abelian group, and (T ,⊗) a k-linear monoidal

category with a unit object 1 (see [6, Section 1.5] for the definition of monoidal cat-

egories and related notions). Assume that there is a direct sum decomposition of the

category T =
⊕

λ∈Λ
Tλ such that ⊗ induces a bifunctor Tλ × Tµ → Tλ+µ for λ, µ ∈ Λ

and 1 ∈ T0. We call T a Λ-graded monoidal category. Let q be an invertible central

object in T0. We write qn (n ∈ Z) for q
⊗n

for the sake of simplicity.

Definition 1.1. A graded right braider in T is a triple (C,Rr
C , φ) of an object C, a

Z-linear map φ : Λ → Z, and a morphism functorial in X ∈ Tλ

Rr
C(X) : X ⊗ C → qm −φ(λ) ⊗ C ⊗ X

such that the following diagrams commute for any X ∈ Tλ and Y ∈ Tµ:m (φ is the

degree of Rr. Please check necessary changes according to this change.)

(1.1)

X ⊗ Y ⊗ C
X⊗Rr

C(Y )
//

Rr
C(X⊗Y ) **❯❯❯

❯❯❯
❯❯❯

❯❯❯
❯❯❯

❯❯❯
❯❯

qm −φ(µ) ⊗ X ⊗ C ⊗ Y

Rr
C(X)⊗Y

��

q−φ(µ+λ) ⊗ C ⊗X ⊗ Y,

1⊗ C
Rr

C(1)
//

≃
((❘❘

❘❘❘
❘❘❘

❘❘❘
❘❘❘

❘
C ⊗ 1

≀
��
C.

A graded right braider (C,Rr
C , φ) is called a central object if Rr

C(X) is an isomorphism

for any X ∈ T .

Let us denote the category of graded right braiders by T r
br. Note that T

r
br is a monoidal

category and there is a canonical faithful monoidal functor T r
br → T .
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Definition 1.2. Let I be an index set. A family of graded right braiders {(Ci,R
r
Ci
, φi)}i∈I

is called a real commuting family of graded right braiders in T if

(a) Ci ∈ Tλi
for some λi ∈ Λ, and φi(λj) + φj(λi) = 0 for any i, j ∈ I,

(b) Rr
Ci
(Ci) ∈ k×

idCi⊗Ci
for any i ∈ I,

(c) Rr
Cj
(Ci) ◦ R

r
Ci
(Cj) ∈ k×

idCj⊗Ci
for any i, j ∈ I.

Define a Z-linear map

φ : Z⊕I × Λ → Z given by (ei, λ) 7→ φi(λ),

where {ei}i∈I denotes the standard basis of Z⊕I . We denote by φα the Z-linear map

φα := φ(α,−) : Λ → Z for each α ∈ Z⊕I .

Note that one can choose a Z-bilinear map H : Z⊕I × Z⊕I → Z such that

φi(λj) = H(ej, ei)−H(ei, ej) for any i, j ∈ I.

Then we have

φ(α, L(β)) = H(β, α)−H(α, β) for any α, β ∈ Z⊕I ,

where L : Z⊕I → Λ be the Z-linear map given by ei 7→ λi for i ∈ I.

Lemma 1.3 ([6, Lemma 2.3, Lemma 1.16]). Let {(Ci,R
r
Ci
, φi)}i∈I be a real commuting

family of right graded braiders in T .

(i) There exists a family {ηij}i,j∈I of elements in k× such that

Rr
Ci
(Ci) = ηii idCi⊗Ci

,

Rr
Cj
(Ci) ◦ R

r
Ci
(Cj) = ηijηji idCj⊗Ci

for all i, j ∈ I.

(ii) There exist a graded right braider Cα = (Cα,Rr
Cα , φα) for each α ∈ Z⊕I

>0, and an

isomorphism ξα,β : C
α ⊗ Cβ ∼

−→ qH(α,β) ⊗ Cα+β in T r
br for α, β ∈ Z⊕I

>0 such that

(a) C0 = 1 and Cei = Ci for i ∈ I,
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(b) the diagram in T r
br

(1.2)

Cα ⊗ Cβ ⊗ Cγ

Cα⊗ξβ,γ
��

ξα,β⊗Cγ

// qH(α,β) ⊗ Cα+β ⊗ Cγ

ξα+β,γ

��

qH(β,γ) ⊗ Cα ⊗ Cβ+γ
ξα,β+γ // qH(α,β)+H(α,γ)+H(β,γ) ⊗ Cα+β+γ

commutes for any α, β, γ ∈ Z⊕I
>0,

(c) the diagrams in T r
br

(1.3)

C0 ⊗ C0

≀
��

ξ0,0 // C0

≀
��

1⊗ 1
≃ // 1 ,

and

Cα ⊗ Cβ

ξα,β

��

Rr
Cβ (C

α)
// qm −φ(α,L(β)) ⊗ Cβ ⊗ Cα

ξβ,α

��

qH(α,β) ⊗ Cα+β
η(α,β) id

Cα+β
// qH(α,β) ⊗ Cα+β

commute for any i, j ∈ I and α, β, γ ∈ Z⊕I
>0, where

η(α, β) :=
∏

i,j∈I

η
aibj
i,j ∈ k× for α =

∑

i∈I

aiei and β =
∑

j∈I

bjej in Z⊕I .(1.4)

Define a partial order � on Z⊕I by

α � β for α, β ∈ Z⊕I with β − α ∈ Z⊕I
>0,

and set

Dα,β := {δ ∈ Z⊕I | α + δ, β + δ ∈ Z⊕I}

for α, β ∈ Z⊕I .

For X ∈ Tλ, Y ∈ Tµ and δ ∈ Dα,β, we set

Hgr
δ ((X,α), (Y, β)) := HomT (X ⊗ Cδ+α, qH(β−α,δ)+φ(δ+β,µ) ⊗ Cδ+β ⊗ Y ).(1.5)
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For δ, δ′ ∈ Dα,β with δ � δ′ and f ∈ Hgr
δ ((X,α), (Y, β)), we define ζgrδ′,δ(f) ∈ Hgr

δ′ ((X,α), (Y, β))

to be the morphism such that the following diagram commutes:

X ⊗ Cδ+α ⊗ Cδ′−δ

≀ξδ+α,δ′−δ

��

f⊗Cδ′−δ

// qH(β−α,δ)+φ(δ+β,µ) ⊗ Cδ+β ⊗ Y ⊗ Cδ′−δ

Rr

Cδ′−δ
(Y )

��

qH(β−α,δ)+φ(δ′+β,µ) ⊗ Cδ+β ⊗ Cδ′−δ ⊗ Y

≀ ξδ+β,δ′−δ

��

qH(δ+α,δ′−δ) ⊗X ⊗ Cδ′+α
qH(δ+α,δ′−δ)⊗ζ

gr

δ′,δ
(f)

// qH(β−α,δ)+φ(δ′+β,µ)+H(δ+β,δ′−δ) ⊗ Cδ′+β ⊗ Y.

Then, ζgrδ′,δ is a map from Hgr
δ ((X,α), (Y, β)) to Hgr

δ′ ((X,α), (Y, β)) and ζgrδ′′,δ′ ◦ζ
gr
δ′,δ = ζgrδ′′,δ

for δ � δ′ � δ′′, so that {ζgrδ′,δ}δ,δ′∈Dα,β
forms an inductive system indexed by the set

Dα,β.

Define

Ob(T̃ ) := Ob(T )× Z⊕I

and for X ∈ Tλ and Y ∈ Tµ define

HomT̃ ((X,α), (Y, β)) := lim
−→

δ∈Dα,β ,

λ+L(α)=µ+L(β)

Hgr
δ ((X,α), (Y, β)).

LetX ∈ Tλ, Y ∈ Tµ and Z ∈ Tν . For f ∈ Hgr
δ ((X,α), (Y, β)) and g ∈ Hgr

ǫ ((Y, β), (Z, γ)),

we define

Ψgr
δ,ǫ(f, g) := η(δ + β, β − γ) · Ψ̃gr

δ,ǫ(f, g),

where Ψ̃gr
δ,ǫ(f, g) is the morphism such that the following diagram commutes:

X ⊗ Cδ+α ⊗ Cǫ+β

≀ξδ+α,ǫ+β

��

f
// qa ⊗ Cδ+β ⊗ Y ⊗ Cǫ+β

g

��

qb ⊗ Cδ+β ⊗ Cǫ+γ ⊗ Z

≀ ξδ+β,ǫ+γ

��

qH(ǫ+β,δ+α) ⊗X ⊗ Cδ+ǫ+β+α
Ψ̃gr

δ,ǫ
(f,g)

// qc ⊗ Cδ+ǫ+β+γ ⊗ Z,
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where

a = H(β − α.δ) + φ(δ + β, µ), b = a+H(γ − β, ǫ) + φ(ǫ+ γ, ν),

c = b+H(δ + β, ǫ+ γ).

We have

c− H(δ + α, ǫ+ β) = H(γ − α, β + ǫ+ δ) + φ(δ + ǫ+ β + γ, ν)

so that

Ψgr
δ,ǫ(f, g) ∈ Hgr

δ+ǫ+β((X,α), (Z, γ)).

It follows that

Ψgr
δ′,ǫ′(ζ

gr
δ′,δ(f), ζ

gr
ǫ′,ǫ(g)) = ζgrδ′+ǫ′+β,δ+ǫ+β(Ψδ,ǫ(f, g)),

which yields the composition in T̃ :

HomT̃ ((X,α), (Y, β))× HomT̃ ((Y, β), (Z, γ)) → HomT̃ ((X,α), (Z, γ)).

Because this composition in T̃ is associative, T̃ becomes a category. By the con-

struction, we have the decomposition

T̃ =
⊕

µ∈Λ

T̃µ, where T̃µ := {(X,α) | X ∈ Tλ, λ+ L(α) = µ}.

The category T̃ is a monoidal category with the following tensor product. For

α, α′, β, β′ ∈ Γ, X ∈ Tλ, X
′ ∈ Tλ′ , Y ∈ Tµ and Y ′ ∈ Tµ′ , we define

(X,α)⊗ (Y, β) := (mh q−φ(α,µ)+H(α,β) ⊗X ⊗ Y, α + β),

and, for f ∈ Hgr
δ ((X,α), (X ′, α′)) and g ∈ Hgr

ǫ ((Y, β), (Y
′, β′)), we define

T gr
δ,ǫ(f, g) :=mh η(δ, β − β′) T̃ gr

δ,ǫ(f, g),
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where T̃ gr
δ,ǫ(f, g) is the morphism such that the following diagram commutes:

X ⊗ Cδ+α ⊗ Y ⊗ Cǫ+β
f⊗g

// qb ⊗ Cδ+α′

⊗X ′ ⊗ Cǫ+β′

⊗ Y ′

Rr

Cǫ+β′
(X′)

��

q−φ(δ+α,µ) ⊗X ⊗ Y ⊗ Cδ+α ⊗ Cǫ+β

Rr
Cδ+α (Y )

OO

≀ξδ+α,ǫ+β

��

qc ⊗ Cδ+α′

⊗ Cǫ+β′

⊗X ′ ⊗ Y ′

≀ ξδ+α′,ǫ+β′

��

qa ⊗X ⊗ Y ⊗ Cδ+ǫ+α+β
T̃

gr
δ,ǫ

(f,g)
// qd ⊗ Cδ+ǫ+α′+β′

⊗X ′ ⊗ Y ′,

mhfor some a, b, c, d ∈ Z such that

d− a = −φ(α′, µ′) + H(α′, β′)− (−φ(α, µ) + H(α, β))

+ H(α′ + β′ − α− β, δ + ǫ) + φ(δ + ǫ+ α′ + β′, λ′ + µ′).

Thus we have

T gr
δ,ǫ(f, g) ∈ Hgr

δ+ǫ((X,α)⊗ (Y, β), (X ′, α′)⊗ (Y ′, β′)).

Then we have

T gr
δ′,ǫ′(ζ

gr
δ′,δ(f), ζ

gr
ǫ′,ǫ(g)) = ζgrδ′+ǫ′,δ+ǫ(T

gr
δ,ǫ(f, g)) for δ′ � δ and ǫ′ � ǫ.

That is, the map T gr
δ,ǫ is compatible with the inductive system and hence it induces a

well-defined map

f ⊗ g ∈ HomT̃ ((X,α)⊗ (Y, β), (X ′, α′)⊗ (Y ′, β′))(1.6)

for f ∈ HomT̃ ((X,α), (X ′, α′)) and g ∈ HomT̃ ((Y, β), (Y
′, β′)).

Moreover, we have

Ψδ1+δ2,ǫ1+ǫ2(Tδ1,δ2(f1, f2), Tǫ1,ǫ2(g1, g2)) = Tδ1+ǫ1+β1,δ2+ǫ2+β2(Ψδ1,ǫ1(f1, g1),Ψδ2,ǫ2(f2, g2))

where fk ∈ Hδk((Xk, αk), (Yk, βk)) and gk ∈ Hǫk((Yk, βk), (Zk, γk)) for k = 1, 2 (see [6,

Proposition 2.5]).

It follows that the map ⊗ on T̃ defines a bifunctor ⊗ : T̃ × T̃ → T̃ .

Theorem 1.4. Let {Ci = (Ci,R
r
Ci
, φi)}i∈I be a real commuting family of graded right

braiders in T . Then the category T̃ defined above becomes a monoidal category. There
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exists a monoidal functor Υ: T → T̃ and a real commuting family of graded right

braiders {C̃i = (C̃i,R
r
C̃i
, φi)}i∈I in T̃ satisfy the following properties:

(i) for i ∈ I, Υ(Ci) is isomorphic to C̃i and it is invertible in (T̃ ) br,

(ii) for i ∈ I and X ∈ Tλ, the diagram

Υ(X ⊗ Ci)
∼ //

Υ(Rr
Ci

(X)) ≀
��

Υ(X)⊗ C̃i

Rr
C̃i

(Υ(X)) ≀
��

Υ(qφi(λ) ⊗ Ci ⊗X)
∼ // qφi(λ) ⊗ C̃i ⊗Υ(X)

commutes.

Moreover, the functor Υ satisfies the following universal property:

(iii) If there are another Λ-graded monoidal category T ′ with an invertible central object

q ∈ T ′
0 with and a Λ-graded monoidal functor Υ′ : T → T ′ such that

(a) Υ′ sends the central object q ∈ T0 to q ∈ T ′
0 ,

(b) Υ′(Ci) is invertible in T ′ for any i ∈ I and

(c) for any i ∈ I and X ∈ T , Υ(Rr
Ci
(X)) : Υ′(X ⊗ Ci) → Υ′(qφi(λ) ⊗ Ci ⊗ X) is

an isomorphism,

then there exists a monoidal functor F , which is unique up to a unique isomor-

phism, such that the diagram

T
Υ //

Υ′ ��❅
❅❅

❅❅
❅❅

❅
T̃

F
��

T ′

commutes.

We denote by T [C⊗−1
i | i ∈ I] the localization T̃ in Theorem 1.4. If T is an abelian

monoidal category with exact tensor product, then so is T [C⊗−1
i | i ∈ I], and the

functor Υ: T → T [C⊗−1
i | i ∈ I] is an exact monoidal functor.

Note thatmh

(X,α + β) ≃mh (q−H(α,β)X ⊗ Cα, β), (1, β)⊗ (1,−β) ≃ q−H(β,β)(1, 0)

for α ∈ Z⊕I
>0 and β ∈ Z⊕I .
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Remark 1.5. Recall that a graded left braider in T is a triple (C,Rl
C , φ) of an object

C, a Z-linear map φ : Λ → Z, and a morphism functorial in X ∈ Tλ

Rl
C(X) : mC ⊗ X → q−φ(λ)X ⊗ C

with analogous conditions to (1.1). The materials in this subsection, containing the

above theorem, are proved in [6, Section 2] for the localization via a real commuting

family of graded left braiders.

1.2. Quiver Hecke algebras. A Cartan datum
(
C,P,Π,Π∨, (·, ·)

)
is a quintuple of

a generalized Cartan matrix, C, a free abelian group P , the set of simple roots, Π =

{αi | i ∈ I} ⊂ P, set of simple coroots Π∨ = {hi | i ∈ I} ⊂ P∨ := Hom(P, Z) , and a

Q-valued symmetric bilinear form (·, ·) on P such that

(1) C = (〈hi, αj〉)i,j∈I ,

(2) (αi, αi) ∈ 2Z>0 for any i ∈ I,

(3) 〈hi, λ〉 =
2(αi, λ)

(αi, αi)
for i ∈ I and λ ∈ P,

(4) for each i ∈ I, there exists Λi ∈ P such that 〈hj,Λi〉 = δij for any j ∈ I.

Let Q :=
⊕

i∈I
Zαi and Q+ :=

⊕
i∈I

Z>0αi be the root lattice and the positive root

lattice of the symmetrizable Kac-Moody algebra g(C), respectively.

Let W be the Weyl group of g(C), the subgroup of Aut(P) generated by the simple

reflections {si}i∈I where si(λ) = λ− 〈hi, λ〉αi for λ ∈ P.

Let (Qi,j(u, v) ∈ k[u, v])i,j∈I be a family of polynomials such that

Qi,j(u, v) =





∑
p(αi,αi)+q(αj ,αj)=−2(αi,αj)

ti,j;p,qu
pvq if i 6= j,

0 if i = j,

(1.7)

where ti,j;−aij ,0 ∈ k× and Qi,j(u, v) = Qj,i(v, u) for all i, j ∈ I. We set

Qi,j(u, v, w) :=
Qi,j(u, v)−Qi,j(w, v)

u− w
∈ k[u, v, w].

For β ∈ Q+, the set I
β :=

{
ν = (ν1, . . . , νn) ∈ In

∣∣ ∑n

k=1 ανk = β
}
is stable under the

the symmetric group Sn = 〈sk | k = 1, . . . , n− 1〉 action given by place permutations.

The height of β =
∑

i∈I biαi ∈ Q is given by ht(β) :=
∑

i∈I |bi|.
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Definition 1.6. Let β ∈ Q+ with ht(β) = n. The quiver Hecke algebra R(β) associated

with the Cartan datum
(
C,Π,P,Π∨, (·, ·)

)
and the family of polynomials (Qi,j(u, v))i,j∈I

is the k-algebra generated by

{e(ν) | ν ∈ Iβ}, {xk | 1 6 k 6 n}, and {τl | 1 6 l 6 n− 1}

subject to the defining relations:

e(ν)e(ν ′) = δν,ν′e(ν),
∑

ν∈Iβ

e(ν) = 1, xke(ν) = e(ν)xk, xkxl = xlxk,

τle(ν) = e(sl(ν))τl, τkτl = τlτk if |k − l| > 1,

τ 2k =
∑

ν∈Iβ

Qνk,νk+1
(xk, xk+1)e(ν),

τkxl − xsk(l)τk =
(
δ(l = k + 1)− δ(l = k)

) ∑

ν∈Iβ , νk=νk+1

e(ν),

τk+1τkτk+1 − τkτk+1τk =
∑

ν∈Iβ , νk=νk+2

Q νk,νk+1
(xk, xk+1, xk+2)e(ν).

The algebra R(β)m is equipped with the Z-grading given by

deg(e(ν)) = 0, deg(xke(ν)) = (ανk , ανk), deg(τle(ν)) = −(ανl , ανl+1
).(1.8)

We denote by Modg(R(β)) the category of graded modules over R(β). The full

subcategory of Modg(R(β)) consisting of the objects which are finite-dimensional over

k is denoted by R(β)-gmod. ForM ∈ R-gmod, the spaceM⋆:=HOMk(M,k) is an R(β)-

module via the graded k-algebra antiautomorphism of R(β) which fixes the generators

e(ν), xk, and τk’s. We say that M is self-dual if M ≃ M⋆ in R-gmod. For each simple

module M in R-gmod, there exists m ∈ Z such that qmM is self-dual.

For α, β ∈ Q+, we set

e(α, β) =
∑

ν∈Iα+β

∑ht(α)
k=1 ανk

=α,
∑ht(β)

k=1 ανk+ht(α)
=β

e(ν) ∈ R(α + β).
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Then there is an injective k-algebra homomorphism R(α) ⊗ R(γ) → e(α, β)R(α +

β)e(α, β) and hence we can define the convolution product by

M ◦ N :=R(α + β)e(α, β)⊗R(α)⊗R(β) (M ⊗N)

for M ∈ Modg(R(α)) and N ∈ Mod(R(β)).

Then the categories

Modg(R) :=
⊕

β∈Q+
Modg

(
R(β)

)
and R-gmod =

⊕
β∈Q+

R(β)-gmod

are Q+-graded monoidal categories.

mFor M,N ∈ R-gmod, we denote by M ∇N the head of M ◦ N and by M ∆N the

socle of M ◦ N .

A simple module M is called real if M ◦ M is simple.

1.3. R-matrices. Let β ∈ Q+ with m = ht(β). For k = 1, . . . ,m− 1 and ν ∈ Iβ, the

intertwiner ϕk ∈ R(β) is defined by

ϕke(ν) =

{(
τk(xk − xk+1) + 1

)
e(ν) if νk = νk+1,

τke(ν) otherwise.
(1.9)

For m,n ∈ Z>0, we set w[m,n] to be the element of Sm+n such that

w[m,n](k) :=

{
k + n if 1 6 k 6 m,

k −m if m < k 6 m+ n.

Let M ∈ Modg(R(β) and N ∈ Modg(R(γ)) and define the R(β)⊗ R(γ)-linear map

M ⊗N → N ◦ M by

u⊗ v 7→ ϕw[ht(γ),ht(β)](v ⊠ u).

Then it extends to an R(β + γ)-module homomorphism (neglecting a grading shift)

Runiv
M,N : M ◦ N −→ N ◦ M.

For β ∈ Q+ and i ∈ I, let pi,β be an element in the center Z(R(β)) of R(β)

pi,β :=
∑

ν∈Iβ

( ∏

a∈{1,...,ht(β)}, νa=i

xa

)
e(ν) ∈ Z(R(β)).(1.10)
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Assume that M is a simple module in R(β)-gmod, and there exists an R(β)-module

M with an endomorphism zM of M with degree dM ∈ Z>0 such that

(i) M/zMM ≃ M ,

(ii) M is a finitely generated free module over the polynomial ring k[zM],

(iii) pi,βM 6= 0 for all i ∈ I.

(1.11)

We call (M, zM) an affinization of M .

Let M be an affinization of a simple R-moduleM , and let N be a non-zero R-module.

We define a homomorphism (up to a grading shift)

Rren
M,N := zM

−sRuniv
M,N : M ◦ N −→ N ◦ M

where s is the largest integer such that RM,N(M ◦ N) ⊂ zM
s(N ◦ M). Then the

homomorphism (up to a grading shift)

r
M,N

: M ◦ N −→ N ◦ M

induced from Rnorm
M,N by specializing at zM = 0 never vanishes. We call r

M,N
the r-matrix

between M and N . Let

Λ(M,N) := deg(r
M,N

),

and define

Λ̃(M,N) :=
1

2

(
Λ(M,N) + (wt(M),wt(N))

)
, d(M,N) :=

1

2

(
Λ(M,N) + Λ(N,M)

)
.

Note that d(M,N) and Λ̃(M,N) ∈ Z>0 are non-negative integers ([6, Lemma 3.11]).

m A real simple module which admits an affinization is called affreal. The following

result is used frequently throughout the paper.

Proposition 1.7 ([2, Theorem 3.2], [4, Proposition 3.2.9]). Let M and N be simple

modules in R-gmod. Assume that one of them is affreal. Then, the convolution M ◦N

has a simple head and a simple socle. Moreover, we have

dimHOMR-gmod(M ◦ N,N ◦ M) = 1

and

M ∇N ≃ Im(r
M,N

) ≃ N ∆M up to grading shifts.
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1.4. Partial order on the weight lattice. We define the partial order 4 on P as

follows: λ 4 µ for λ, µ ∈ P if there exists a sequence of positive real roots β1, . . . , βr

such that (βk, sβk+1
sβk+2

· · · sβr
µ) > 0 for all 1 6 k 6 r and λ = sβ1sβ2 · · · sβr

µ. We

have µ− λ ∈ Q+ if λ 4 µ. Hence 4 is a partial order on P.

Lemma 1.8. Let λ 4 µ and α be a simple root satisfying (α, λ) 6 0. Then we have

(i) if (α, µ) > 0, then we have sαλ 4 µ,

(ii) if (α, µ) 6 0, then we have sαλ 4 sαµ.

Proof. Let β1, . . . , βr be a sequence of positive real roots such that (βk, sβk+1
sβk+2

· · · sβr
µ) >

0 for all 1 6 k 6 r and λ = sβ1sβ2 · · · sβr
µ.

If r = 0, then λ = µ and hence the assertion is trivial.

Let r > 0.

(a) Assume that α = β1. Then we have sαλ 4 µ. Hence we may assume that (α, µ) 6 0.

Then we have sαλ 4 µ 4 sαµ.

(b) Assume that α 6= β1. Set λ′ := sβ1λ = sβ2 · · · sβr
µ 4 µ. Then sαλ = s(sαβ1)(sαλ

′).

Since 0 < (β1, λ
′) = (sαβ1, sαλ

′) we have sαλ 4 sαλ
′. If (α, µ) > 0, then we have

sα 4 sαλ
′ 4 µ, and if (α, µ) 6 0, then we have sαλ 4 sαλ

′ 4 sαµ. �

Lemma 1.9. Let w, v ∈ W. Then the following conditions are equivalent.

(a) w > v,

(b) wΛ 4 vΛ for any Λ ∈ P+,

(c) wΛi 4 vΛi for all i ∈ I.

Proof. (a)⇒(b) If w > v, then there exists a sequence of positive real roots β1, . . . , βr

such that
(
sβk+1

sβk+2
· · · sβr

v
)−1

βk ∈ ∆+ for all 1 6 k 6 r and w = sβ1sβ2 · · · sβr
v.

Then

〈βk, sβk+1
sβk+2

· · · sβr
vΛ〉 = 〈

(
sβk+1

sβk+2
· · · sβr

v
)−1

βk, Λ〉 > 0.

(b)⇒(c) is trivial. Let us show (c)⇒(a) by induction on ℓ(w). If ℓ(w) = 0, then w = id

so that Λi 4 vΛi for all i ∈ I. Since vΛi 4 Λi, we have vΛi = Λi for all i ∈ I so that

v = id.
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Assume that ℓ(w) > 0. Take a ∈ I such that saw < w. Then w−1αa ∈ ∆− and

hence (αa, wΛi) 6 0 for all i ∈ I. By the assumption and Lemma 1.8, we have either

sawΛi 4 vΛi, (αa, vΛi) > 0 or sawΛi 4 savΛi, (αa, vΛi) < 0.

If sav > v, then v−1αa ∈ ∆+ so that (αa, vΛi) > 0 for all i ∈ I. Hence sawΛi 4 vΛi

for all i ∈ I. By induction on ℓ(w), saw > v so that w > saw > v.

If sav < v, then v−1αa ∈ ∆− so that (αa, vΛi) 6 0 for all i ∈ I. Hence sawΛi 4 savΛi

for all i ∈ I. By induction on ℓ(w), saw > sav and hence w > v, as desired. �

Corollary 1.10. Let i ∈ I. If w > v, wsi > w, vsi > v, and wsiΛi 4 vsiΛi, then

wsi > vsi.

Proof. If j 6= i, then wsiΛj = wΛj and vsiΛj = vΛj so that wsiΛj 4 vsiΛj. Hence the

assertion follows from the lemma above. �

1.5. Categories Cw and Cw,v. In this subsection, we recall the categories Cw, C∗,v

and Cw,v defined in [5].

For M ∈ Modg
(
R(β)

)
we define

W(M) := {γ ∈ Q+ ∩ (β − Q+) | e(γ, β − γ)M 6= 0},

W∗(M) := {γ ∈ Q+ ∩ (β − Q+) | e(β − γ, γ)M 6= 0}.

For w, v ∈ W, we define the full monoidal subcategories of R-gmod by

Cw := {M ∈ R-gmod
∣∣ W (M) ⊂ Q+ ∩ wQ−},

C∗,v := {M ∈ R-gmod
∣∣ W∗(M) ⊂ Q+ ∩ vQ+},

Cw,v := Cw ∩ C∗,v.

(1.12)

An ordered pair (M,N) of R-modules is called unmixed if

W∗(M) ∩W(N) ⊂ {0}.

Assume that λ, µ ∈ WΛ for some Λ ∈ P+ and λ 4 µ. Then there exists an object

M(λ, µ) in R(µ − λ)-gmod, called the determinantial module. (See [6, Section 3.3] for

the precise definition and more properties of them.) Note that M(λ, µ) is an affreal ([6,

Theorem 3.26]). For Λ ∈ P+ and w, v ∈ W with v 6 w we have

M(wΛ,Λ) ∈ Cw, M(wΛ, vΛ) ∈ Cw,v.
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1.6. Localizations of Cw and Cw,v via left braiders. In this subsection we recall

the localizations of the categories Cw, Cw,v via left braiders studied in [6, 7].

Let L(i) denote the one-dimensional graded self-dual simple module of R(αi). For

any simple module M ∈ R-gmod, there exists a graded left braider (M,Rl
M , φM) in

R-gmod which is non-degenerate, that is, Rl
M(L(i)) 6= 0 for all i ∈ I ([6, Proposition

4.1]). Such a non-degenerate braider is unique up to a constant multiple ([6, Lemma

4.3]).

Let w ∈ W with Iw = I, where {i ∈ I | wΛi 6= Λi}. The family of graded left braiders

in R-gmod
(
{M(wΛi,Λi),R

l
M(wΛi,Λi)

, φM(wΛi,Λi)

)
}i∈I

is a real commuting family ([6, Proposition 5.1]). Moreover it is a family of central

objects in the category Cw. Note that

φM(wΛi,Λi) = −(wΛi + Λi, β) for any β ∈ Q.(1.13)

Hence there exist localizations of R-gmod and Cw via the above real commuting

family of graded left braiders and we denote them by
(
R-gmod

)
[M(wΛi,Λi)

◦−1; i ∈ I]

and C̃w = Cw[M(wΛi,Λi)
◦−1; i ∈ I], respectively. We have a commutative diagram of

functors

Cw
//

ιw
//

Φw

��

R-gmod

Qw

��

C̃w
//

ι̃w

//❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴
(
R-gmod

)
[M(wΛi,Λi)

◦−1; i ∈ I]

where Φw and Qw denote the localization functors, and ι̃w is the induced functor from

mthe inclusion functor ιw.

Theorem 1.11 ([6, Theorem 5.9, Theorem 5.11], [7, Theorem 3.9]).

(a) The functor ι̃w : C̃w →
(
R-gmod

)
[M(wΛi,Λi)

◦−1; i ∈ I] is an equivalence of cate-

gories.

(b) The monoidal category C̃w is rigid, that is, every object of C̃w has a left dual and

a right dual.
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Let v ∈ W such that v 6 w. In [7, Section 4], it is shown that there exists a real

commuting family of graded left braiders

{
(
M(wΛi, wΛi),R

l
M(wΛi,vΛi)

, φℓ
w,v,Λi

)
}i∈I .

in the category C∗,v. Moreover it is a family of central objects in the category Cw,v. If

v = id, then Rl
M(wΛi,vΛi)

is the same with the non-degenerate braider Rl
M(wΛi,Λi)

so that

this abuse of notation is justified. Note that

φℓ
w,v,Λi

= −(wΛi + vΛi, β) for any β ∈ Q.(1.14)

Let us denote by C∗,v[M(wΛi, vΛi)
◦−1; i ∈ I] and C̃w,v = Cw,v[M(wΛi, vΛi)

◦−1; i ∈ I],

the localizations of C∗,v and Cw,v, respectively. Then we have the commutative diagram

of functors

Cw,v
//

ιw,v

//

Φw,v

��

C∗,v

Q l
w,v

��

C̃w,v
//

ι̃w,v

//❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴
(
C∗,v

)
[M(wΛi,Λi)

◦−1; i ∈ I]

where Φw,v and Q l
w,v denote the localization functors, and ι̃w is the induced functor

from ιw,v which is the inclusion functor.

Theorem 1.12 ([7, Theorem 4.5]). The functor ι̃w,v : C̃w,v →
(
C∗,v

)
[M(wΛi,Λi)

◦−1; i ∈

I] is an equivalence of categories.

2. C̃w,v as the right localization of Cw

For η, β ∈ Q+, denote the functor Resη,β : Modg
(
R(η + β)

)
→ Modg

(
R(η)⊗ R(β)

)

simply by Res∗,β. Then for any V,W ∈ R-gmod, we have ([1, Theorem 2.1])

V ◦ Res∗,β(W ) ֌ Res∗,β(V ◦ W ) and Res∗,β(V ◦ W ) ։ q(β,wt(W ))Res∗,β(V ) ◦ W.

The following lemma follows fromm the description of the isomorphisms between

graduations in [1, Theorem 2.1].
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Lemma 2.1. For X, Y, Z ∈ Modg(R) and β ∈ Q+, the diagram below is commutative.

X ◦ Res∗,β(Y ◦ Z) // //

����

Res∗,β(X ◦ Y ◦ Z)

����

q(β,wt(Z))X ◦ Res∗,β(Y ) ◦ Z // // q(β,wt(Z))Res∗,β(X ◦ Y ) ◦ Z.

Let w ∈ W with Iw = I and v 6 w.

Proposition 2.2. For any Λ ∈ P+, there exists a morphism in Cw

Rr
M(wΛ,vΛ)(X) : X ◦ M(wΛ, vΛ) → q−(wt(X),wΛ+vΛ)M(wΛ, vΛ) ◦ X

functorial in X ∈ Cw. Moreover, if X belongs to Cw,v, then the morphism Rr
M(wΛ,vΛ)(X)

is an isomorphism.

Proof. Let (M(wΛ,Λ),Rl
M(wΛ,Λ)) be the non-degenerate left braider in R-gmod associ-

ated with M(wΛ,Λ). Then we have an isomorphism

qAX ◦ M(wΛ,Λ) ∼−−−−−−−−−−→
Rl

M(wΛ,Λ)
(X)−1 M(wΛ,Λ) ◦ X

functorial in X ∈ Cw, where A = (wΛ + Λ,wt(X)) (see (1.13)).

Let β = Λ − vΛ. Recall that Res∗,βM(wΛ,Λ) ≃ M(wΛ, vΛ) ⊗ M(vΛ,Λ) (including

the grading shift). Let α = vΛ− wΛ, and γ = −wt(X). Then we have a morphism in(
R(γ + α)⊗ R(β)

)
-gmod

qA(X ◦ M(wΛ, vΛ))⊗ M(vΛ,Λ) ≃ qAX ◦ Res∗,β(M(wΛ,Λ))

֌ qARes∗,β(X ◦ M(wΛ,Λ)) ∼−−−−−−−−−−−−−→
Res∗,β(R

l
M(wΛ,Λ)

(X)−1)
Res∗,β(M(wΛ,Λ) ◦ X)(2.1)

։ q−(β,γ)Res∗,β(M(wΛ,Λ)) ◦ X ≃ q−(β,γ)(M(wΛ, vΛ) ◦ X)⊗ M(vΛ,Λ).

By applying the functor HomR(β)-gmod(M(vΛ,Λ),−) we obtain a morphism in Cw

Rr
M(wΛ,vΛ)(X) : X ◦ M(wΛ, vΛ) → q(−wt(X),wΛ+vΛ)M(wΛ, vΛ) ◦ X

which is functorial in X ∈ Cw.



18 M. KASHIWARA, M. KIM, S.-J. OH, AND E. PARK

If an R(γ)-module X belongs to C∗,v, then by [7, Lemma 4.1], we have isomorphisms

X ◦ Res∗,β(M(wΛ,Λ)) ≃ Res∗,β(X ◦ M(wΛ,Λ)) and(2.2)

Res∗,β(M(wΛ,Λ) ◦ X) ≃ q−(β,γ)(M(wΛ, vΛ) ◦ X)⊗ M(vΛ,Λ).(2.3)

Hence the composition (2.1) is an isomorphism so that the morphism Rr
M(wΛ,vΛ)(X) is

an isomorphism for any X ∈ Cw,v, as desired. �

By [5, Theorem 4.12], for any Λ,Λ′ ∈ P+ we have

Λ(M(wΛ′, vΛ′),M(wΛ, vΛ)) = (wt(M(wΛ′, vΛ′)), wΛ + vΛ) = (m wΛ′ − vΛ′ , wΛ + vΛ).

The following corollary is a direct consequence of this and Proposition 2.2.

Corollary 2.3. Let φr
w,v,Λi

(γ) := (γ, wΛi + vΛi) for γ ∈ Q. Then the family

{
(
M(wΛi, vΛi),R

r
M(wΛi,vΛi),

, φr
w,v,Λi

)
}i∈I

is a real commuting family of right graded braiders in the category Cw. It is also a

family of central objects in Cw,v.

Note that

φr
w,v,Λi

= −φℓ
w,v,Λi

.

The following theorem gives a characterization of C∗,v.

Theorem 2.4. A simple module M in R-gmod belongs to C∗,v if and only if

Λ̃(M,M(vΛ,Λ)) = 0 for all Λ ∈ P+.

Proof. If M ∈ C∗,v, then
(
M,M(vΛ,Λ)

)
is unmixed and hence Λ̃(M,M(vΛ,Λ)) = 0.

Assume that Λ̃(M,M(vΛ,Λ)) = 0 for all Λ ∈ P+. By [5, Proposition 1.24] and [18,

Theorem 2.19], there exist simple modules X ∈ C∗,v and Y ∈ Cv such that M ≃ X∇Y .

Hence we have

0 = Λ̃(M,M(vΛ,Λ)) > Λ̃(Y,M(vΛ,Λ)) = (wt(Y ), vΛ)

for any Λ ∈ P+, where them second inequality follows fromm [7, Theorem 2.11 (ii)] and

the last equality from [6, Theorem 5.2].m (We need some comments.) It follows that

(v−1wt(Y ),Λ) = 0 for all Λ ∈ P+ so that wt(Y ) = 0. It follows that M ≃ X ∇ 1 = X

and hence M belongs to C∗,v as desired. �
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Corollary 2.5. A simple module X in Cw belongs to Cw,v if and only if X commutes

with M(wΛ, vΛ) and Λ(X,M(wΛ, vΛ)) = (wt(X), wΛ + vΛ) for all Λ ∈ P+.

Proof. mThe “only if” part follows from Proposition 2.2. Let us prove the “if” part.

Assume that X commutes with M(wΛ, vΛ) and Λ(X,M(wΛ, vΛ)) = (wt(X), wΛ +

vΛ) for all Λ ∈ P+.

Then, we have

Λ(X,M(wΛ,Λ)) = −Λ(M(wΛ,Λ), X) = (wΛ + Λ,wt(X)),

where the first equality comes from the fact that X ∈ Cw so that X commutes with

M(wΛ,Λ), and the second comes from [6, Corollary 5.10].

Since M(wΛ,Λ) = M(wΛ, vΛ) ∇ M(vΛ,Λ) and X commutes with M(wΛ, vΛ), we

have Λ(X,M(wΛ,Λ)) = Λ(X,M(wΛ, vΛ)) + Λ(X,M(vΛ,Λ)). Hence we have

Λ(X,M(vΛ,Λ)) = Λ(X,M(wΛ,Λ))− Λ(X,M(wΛ, vΛ))

= (wΛ + Λ,wt(X))− (wΛ + vΛ,wt(X)) = −(vΛ− Λ,wt(X)).

It follows that Λ̃(X,M(vΛ,Λ)) = 0 and hence X belongs to Cw,v by Theorem 2.4. �

Corollary 2.6. A simple module X in C∗,v belongs to Cw,v if and only if X commutes

with M(wΛ, vΛ) and Λ(M(wΛ, vΛ), X) = −(wt(X), wΛ + vΛ) for all Λ ∈ P+.

Proof. Simce the “only if” part is obvious, let us prove the “if” part.

Assume that a simple X in C∗,v commutes with M(wΛ, vΛ) and Λ(M(wΛ, vΛ), X) =

−(wt(X), wΛ + vΛ) for all Λ ∈ P+. Then mwe have

Λ(X,M(wΛ,Λ)) = Λ(X,M(wΛ, vΛ)∇M(vΛ,Λ))

= Λ(X,M(wΛ, vΛ)) + Λ(X,M(vΛ,Λ))

= (wt(X), wΛ + vΛ)− (wt(X), vΛ− Λ) = (wt(X), wΛ + Λ).

Hence we have

d(X,M(wΛ,Λ)) = Λ(X,M(wΛ,Λ)) + Λ(M(wΛ,Λ), X)

= (wt(X), wΛ + Λ) + Λ(M(wΛ,Λ), X)

6 (wt(X), wΛ + Λ)− (wt(X), wΛ + Λ) = 0,
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where the inequality is [6, Proposition 4.4].m Hence we have Λ(M(wΛ,Λ), X) = −(wt(X), wΛ+

Λ), and Rl
M(wΛ,Λ)(X) does not vanish by [6, Proposition 4.4]. Since X commutes with

M(wΛ,Λ), Rl
M(wΛ,Λ)(X) is an isomorphism. Then [6, Corollary 5.10] implies that X

belongs to Cw. �

By Corollary 2.3, we have localizations

Cw → Cw[M(wΛi, vΛi)
◦−1; i ∈ I] and Cw,v → Cw,v[M(wΛi, vΛi)

◦−1; i ∈ I].

Let us denote Cw,v[M(wΛi, vΛi)
◦−1; i ∈ I] by C̃w,v. By the definition of localization, the

embedding ιw,v : Cw,v ֌ Cw induces a fully faithful functor

ι̃w,v : C̃w,v := Cw,v[M(wΛi, vΛi)
◦−1; i ∈ I] ֌ Cw[M(wΛi, vΛi)

◦−1; i ∈ I].

Note that the subcategory C̃w,v is closed by taking subquotients and extensions in

Cw[M(wΛi, vΛi)
◦−1; i ∈ I] ([6, Proposition 2.10]).

Theorem 2.7. The functor ι̃w,v : C̃w,v → Cw[M(wΛi, vΛi)
◦−1; i ∈ I] is an equivalence

of monoidal categories.

Proof. In the course of the proof, we omit the grading shifts. Let Q denote the lo-

calization functor Cw → Cw[M(wΛi, vΛi)
◦−1; i ∈ I]. It remains to show that for any

X ∈ Cw, the object Q(X) belongs to C̃w,v.

(a) Assume first that X is simple in Cw such that Q(X) 6≃ 0 and X commutes with

M(wΛ, vΛ) for all Λ ∈ P+. Since Q(X) 6≃ 0, we have

Rr
M(wΛ,vΛ)(X) 6= 0 for all Λ ∈ P+.

Since M(wΛ, vΛ) is affreal, we have Rr
M(wΛ,vΛ)(X) = r

X,M(wΛ,vΛ)
up to a constant mul-

tiple and hence

Λ(X,M(wΛ, vΛ)) = φr
w,v,Λ(wt(X)) = (wt(X), wΛ + vΛ) for all Λ ∈ P+.

Hence X belongs to Cw,v, by Corollary 2.5. Thus Q(X) belongs to C̃w,v.

(b) Assume that X is simple in Cw such that Q(X) 6≃ 0. If d(X,M(wΛ, vΛ)) > 0

for Λ ∈ P+, then we have d(X ∇ M(wΛ, vΛ),M(wΛ, vΛ)) < d(X,M(wΛ, vΛ)) by [6,
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Corollary 3.18]. Hence by taking large enough λ ∈ P+, we may assume that d(X ∇

M(wλ, vλ),M(wΛ, vΛ)) = 0 for any Λ ∈ P+. Since Rr
M(wλ,vλ)(X) is decomposed into

X ◦ M(wλ, vλ) ։ X ∇M(wλ, vλ) ֌ M(wλ, vλ) ◦ X

and Q(Rr
M(wλ,vλ)(X)) is an isomorphism, we have

Q(X ∇M(wλ, vλ)) ≃ Q(X) ◦ M(wλ, vλ).

Hence the object Q(X) ≃ Q(X ∇M(wλ, vλ)) ◦ M(wλ, vλ)◦−1 belongs to C̃w,v by (a).

(c) Since the subcategory C̃w,v of Cw[M(Λi,Λi)
◦−1; i ∈ I] is closed under extension,

every object Q(X) for X in Cw belongs to C̃w,v, as desired. �

Let Qr
w,v denote the composition of functors

Qr
w,v : Cw → Cw[M(wΛi, vΛi)

◦−1; i ∈ I] ∼−→ C̃w,v.(2.4)

mIn the following two propositions, we characterize the kernels of Q l
w,v : C∗,v → C̃w,v

and Qr
w,v : Cw → C̃w,v .

m

Proposition 2.8. Let X be a simple object of C∗,v. Then, Q
l
w,v(X) 6≃ 0 if and only if

Λ(M(wλ, vλ), X) = −(wt(X), wλ+ vλ)

for any λ ∈ P+.

Proof. ”Only if” part is obvious. Let us show the “if” part.

There exists µ ∈ P+ such that M(wµ, vµ) ∇ X commutes with M(wΛ, vΛ) for any

Λ ∈ P+. Then we have

Λ(M(wλ, vλ),M(wµ, vµ)∇X) = Λ
(
M(wλ, vλ),M(wµ, vµ)

)
+ Λ

(
M(wλ, vλ), X

)

= −
(
wλ+ vλ,wt(M(wµ, vµ)∇X)

)

for any λ ∈ P+. Hence, Corollary 2.6 implies that M(wµ, vµ)∇X ∈ Cw,v.

Then

Q l
w,v(M(wµ, vµ)) ◦ Q l

w,v(X) ։ Q l
w,v(M(wµ, vµ)∇X) 6≃ 0,

implies that Q l
w,v(X) 6≃ 0. �
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Proposition 2.9. LetX be a simple object of Cw. Then, Qr
w,v(X) 6≃ 0 if and only if

Λ(X,M(wλ, vλ)) = (wt(X), wλ+ vλ)

for any λ ∈ P+.

Proof. The proof is similar to the one of the preceding proposition by using Corol-

lary 2.5 instead of Corollary 2.6. �

3. Properties of Cw,v

3.1. Right rigidity. As an application of Theorem 2.7, we will prove the right rigidity

of C̃w,v.

Theorem 3.1. The category C̃w,v is right rigid, i.e., every object has a right dual.

Proof. In the course of the proof, we omit the grading shifts. Let X ∈ Cw,v. Since

Cw,v ⊂ Cw ⊂ C̃w and the category C̃w is right rigid, there exists Y ∈ Cw, Λ ∈ P+ and

morphisms in Cw

X ◦ Y
ε
−→ M(wΛ,Λ), M(wΛ,Λ)

η
−→ Y ◦ X

such that the composition

X ◦ M(wΛ,Λ)
X⊗η

−−−−→ X ⊗ Y ⊗ X
ε⊗X

−−−→ M(wΛ,Λ) ◦ X

is an isomorphism.

Recall that M(wΛ,Λ) ≃ M(wΛ, vΛ) ∇ M(vΛ,Λ). Let β = Λ − vΛ ∈ Q+ and γ =

−wt(X) ∈ Q+.
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We have the following commutative diagram:

X ◦ (Res∗,βM(wΛ,Λ)) //

≃ (2.2)

��

X ◦ Res∗,β(Y ◦ X)
��

��
Res∗,β(X ◦ M(wΛ,Λ))

X◦η
// Res∗,β(X ◦ Y ◦ X)

ε◦X //

����

Res∗,β(M(wΛ,Λ) ◦ X)

≃ (2.3)
����

Res∗,β(X ◦ Y ) ◦ X // Res∗,β(M(wΛ,Λ)) ◦ X.

Since the composition of the arrows in the middle row is an isomorphism, we have an

isomorphism

X ◦ (Res∗,β(M(wΛ,Λ))) ∼−→Res∗,β(M(wΛ,Λ)) ◦ X.

We claim that this isomorphism factors through X ◦ Res∗,β(Y ) ◦ X. Indeed in the

diagram

X ◦ (Res∗,β(M(wΛ,Λ))) // X ◦ Res∗,β(Y ◦ X) // //

����

Res∗,β(X ◦ Y ◦ X)

����
X ◦ Res∗,β(Y ) ◦ X // // Res∗,β(X ◦ Y ) ◦ X

��
Res∗,β(M(wΛ,Λ)) ◦ X,

the square is commutative by Lemma 2.1.

Hence we have a sequence of morphisms

X ◦ (Res∗,β(M(wΛ,Λ))) → X ◦ Res∗,β(Y ) ◦ X → Res∗,β(M(wΛ,Λ)) ◦ X

whose composition is an isomorphism.

Applying the functor HomR-gmod(M(vΛ,Λ),−), we obtain a sequence of morphisms

X ◦ M(wΛ, vΛ)
X◦η′

−−−−→ X ◦ Y ′ ◦ X
ε′◦X

−−−−→ M(wΛ, vΛ) ◦ X
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whose composition is an isomorphism where Y ′ = ResM(vΛ,Λ)(Y ) and ResM(vΛ,Λ)(−) is

the functor HomR(β)-gmod(M(vΛ,Λ),Res∗,β(−)). Note that the morphisms ε′ and η′ are

given by

ε′ : X ◦ Y ′ → ResM(vΛ,Λ)(X ◦ Y ) → ResM(vΛ,Λ)(M(wΛ,Λ)) ≃ M(wΛ, vΛ)

and

η′ : M(wΛ, vΛ) ≃ ResM(wΛ,Λ)(M(wΛ,Λ)) → ResM(wΛ,Λ)(Y ◦ X) → Y ′ ◦ X.

Hence the assertion follows by Proposition 3.2 below. �

Proposition 3.2. Let C be an idempotent complete additive monoidal category. If

there exist morphisms

X ⊗ Y
ε
−→ 1 and 1

η
−→ Y ⊗ X

such that the composition

X
X⊗η

−−−−→ X ⊗ Y ⊗ X
ε⊗X

−−−→ X (respectively, Y
η⊗Y

−−−→ Y ⊗ X ⊗ Y
Y⊗ε

−−−→ Y )

is an isomorphism, then X has a right dual (respectively, left dual) in C.

Proof. Assume that the composition

f : X
X⊗η

−−−−→ X ⊗ Y ⊗ X
ε⊗X

−−−→ X

is an isomorphism. Let us show that X has a right dual.

Let g be the inverse of f and let η′ be the composition

η′ : 1
η
−→ Y ⊗ X

Y⊗g

−−−→ Y ⊗ X.

Then we have a commutative diagram

X
X⊗η′

//

X⊗η %%❏
❏❏

❏❏
❏❏

❏❏
❏❏

X ⊗ Y ⊗ X
ε⊗X

// X

X ⊗ Y ⊗ X
ε⊗X

//

X⊗Y⊗g

OO

X

g

OO
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so that the composition of morphisms in the top row is the identity. mHence, by replacing

η with η′, we may assume from the beginning that f is the identity.

Let p be the composition

p : Y
η⊗Y

−−−→ Y ⊗ X ⊗ Y
Y⊗ε

−−−→ Y.

Then the following commutative diagram shows that p ◦ p = p:

Y
η⊗Y

//

η⊗Y

��

p

))
Y ⊗ X ⊗ Y

Y⊗ε
//

η⊗Y⊗X⊗Y

��

Y

η⊗Y

��
p

ww

Y ⊗ X ⊗ Y
Y⊗X⊗η⊗Y

//

Y⊗f⊗Y= id ++❲❲❲❲
❲❲❲

❲❲❲
❲❲❲

❲❲❲
❲❲❲

❲
Y ⊗ X ⊗ Y ⊗ X ⊗ Y

Y⊗X⊗Y⊗ε
//

Y⊗ε⊗X⊗Y

��

Y ⊗ X ⊗ Y

Y⊗ε

��
Y ⊗ X ⊗ Y

Y⊗ε
// Y.

Let Ỹ := Im p so that p is factored as mY
r // // Ỹ // s // Y with r ◦ s = idỸ . Let ε̃ and

η̃ be the compositions

ε̃ : X ⊗ Ỹ
X⊗s

−−−→ X ⊗ Y
ε
−→ 1 and η̃ : 1

η
−→ Y ⊗ X

r⊗X

−−−→ Ỹ ⊗ X.

Then we have the following commutative diagram

X
X⊗η̃

//

X⊗η $$❏
❏❏

❏❏
❏❏

❏❏
❏❏

X⊗η

..

X ⊗ Ỹ ⊗ X
ε̃⊗X

//

X⊗s⊗X ))❙❙
❙❙❙

❙❙❙
❙❙❙

❙❙❙
❙

X

X ⊗ Y ⊗ X
X⊗p⊗X

//
X⊗r⊗X

55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦

X⊗η⊗Y⊗X ))❙❙❙
❙❙❙

❙❙❙
❙❙❙

❙❙
X ⊗ Y ⊗ X

ε⊗X

::ttttttttttt

X ⊗ Y ⊗ X ⊗ Y ⊗ X

X⊗Y⊗ε⊗X

55❦❦❦❦❦❦❦❦❦❦❦❦❦❦

X ⊗ Y ⊗ X

X⊗Y⊗X⊗η

OO
X⊗Y⊗f

HH

ε⊗X

KK
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so that the composition in the top row is the identity idX .

The composition of the middle column of the below commutative diagram

Y
η⊗Y

//

r
��

Y ⊗ X ⊗ Y

r⊗X⊗r

��

Y⊗X⊗r

uu❦❦❦❦
❦❦❦

❦❦❦
❦❦❦ r⊗X⊗p

))❙❙❙
❙❙❙

❙❙❙
❙❙❙

❙

Ỹ
η⊗Ỹ

// Y ⊗ X ⊗ Ỹ
r⊗X⊗Ỹ

//

p⊗X⊗s ))❙❙❙
❙❙❙

❙❙❙
❙❙❙

❙❙❙
Ỹ ⊗ X ⊗ Ỹ

Ỹ⊗X⊗s

//

s⊗X⊗s

��

Ỹ ⊗ X ⊗ Y
Ỹ⊗ε

//

s⊗X⊗Yuu❦❦❦❦
❦❦❦

❦❦❦
❦❦❦

❦❦
Ỹ

s

��
Y ⊗ X ⊗ Y

Ỹ⊗ε

// Y

is p⊗ X ⊗ p and hence we have

s ◦ (Ỹ ⊗ ε̃) ◦ (η̃ ⊗ Ỹ ) ◦ r = (Y ⊗ ε) ◦ (p⊗ X ⊗ p) ◦ (η ⊗ Y ) = p,

where the last equality follows from the commutative diagram

Y

p
��❂

❂❂
❂❂

❂❂
❂ η⊗Y

// Y ⊗ X ⊗ Y
p⊗X⊗p

//

Y⊗X⊗p ''PP
PP

PP
PP

PP
PP

Y ⊗ X ⊗ Y
Y⊗ε

// Y

Y
η⊗Y

// Y ⊗ X ⊗ Y
Y⊗ε

//
p⊗X⊗Y

77♥♥♥♥♥♥♥♥♥♥♥♥
Y.

p

@@��������

Hence we have

(Ỹ ⊗ ε̃) ◦ (η̃ ⊗ Ỹ ) = r ◦ p ◦ s = r ◦ s ◦ r ◦ s = idỸ ,

as desired. �

m We conjecture that C̃w,v is a rigid monoidal category.

3.2. Relations among C̃w,v. The following is known as T-systems.

Let i ∈ I and w, v ∈ W satisfying w < wsi, and v < vsi. Then we have the following

equalities in Aq(n).

q(wΛi−vΛi,wsiΛi)D(wΛi, vΛi)D(wsiΛi, vsiΛi)

= qdi+(vsiΛi,vΛi−wsiΛi)D(wΛi, vsiΛi)D(wsiΛi, vΛi) + D(wλ, vλ)

= qdi+(vΛi,vsiΛi−wΛi)D(wsiΛi, vΛi)D(wΛi, vsiΛi) + D(wλ, vλ),
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where λ = siΛi + Λi.

Proposition 3.4. Let i ∈ I and w, v ∈ W satisfying w > v, w < wsi, and v < vsi.

(a) If w > vsi, then we have a short exact sequence in R-gmod

0 → qdi+(vsiΛi,vΛi−wsiΛi)M(wΛi, vsiΛi) ◦ M(wsiΛi, vΛi)

→ qAM(wΛi, vΛi) ◦ M(wsiΛi, vsiΛi) → M(wλ, vλ) → 0

where A = (vΛi, vsiΛi − wsiΛi) = (wsiΛi, wΛi − vΛi) and λ = siΛi + Λi.

(b) if w 6> vsi, then wΛi 64 vsiΛi and we have

qAM(wΛi, vΛi) ◦ M(wsiΛi, vsiΛi) ≃ M(wλ, vλ).

Hence in the both cases we have

q(wsiΛi,wΛi−vΛi)M(wΛi, vΛi)∇M(wsiΛi, vsiΛi) ≃ M(w(Λi + siΛi), v(Λi + siΛi)).

Proof. Since w > v, we have wΛj 4 vΛj = vsiΛj for all j 6= i. If w 6> vsi, then we

get wΛi 64 vsiΛi by Lemma 1.9. Then D(wΛi, vsiΛi) = 0 and hence Proposition 3.3

implies (b).

Assume that w > vsi. Then q(vsiΛi,vΛi−wsiΛi)M(wΛi, vsiΛi)◦M(wsiΛi, vΛi) is a simple

module and it is self-dual. Thus Proposition 3.3 and Lemma [4, 3.2.18] implies (a), as

desired. �

Theorem 3.5. Let w > v, wsi > w, vsi > v, and λ, µ ∈ P+. Then

(i) Either ξ := λ+ siµ ∈ P+ or siξ = siλ+ µ ∈ P+.

(ii) We have

q(wλ−vλ,wsiµ)M(wλ, vλ)∇M(wsiµ, vsiµ) ≃ M(wξ, vξ).

(iii) We have

Λ̃
(
M(wλ, vλ),M(wsiµ, vsiµ)

)
= (wλ− vλ, wsiµ) = −(vλ, wsiµ− vsiµ),

Λ
(
M(wλ, vλ),M(wsiµ, vsiµ)

)
= (wλ− vλ, wsiµ+ vsiµ) = −(wλ+ vλ, wsiµ− vsiµ).

(iv) If w 6> vsi, then M(wλ, vλ) and M(wsiµ, vsiµ) commute.
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Proof. (i) For j ∈ I, we have 〈hj, λ+ siµ〉 = 〈hj, λ+ µ〉 − 〈hi, µ〉〈hj, αi〉 so that

〈hj, λ+ siµ〉 > 0 for j 6= i. Since 〈hi, λ+ siµ〉 = 〈hi, λ〉 − 〈hi, µ〉 and 〈hi, siλ+ µ〉 =

〈hi, µ〉 − 〈hi, λ〉 we have either ξ ∈ P+ or siξ ∈ P+.

(ii) In the proof, we omit the grading shifts. Set Cλ := M(wλ, vλ) and C′
µ :=

M(wsiµ, vsiµ). It is enough to show that there is an epimorphism Cλ◦C′
µ ։ M(wξ, vξ).

(1) Assume that λ = aΛi and µ = bΛi for some a, b ∈ Z>0. We may assume that

a, b > 0. We will proceed by induction on a+ b. Set λ′ := (a− 1)Λi and µ′ := (b− 1)Λi.

Note that η := Λi + siΛ ∈ P+ and Cη = C′
η. Hence we have

Cλ ◦ C′
µ ≃ Cλ′ ◦ CΛi

◦ C′
Λi

◦ C′
µ′ ։ Cλ′ ◦ Cη ◦ C′

µ′

≃ Cη ◦ Cλ′ ◦ C′
µ′ ։ Cη ◦ Cλ′+µ′ ։ Cη+λ′+µ′ ,

wherem the first epimorphism follows from Proposition 3.4 and the second last epimor-

phism follows from the induction hypothesis.

(2) Set λ = λ′ + aΛi, µ = µ′ + bΛi, and η′ := aΛi + bsiΛi, where a = 〈hi, λ〉 and

b = 〈hi, µ〉. Then we have

Cλ ◦ C′
µ ≃ Cλ′ ◦ CaΛi

◦ C′
bΛi

◦ C′
µ′ ։ Cλ′ ◦ Cη′ ◦ C′

µ′ .

Since Cλ′ = C′
λ′ and C′

µ′ = Cµ′ , we have

Cλ′ ◦ Cη′ ◦ C′
µ′ ≃

{
Cλ′+η′+µ′ ≃ Cλ+siµ = M(wξ, vξ) if η′ ∈ P+,

C′
λ′+η′+µ′ ≃ C′

siλ+µ = M(wξ, vξ) if siη
′ ∈ P+,

as desired.

(iii) follows from (b) and [4, Lemma 3.1.4].

(iv) Since M(wλ, vλ) is a product of M(wΛj, vΛj)’s, and M(wsiµ, vsiµ) is a product

ofm M(wΛk, vΛk) (k 6= i) together with M(wsiΛi, vsiΛi), the assertion follows from

Corollary 3.4 (b). �

Recall the functors

Q l
w,v : C∗,v → C̃w,v and Qr

w,v : Cw → C̃w,v.

Corollary 3.6. Let w > v, wsi > w, vsi > v, and λ, µ ∈ P+.
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(i) If ξ := λ+ siµ ∈ P+, then we have

Q l
w,v

(
M(wsiµ, vsiµ)

)
≃ q−(wλ−vλ,wsI−iµ)M(wλ, vλ)◦−1 ◦ M(wξ, vξ).

(ii) If η := siλ+ µ ∈ P+, then we have

Qr
wsi,vsi

(
M(wλ, vλ)

)
≃ q−(wλ−vλ,wsI−iµ)M(wsiη vsiη) ◦ M(wsiµ, vsiµ)

◦−1.

Proof. Since the proof is similar, we only prove (i).

By Theorem 3.5 (iii) and Proposition 2.8, we have Q l
w,v

(
M(wsiµ, vsiµ)

)
6≃ 0. Hence

Rl
M(wλ,vλ)

(
M(wsiµ, vsiµ)

)
: M(wλ, vλ) ◦ M(wsiµ, vsiµ) −→ M(wsiµ, vsiµ) ◦ M(wλ, vλ)

does not vanish. Since it is an isomorphism in C̃w,v, its imageM(wλ, vλ)∇M(wsiµ, vsiµ) ≃

M(wξ, vξ) (in R-gmod) is isomorphic to M(wλ, vλ) ◦ Q l
w,v

(
M(wsiµ, vsiµ)

)
in C̃w,v. �

Theorem 3.7. Let i ∈ I and w, v ∈ W satisfying v < w, w < wsi, and v < vsi. If

w 6> vsi, then we have Cw,v = Cwsi,vsi.

Proof. Set λ = siΛi + Λi ∈ P+. Note that M(wΛ, vΛ) and M(wsiΛi, vsiΛi) commute

and M(wΛ, vΛ) ◦ M(wsiΛi, vsiΛi) ≃ M(wλ, vλ) by Proposition 3.4 (b).

Assume that a simple module X belongs to Cw,v. Then we have X ∈ Cwsi and hence

(wt(X), wλ+ vλ) = Λ(X,M(wλ, vλ)) = Λ(X,M(wΛi, vΛi)) + Λ(X,M(wsiΛi, vsiΛi))

= (wt(X), wΛi + vΛi) + Λ(X,M(wsiΛi, vsiΛi))

so that

Λ(X,M(wsiΛi, vsiΛi)) = (wt(X), w(λ− Λi) + v(λ− Λi)) = (wt(X), wsiΛi + vsiΛi).

Because X ∈ Cw,v, we have

0 = d
(
X,M(wλ, vλ)

)
= d

(
X,M(wΛi, vΛi)

)
+ d

(
X,M(wsiΛi, vsiΛi)

)
= d

(
X,M(wsiΛi, vsiΛi)

)
.

Hence by Corollary 2.5, X belongs to Cwsi,vsi .

If X is a simple module in Cwsi,vsi , then X belongs to Cw,v by the same argument as

the above using Corollary 2.6.

Since the categories Cw,v and Cwsi,vsi are closed under extensions, we obtain that

Cw,v = Cwsi,vsi , as desired. �
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Theorem 3.8. If w > v, wsi > w and vsi > v, then there is an equivalence of monoidal

categories

C̃w,v ≃ C̃wsi,vsi .

m

Proof. Set C = Cwsi,v. Then, Cw,v ⊂ C and Cwsi,vsi ⊂ C. In C, there exist a real com-

muting family of left braiders {M(wΛj, vΛj),R
l
M(wΛj ,vΛj),

, φl
w,v,Λj

}j∈I and a real com-

muting family of right braiders {M(wsiΛj, vsiΛj),R
r
M(wsiΛj ,vsiΛj),

, φr
wsi,vsi,Λj

}j∈I .

Let us denote by

Cl :=Cwsi,v[M(wΛj, vΛj)
◦−1; j ∈ I],

Cr :=Cwsi,v[M(wsiΛj, vsiΛj)
◦−1; j ∈ I]

their localizations. Since the composition of the fully faithful functors

C̃w,v −→ Cl −→ C∗,v[M(wΛj, vΛj)
◦−1; j ∈ I]

is an equivalence, L : C̃w,v −→ Cl is an equivalence of monoidal categories. Similarly,

since the composition of the fully faithful functors

R : C̃wsi,vsi −→ Cr −→ Cwsi [M(wsiΛj, vsiΛj)
◦−1; j ∈ I]

is an equivalence, C̃wsi,vsi −→ Cr is an equivalence of monoidal categories. Hence it is

enough to show that Cl and Cr are equivalent as monoidal categories.

In order to see this, we shall prove that

L factors as C
R

//

L

&&
Cr

Φ
// Cl ,(3.1)

R factors as C
L

//

R

&&
Cl

Ψ
// Cr .(3.2)

Since the proof of (3.2) is similar, we shall prove only (3.1). Set C′
µ = M(wsiλ, vsiλ)

for any µ ∈ P+. By Theorem 1.4, it is enough to show that

(a) L (C′
µ) is invertible in Cl for any µ ∈ P+,

(b) L
(
M ◦ C′

µ

) L (Rr
C′µ

)

−−−−−→ L
(
C′
µ ◦ M

)
is an isomorphism in Cl for any µ ∈ P+ and

M ∈ C.
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(a) follows from Corollary 3.6.

Let us show (b). Let 0 → Z → M ◦ C′
µ → C′

µ ◦ M → Z ′ → 0 be an exact sequence.

Since R
(
Rr

C′

µ
(M)

)
is an isomorphism, we have R(Z) ≃ R(Z ′) ≃ 0.

Then Lemma 3.9 below implies that L (Z) ≃ L (Z ′) ≃ 0 and hence L
(
Rr

C′

µ
(M)

)
is

an isomorphism.

Thus there exist functors Φ: Cr −→ Cl and Ψ: Cl −→ Cl, and it is obvious that they

are quasi-inverse to each other. �

Lemma 3.9. Assume that w > v, wsi > w, and vsi > v. Let Z ∈ Cwsi,v. If

Qr
wsi,vsi

(Z) ≃ 0, then Q l
w,v(Z) ≃ 0.

Proof. We may assume that Z is simple.

Assuming that Qr
wsi,vsi

(Z) ≃ 0 and Q l
w,v(Z) 6≃ 0, we shall derive a contradiction.

Let us denote Cλ :=M(wλ, vλ) and C′
µ :=M(wsiµ, vsiµ) for λ, µ ∈ P+. Then, R

l
Cλ
(Z)

does not vanish for any λ ∈ P+. Hence Cλ ∇Z ≃ Im
(
Rl

Cλ
(Z)

)
is isomorphic to Cλ ◦ Z

is C̃w,v, and hence Q l
w,v(Cλ ∇ Z) 6≃ 0.

There exists λ0 ∈ P+ such that Z ′ := Cλ0 ∇ Z commutes with CΛ for any Λ ∈ P+.

We have Qr
wsi,vsi

(Z ′) ≃ 0 and Q l
w,v(Z

′) 6≃ 0. By replacing Z with Z ′, we may assume

from the beginning that Z commutes with all CΛ for Λ ∈ P+. By Proposition 2.8

and Q l
w,v(Z

′) 6≃ 0, we have Λ(Cλ, Z) = −(wλ + vλ,wt(Z)) for any λ ∈ P+. Hence

Corollary 2.6 implies that Z ∈ Cw,v. Hence we have

Λ(Z,Cλ) = (wλ+ vλ,wt(Z)) for any λ ∈ P+.

Since Qr
wsi,vsi

(Z) ≃ 0, Proposition 2.9 implies that there exists µ ∈ P+ such that

Λ(Z,C′
µ) 6=

(
wsiµ+ vsiµ,wt(Z)

)
.

Let us take λ ∈ P+ such that ξ := λ+ siµ ∈ P+. Then we have a contradiction

(wξ + vξ,wt(Z)) = Λ(Z,Cξ) = Λ(Z,Cλ ∇ C′
µ)

= Λ(Z,Cλ) + Λ(Z,C′
µ) = (wλ+ vλ,wt(Z)) + Λ(Z,C′

µ)

6= (wλ+ vλ,wt(Z)) + (wsiµ+ vsiµ,wt(Z))

= (wξ + vξ,wt(Z)).
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Here the third equality follows from the commutativity of Z and Cλ. �
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