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A note on some variations of the maximal inequality

for the fractional Schrödinger equation

By

Chu-hee Cho∗ and Shobu Shiraki∗∗

Abstract

The purpose of this note is to provide a summary of the recent work of the authors on two

variations of the pointwise convergence problem for the solutions to the fractional Schrödinger

equations; convergence along a tangential line and along a set of lines, as exhibiting some new

results in each setting. For the former case, we make a simple observation on a path along

a tangential curve of exponential order. We discuss counterexamples for the latter case that

show some of the known smooth regularities are essentially optimal.

§ 1. Introduction

Let d ∈ N and m > 1. On Rd × R the fractional Schrödinger equation is famously

known as

(1.1) i∂tu+ (−∆)
m
2 u = 0

for the initial data u(·, 0) = f , whose solution may be (formally) expressed as

u(x, t) = Smt f(x) = (2π)
−d
∫
Rd
ei(x·ξ+t|ξ|

m)f̂(ξ) dξ

by using the Fourier transform given by f̂(ξ) = (2π)−d
∫
Rd e

−ix·ξf(x) dx.
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The main object of our interest in this note is to determine the optimal regularity

s ≥ 0 for which the following local maximal-in-time estimate with respect to time for

the fractional Schrödinger equation holds; for some q ≥ 1, there exists a constant C > 0

such that

(1.2) ‖Smt f(x)‖Lqx(Bd)L∞t (I) ≤ C‖f‖Hs(Rd)

for all f ∈ Hs(Rd), defined by

‖f‖Hs(Rd) = ‖(1−∆)
s
2 f‖L2(Rd) = (2π)−

d
2

(∫
Rd

(1 + |ξ|2)s|f̂(ξ)|2 dξ

) 1
2

.

Furthermore, let Bd denote the unit ball in Rd, centered at the origin, and let I = [0, 1].

By locality, once we prove (1.2) for some q0 ≥ 1, the inequality (1.2) (under the same

conditions but) with q smaller than q0 is deduced by Hölder’s inequality. Of course,

when the initial data is smooth enough, for instance, strictly smoother than d
2 , the

validity of (1.2) (with arbitrary q) follows immediately. In fact, a trivial computation

reveals that for any (x, t) ∈ Rd+1

|eit(−∆)
m
2 f(x)| .

∫
Rd
|f̂(ξ)|dξ .

(∫
R
(1 + r2)−srd−1 dr

) 1
2

‖f‖Hs(Rd),

which is finite whenever s > d
2 . Moreover, this computation indicates that the oscillatory

cancellation, completely ignored in the first step, may have a crucial role in order to go

beyond the smooth regularity.

The maximal inequality (1.2) is motivated by the study of the pointwise convergence

behavior of the solution to the fractional Schrödinger equation, sometimes referred to

as Carleson’s problem. Namely, if there exists C > 0 such that (1.2) holds1 for all

f ∈ Hs(Rd) for some q ≥ 1 and s ≥ 0, then

(1.3) lim
t→0

Smt f(x) = f(x) a.e.

holds for all f ∈ Hs(Rd). The reduction is a similar spirit to the Lebesgue differentiation

theorem ([26]) and it does not lose much information. In fact, (1.2) conversely follows

from the pointwise convergence (1.3) provided the weak-type maximal estimate for q ∈
[1, 2] via Nikishin–Stein maximal principle (see, for example, [46] for the details). When

the spatial dimension d = 1, the problem is relatively easy and was completely solved

in the 1980s.

Theorem 1.1 (Carleson [9], Dalberg–Kenig [20], Sjölin [53], Kenig–Ponce–Vega [32]).

Let d = 1 and m > 1. Then, there exists C > 0 such that (1.2) holds with q = 4 for all

f ∈ Hs(R) if and only if s ≥ 1
4 .

1The left-hand side of (1.2) can be weakened by replacing Lqx(Bd) by the weak-type space Lq,∞x (Bd).
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In higher dimensions, it turned out to be extremely difficult and one can find some

historical contributions in [6, 7, 33, 41, 44, 53, 60] for example. The breakthrough

came with Bourgain’s number theoretic counterexample for the standard Schrödinger

equation in 2016 [8] (see also an expository summary of his argument [46] due to Pierce

and an alternative proof [42] due to Lucà–Rogers) Thanks to the strong connections

of Carleson’s problem with other important conjectures in harmonic analysis such as

Stein’s restriction conjecture and Kakeya maximal conjecture, soon later Du–Guth–

Li [23] and Du–Zhang [25] applied state-of-the-art tools in harmonic analysis, such as

multilinear restriction theorem, decoupling inequality, polynomial partitioning, refined

Strichartz estimates, and showed the necessary regularity given by Bougain is essentially

sufficient for the maximal estimate (1.3) (except the endpoint).

Theorem 1.2 (Bourgain [8], Du–Guth–Li [23], Du–Zhang [25], Cho–Ko [10]). Let

d ≥ 2 and m > 1. For d = 2, (1.2) with q = 3 holds if s > 1
3 and, for d ≥ 3, (1.2) with

q = 2 holds if s > d
2(d+1) . Moreover, s ≥ d

2(d+1) is necessary for (1.2) with m = 2 and

q ≥ 1.

It remains an open question whether s ≥ d
2(d+1) is necessary in the context of the

fractional Schrödinger equation. Recent progress in this area has been made by An–

Chu–Pierce [1] and Eceizabarrena–Ponce-Vanegas [28] in this direction. The exponents

q = 4 when d = 1 and q = 3 when d = 2 are critical for (1.2) to hold with s = d
2(d+1)

(or s arbitrary close to d
2(d+1) ). To see this, applying appropriate change of variables

and a time localization lemma ([33, 49]), one may observe that (1.2) is equivalent to∥∥∥ sup
t∈[0,R]

|Smt f |
∥∥∥
Lq(BR)

. Rd( 1
q−

1
2 )+s‖f‖L2(Rd)

for R � 1, f with supp f̂ ⊂ {ξ : |ξ| ∼ R}, and a ball BR of radius R. Therefore, it

follows that q ≤ d
2(d+1) since d( 1

q −
1
2 ) + s ≥ 0. When d ≥ 3 it is known that the critical

q is strictly smaller than d
2(d+1) but the exact value remains unknown.

§ 2. Fractal dimension of the divergence sets

Although we know that the Lebesgue measure of the divergence set D(f) := {x ∈
R : Smt f(x) 6→ f(x) as t→ 0} is zero for f ∈ Hs(R) with s ≥ 1

4 as a consequence

of Theorem 1.1, the set D(f) may still be large enough to be “detected” by a fractal

measure. This direction in the context of pointwise convergence was first considered

by Sjögren–Sjölin [52]. In [2] Barceló–Bennett–Carbery–Rogers recently concerned with

this question and measured the divergence set by the use of Frostman’s lemma, together

with the results about the singularities of the Bessel potential due to Žubrinić.
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Theorem 2.1 (Barceló–Bennett–Carbery–Rogers [2], Žubrinić [63]). Let d = 1

and m > 1. Then,

sup
f∈Hs(R)

dimH D(f) = 1− 2s,

where dimH denotes the Hausdorff dimension.

The analogous results in higher dimensions are also available but there are still

some remaining unknown cases for small s. Interested readers are encouraged to visit

[24, 40, 41, 43] aside from [2]. The key estimate is the maximal inequality (1.2) yet its

spatial measure dx is replaced by a so-called α-dimensional measure dµ characterized

by the property

sup
x∈Rd,r>0

µ(Bd(x, r))

rα
<∞,

where 0 < α ≤ d and a ball Bd(x, r) of radius r centered at x.

§ 3. Convergence along a tangential curve

The original convergence of the solutions to the fractional Schrödinger equations

can be regarded as the limit along the vertical line to the hyperplane Rd×{0} at x, i.e.

lim
t→0

Smt f(x) = lim
(y,t)→(x,0)

(y,t)∈{x}×(0,1)

Smt f(y).

We shall replace the path of the vertical line with more general paths. In this section,

let us consider a convergence along a curve. When d = 1, we shall define curves by

ρκ(x, t) = x− tκ

with κ > 0 and call it non-tangential and tangential when κ ≥ 1 and 0 < κ < 1,

respectively. The corresponding pointwise convergence problem along a tangential curve

is

(3.1) lim
(y,t)→(x,0)
y=x−tκ

Smt f(y) = lim
t→0

Smt f(ρκ(x, t)) = f(x) a.e. x.

By the standard argument mentioned earlier (see also [16] in this particular setting), it

suffices to show the maximal estimate:

(3.2) ‖Smt f(ρκ(x, t))‖Lqx(I)L∞t (I) ≤ C‖f‖Hs(Rd)

for all f ∈ Hs(Rd). In the study of pointwise convergence with a harmonic oscillator,

Lee–Rogers [34] revealed2 that the problem of pointwise convergence–associated with

2They only dealt with the standard Schrödinger equation but the same conclusion holds for m > 1.
In order to show this, a similar argument in [16] can be carried since |t1 − t2| & |tκ1 − tκ2 | by the
mean value theorem.
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the harmonic oscillator, along a non-tangential curve, and along a vertical line in the

classical sense–is fundamentally equivalent (at least when m = 2).

Theorem 3.1 (Lee–Rogers [34]). Let d = 1, m > 1 and κ ≥ 1. Then, (3.2) with

q = 2 holds for all f ∈ Hs(R) if s ≥ 1
4 .

On the other hand, when the curve ρκ(x, t) is tangential (0 < κ < 1), this may not

be true anymore.

Theorem 3.2 (Cho–Lee–Vargas [15], Cho–Lee [14], Cho–Shiraki [16]). Let d =

1, m > 1, 0 < κ ≤ 1 and µ be an α-dimensional measure. If s > max{ 1
4 ,

1−α
2 , 1−mακ

2 },
then there exists C > 0 such that

(3.3) ‖Smt f(ρκ(x, t))‖L2
x(I,dµ)L∞t (I) ≤ C‖f‖Hs(R)

for all f ∈ Hs(R).

Here, the condition s > max{ 1
4 ,

1−α
2 , 1−mακ

2 } is sharp in the sense that one can

find an α-dimensional measure µ and the initial data f such that (3.3) fails whenever

s < max{ 1
4 ,

1−α
2 , 1−mακ

2 }. As we see momentarily, this is based on the Knapp-type

argument where we also restrict the domain of (x, t) ∈ Bn× I. For instance, the authors

in [16] set dµ(x) = |x|α−1dx and for each condition3, choose the initial data f and the

restriction of (x, t) as follows for λ ≥ 1, A = [0, λ
1
m ] and B = [λ2, λ2 + λ]:

To show Initial data x t = t(x)

s ≥ 1
4 f̂(ξ) = λ−1χB(ξ) (0, 1

100(m−1) ) t(x) s.t. x = t(x)κ +mλ2m−2t(x)

s ≥ 1−α
2 f̂(ξ) = χA(ξ) (0, 1

100λ
− 1
m ) t(x) ∈ (0, 1

100λ
−1)

s ≥ 1−mακ
2 f̂(ξ) = χA(ξ) (0, 1

100λ
−κ) t(x) = x

1
κ

By applying a similar argument in the classical situation, Theorem 3.2 implies that

the pointwise convergence along the tangential curve (3.1) holds for all f ∈ Hs(R) if

s > max{ 1
4 ,

1−mκ
2 }, and moreover, supf∈Hs(R) dimH D(f ◦ ρκ) ≤ max{1 − 2s, 1−2s

mκ }
if max{ 1

4 ,
1−mκ

2 } < s < 1
2 . It is worth noting that the upper bound of the Hausdorff

dimension of the divergence sets varies depending on κ ∈ (0, 1]: The curve ρκ is classified

the same as the vertical line when κ ∈ ( 1
m , 1]. When κ < 1

m , the number 1−2s
mκ is

dominant over 1 − 2s. In particular, for κ ∈ ( 1
2m ,

1
m ), the gap at s = 1

4 for the upper

bound of dimH D(f ◦ ρκ) remains in existence but reflects the mixture state illustrated

in Figure 1 despite the fact that 1
4 ≥

1−mκ
2 . The gap disappears when κ ∈ (0, 1

2m ).

3The same spirit for the second row of the table is effectively used in our Proposition 3.3 and
Theorem 4.2 in the subsequent sections.
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Figure 1. Sharp smooth regularity depending on κ when m > 1

In the higher dimensional cases of (3.2), the formulation of the curve is rather

abstract. Recently Li–Wang [35, 36] obtained some partial results for a curve γ such

that |γ(x, t)− γ(x, t′)| ≤ c|t− t′|κ

γ(x, 0) = x

for x ∈ Bd, t, t′ ∈ I, κ ∈ (0, 1) and for some c > 0.

Casually speaking, the smaller the Hölder continuity index becomes, the more

the curve ρκ(x, t) gets “tangent” to the hyperplane. This may be clearer if we write

y = −ρκ(x, t) = tκ − x and re-express it as t = (y + x)
1
κ , the graph of y 7→ t touching

R×{0} at y = −x. While the curve ρκ(x, t) is of polynomial tangential (of order 1
κ ), one

may wonder what happens for convergence along a curve of order ∞, or exponentially

tangent curve (beyond polynomial order). The typical example of such curve is formed

by t = e−
1

y+x , instead of t = (y+x)
1
κ . Considering the convergence along this “exponen-

tially tangential” curve, which is reformulated and denoted as ρ̃(x, t) = x − (log 1
t )
−1,

one can show that the smooth regularity for the corresponding maximal inequality is,

consistently, as almost bad as a trivial result; s ≥ 1
2 .

Proposition 3.3. Let m > 1, 0 < κ ≤ 1 and dµ(x) = |x|α−1dx. Then there

exists C > 0 such that

(3.4) ‖Smt f(ρ̃(x, t))‖L2
x(I,dµ)L∞t (I) ≤ C‖f‖Hs(R)

fails if s < 1
2 .

Proof. Let s < 1
2 and suppose (3.4) held. Define the initial data f by

f̂(ξ) = χA(ξ), A = [0, 1
100λ

1
m ]
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so that ‖f‖Hs(R) . λ
s
mλ

1
2m . Then, considering t = t(x) as a fuction of x, it holds that

sup
t∈I
|Smt f(ρ̃(x, t))| ≥

∣∣∣∣∫
A

ei(x−(log 1/t(x))−1)ξ+t(x)|ξ|m) dξ

∣∣∣∣ .
For each of the choices of x ∈ (0, (log λ)−1) and t = t(x) = e−

1
x let the phase be fairly

small, namely,

|(x− (log 1/t(x))−1)ξ + t(x)|ξ|m| ≤ 1

2

for a sufficiently large λ. Therefore, we can choose ε so that 0 < ε < 1
2 − s and∥∥∥ sup

t∈I

∣∣Smt f(ρ̃(x, t))
∣∣∥∥∥
L2(I,dµ)

& ‖Smt f(ρ̃(x, e−
1
x ))‖L2((0,(log λ)−1),dµ)

& λ
1
m (log λ)−

α
2

& λ
1
m−

ε
m

for such large number λ. Combined with the estimate of the right-hand side, it follows

that

λ
1
m−

ε
m . λ

s
m+ 1

2m ,

which is a contradiction as λ→∞ under s < 1
2 .

§ 4. Convergence along a set of lines

In [52], Sjögren–Sjölin (see [31] for the fractional Schrödinger equation) considered

the convergence within a conical region over (x, 0) ∈ Rd×{0}, instead of the limit along

the vertical line to the point (x, 0), and proved that the trivial regularity s > d
2 (as we

observed at the beginning of this note) is actually necessary in this case: It is tempting

to unify their result and Theorem 1.1/1.2. To do so, notice that the vertical line is

regarded as a line {x+ tθ : x ∈ Rd, t ∈ I, θ ∈ {0}}, while the conical region is regarded

as a set {x + tθ : x ∈ Rd, t ∈ I, θ ∈ [−1, 1]} for example. In the one-dimensional

case, Lee–Vargas and the first author considered convergence along any path within a

region generated by a set {x + tθ : x ∈ Rd, t ∈ I, θ ∈ Θ} for a given compact set

Θ ⊂ R whose Minkowski dimension is lied in (0, 1), such as the third Cantor set. This

is an intermediate case since the Minkowski dimension of {0} and [−1, 1] are 0 and

1, respectively. In general, the Minkowski dimension of a compact subset Θ ⊂ Rd is

defined by

dimM Θ = inf{β > 0 : lim sup
δ→0

Nδ(Θ)δβ = 0}

for Nδ(Θ) denoting the smallest number of δ-ball covering of Θ. By letting Θ generate

the path (the conical region with a bunch of linear holes in it), the following sufficient
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result has been obtained. We give the path explicitly by

%(x, t, θ) = x+ tθ, (x, t, θ) ∈ Bd × I×Θ

and let β(Θ) = dimM Θ.

Theorem 4.1 (Cho–Lee–Vargas [15], Shiraki [51]). Let d = 1, m > 1 and Θ be

a compact subset of R. If s > 1+β(Θ)
4 , then

(4.1) ‖Smt f(%(x, t, θ))‖L4
x(I)L∞t (I)L∞θ (Θ) . ‖f‖Hs(R)

for all f ∈ Hs(R).

This result immediately implies that the pointwise convergence along a set of lines

generated by Θ ⊂ R
lim
t→0

Smt f(%(x, t, θ)) = f(x) a.e.

holds for all f ∈ Hs(R) with s > 1
4 + β(Θ)

4 . Very recently the higher dimensional cases

are also considered. Li–Wang–Yan [37] adapted an analogous reduction argument in

[34] and invoked the results for the pointwise convergence along the vertical line. In

particular, when d = 2, combining with the result from [23], they showed that there

exists C > 0 such that

(4.2) ‖S2
t f(%(x, t, θ))‖L3

x(B2)L∞t (I)L∞θ (Θ) . ‖f‖Hs(R2)

for all f ∈ Hs(R2) whenever s > 1+β(Θ)
3 , which interpolates the case s > 1

3 for β(Θ) = 0

[23] and s > 1 for β(Θ) = 2 [52].

As far as the authors are aware, there was no result that indicates whether or not

the regularity s > d
2(d+1) (1 + β(Θ)) is sharp for any d, unless Θ has either 0 or the full

dimension. We construct a counterexample that shows that s > 1+β(Θ)
4 for (4.1) and

s > 1+β(Θ)
3 for (4.2) are reasonable in the case of dµ(x) = dx.

Theorem 4.2. Let d ≥ 1 and m > 1. Then, there exists Θ ⊂ Rd such that

‖Smt f(%(x, t, θ))‖Lqx(Bd)L∞t (I)L∞θ (Θ) ≤ C‖f‖Hs(Rd)

fails if s < d
2 −

d
q + β(Θ)

q .

Remarks.

(i) As alluded to earlier, Theorem 4.2 in the case when (d, q) = (1, 4) and m > 1

shows that (4.1) fails if s < 1+β(Θ)
4 , and the case when (d, q,m) = (2, 3, 2) shows

that (4.2) fails if s < 1+β(Θ)
3 .
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(ii) Since we do not know whether the standard step to deduce (pointwise convergence)

⇒ (maximal estimate) by Stein’s maximal principle in this variant of convergence,

there is, unfortunately, no conclusion for pointwise convergence result from Theo-

rem 4.2. (If we assume that Stein’s maximal principle was carried in this setting

with a set of fractal lines, the valid range of the exponent q might be 1 ≤ q ≤ 2

anyway.)

Proof. For a fixed r ∈ (0, 1
2 ) define the r-Cantor set C(r) by taking the intersection

all generations of the pre-Cantor sets Ck(r) for each non-negative k ∈ Z (i.e. C(r) =⋂∞
k=0 Ck(r)), where Ck(r) are inductively generated as follows: Starting with C0(r) =

[0, 1], we remove the interval of length 1 − 2r from the middle of [0, 1] and denote

the remaining 2 intervals together by C1(r). Similarly, we remove the interval of length

r(1−2r) from the middle of each interval of C1(r) and denote the remaining 22 intervals

together by C2(r), and so on. Note that, by following the construction, Ck(r) consists

of disjoint 2k intervals of length rk, each of which we let Ωk,j so that Ck(r) =
⋃2k

j=1 Ωk,j

(|Ωk,j | = rk) and Ck(r) ⊃ Ck+1(r). One of crucial properties of C(r) in this context is

dimM C(r) = log 2
log 1/r ∈ (0, 1) (Appendix Appendix A).

...

C0( 1
5 )

C1( 1
5 )

C2( 1
5 )

...
...

C0( 9
20 )

C1( 9
20 )

C2( 9
20 )

...

Figure 2. Each generation of pre-Cantor sets associated with C( 1
5 ) and C( 9

20 )

For sufficiently large k � 1, let λ = λk := r−k. Let s < d
2 −

d
q + β(Θ)

q and suppose

that the stated inequality held. In order to see the main idea (based on the choice in

the second row of the table on page 4), first let us deal with the case when d = 1. Set

Θ = C(r) and the initial data f by

(4.3) f̂(ξ) = e−i|ξ|
m

χD1(ξ), D1 = [0, cλ]

so that β(Θ) = log 2
log 1/r ∈ (0, 1) and ‖f‖Hs(R) . λs|D1|

1
2 = λs+

1
2 . By the change of
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variables; x = −y and t = 1− τ , it would follow that

sup
t∈I
θ∈Θ

∣∣Smt f(%(−y, t, θ))
∣∣ = sup

t∈I
θ∈Θ

∣∣∣∣∫
D1

ei((−y+tθ)ξ+t|ξ|m)e−i|ξ|
m) dξ

∣∣∣∣
≥ sup
τ∈[0,1]
θ∈Θ

∣∣∣∣∫
D1

ei(−(y−θ)ξ−τθξ−τ |ξ|m) dξ

∣∣∣∣
≥
∣∣∣∣∫
D1

ei(−(y−θ(y))ξ−τ(y)θ(y)ξ−τ(y)|ξ|m) dξ

∣∣∣∣ .
Now, to ensure the phase is fairly small, we specify (x, t). If we let y ∈ Ck(r) then

we can find θ(y) ∈ Θ satisfying |y − θ(y)| < λ−1 (for instance, take the endpoints of

each interval Ωk,j , which are also in Θ). Hence, for τ ∈ (0, λ−m), y ∈ Ck(r) and such

θ(y) ∈ Θ, the phase is bounded above by

|(y − θ(y))ξ + τθ(y)ξ + τ |ξ|m| ≤ 1

2
,

which implies that∥∥∥ sup
t∈I
θ∈Θ

∣∣Smt f(%(x, t, θ))
∣∣∥∥∥
Lq(I)

&
∥∥∥ sup
τ∈(0,λ−m)

θ∈Θ

∣∣Smt f(%(y, t, θ))
∣∣∥∥∥
Lq(Ck(r))

& |D1|

 2k∑
j=0

∫
Ωk,j

dy

 1
q

∼ (2k)
1
q λ1− 1

q .

Since 2k = (r−k)β(C(r)) = λβ(C(r)), we would obtain λ
1
2−

1
q+

β(Θ)
q −s ≤ C for some constant

C. This is a contradiction as λ→∞.

For the remaining cases where β(Θ) = 0, 1, one may let Θ = {0}, I, respec-

tively, which are easily dealt with. Indeed, the former coincides with the classical well-

understood situation, and for the latter one can follow the argument above by setting

θ(y) = y for all y ∈ I.
Next, we shall consider the case when d = 2 and basically modify the above ar-

gument. For the case of β(Θ) ∈ (0, 1), we set Θ = C(r) × {0} and the initial data f

satisfying

(4.4) f̂(ξ) = e−i|ξ|
m

χD2(ξ), D2 = [0, cλ]2

so that β(Θ) = log 2
log 1/r ∈ (0, 1) and ‖f‖Hs(R2) . λs|D2|

1
2 . A similar change of variables

gives that

sup
t∈I
θ∈Θ

∣∣Smt f(%(−y, t, θ))
∣∣ ≥ ∣∣∣∣∫

D2

eiφ(ξ,y,t,θ)

∣∣∣∣ ,
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where

|φ(ξ, y, t, θ)| = |(y1 − θ1(y))ξ1 + τθ1(y)ξ1 + (y2 − θ2(y))ξ2 + τθ2(y)ξ2 + τ |ξ|m|.

By choosing y = (y1, y2) ∈ Ck(r)× [0, λ−1] and τ ∈ (0, λ−m), we may have |yi−θi(y)| <
λ−1 for i = 1, 2, which guarantees that phase is small enough over ξ ∈ D2, namely,

|φ(ξ, y, t, θ)| ≤ 1
2 . Hence,∥∥∥ sup

t∈I
θ∈Θ

∣∣Smt f(%(x, t, θ))
∣∣∥∥∥
Lq(B2)

&
∥∥∥ sup
τ∈(0,λ−m)

θ∈Θ

∣∣Smt f(%(y, τ, θ))
∣∣∥∥∥
Lq(Ck(r)×[0,λ−1])

& (2kλ−2)
1
q |D2|.

Therefore, by assuming the sated estimate, we would obtain

(2kλ−2)
1
q |D2| . λs|D2|

1
2 .

By recalling λ = r−k, 2k = λβ(Θ) and |D2| ∼ λ2, this yields a contradiction as λ→ 0.

For the case when β(Θ) ∈ (1, 2), we set Θ = C(r) × [0, 1] and employ the initial

data given by (4.4) so that the same computation reveals that the modulus of the

corresponding phase φ(ξ, x, t, θ) is bounded above by, say, 1
2 if we choose y = (y1, y2) ∈

Ck(r)× [0, 1] and τ ∈ (0, λ−m). Therefore, in this case, one may obtain

(2kλ−1)
1
q |D2| . λs|D2|

1
2 ,

which result makes a contradiction.

The remaining are the cases where dimM Θ has the integers such as 0, 1, 2 and

may be considered similar to ones in the case of d = 1. For instance, let Θ = {0}×{0},
[0, 1]× {0}, [0, 1]2, respectively.

When d ≥ 3, a similar argument may be carried as well, which we omit the details.

Theorem 4.2 encourages us to pursue further generalizations of Theorem 4.1 with

respect to the α-dimensional measure dµ. By combining the argument in [51] with the

one in [16], one may deduce the following.

Theorem 4.3. Let d = 1, m > 1 and q ≥ 2. If s > min{ 1
2 ,max{ 1

4 + β(Θ)
4α , 1

2 +
β(Θ)−α

q }}, then there exists C > 0 such that

‖Smt f(%(x, t, θ))‖Lqx(I,dµ)L∞t (I)L∞θ (Θ) ≤ C‖f‖Hs(R)

for all f ∈ Hs(R).
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Note that the lower bound of s is 1
2 if α < β(Θ) and max{ 1

4 + β(Θ)
4α , 1

2 + β(Θ)−α
q } if

β(Θ) ≤ α ≤ 1. Since the function q 7→ 1
2 + β−α

q is increasing when α ≥ β, the choice of

q = 2 minimizes the lower bound of s so that the poinwise convergence

lim
t→0

Smt f(%(x, t, θ)) = f(x), µ-a.e.

holds for all f ∈ Hs(R) whenever s > min{ 1
2 ,max{ 1

4 + β(Θ)
4α , 1+β(Θ)−α

2 }}. Moreover, by

Frostman’s lemma one may find that supf∈Hs(R) dimH D(f ◦%) ≤ { β(Θ)
4s−1 , 1 +β(Θ)−2s}

for s ∈ [ 1+β(Θ)
4 , 1

2 ] (see Figure 3).

α

s
O

β(Θ)

1
2

1

1
4

1+β(Θ)
4

1
2

1+β(Θ)
2

Figure 3. Graph of α = 1 when s ∈ [0, 1
4 ) and α = min{ β(Θ)

4s−1 , 1 + β(Θ)− 2s} when

s ∈ ( 1+β(Θ)
4 , 1

2 )

Proof. For a given Θ, let us write β for the shorthand for β(Θ). Since s > 1
2 is

obtained trivially, it is enough4 to focus on the case α ≥ β. Let s∗ = min{ 1
4 ,

α
q }. The

proof is based on a combination of arguments in [51] and [16]. The following proposition

has a crucial role in the proof, whose essential idea was introduced in [51].

Proposition 4.4. Let λ ≥ 1, q ≥ 2 and Ω be an interval of length λ−
qs∗
α . For

arbitrarily small ε > 0, it holds that

(4.5)
∥∥∥ sup
t∈[−1,1]
θ∈Ω

∣∣Smt f(%(·, t, θ))
∣∣∥∥∥
Lq(dµ)

. λ
1
2−s∗+ε‖f‖L2

4As we discussed in above, the conclusion s > 1
2

when α < β also naturally appears by running an
analogous argument carefully arranged for the case of α ≥ β.
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whenever f is supported in {|ξ| ∼ λ}.

First of all, we assume that Proposition 4.4 holds true and prove Theorem 4.3. By

using the dyadic decomposition with respect to frequency, we have∥∥∥ sup
t∈(−1,1)
θ∈Θ

∣∣Smt f(%(x, t, θ))
∣∣∥∥∥
Lq
≤
∑
k≥0

∥∥∥ sup
t∈(−1,1)
θ∈Θ

∣∣Smt Pkf(%(x, t, θ))
∣∣∥∥∥
Lq
.

For each k, by the definition of Minkowski dimension, one can find a finite collection of

intervals {Ωk,j}Nkj=1 such that

Θ ⊂
Nk⋃
j=1

Ωk,j , |Ωk,j | ≤ (2−k)
qs∗
α .

Here, Nδ represents the smallest number of intervals of length δ that covers Θ, and

Nk = Nδk(Θ) with δk = (2−k)
qs∗
α in particular. Thus, for each k,

sup
t∈(−1,1)
θ∈Θ

∣∣Smt Pkf(%(x, t, θ))
∣∣q ≤ Nk∑

j=1

sup
t∈(−1,1)
θ∈Ωk,j

∣∣Smt Pkf(%(x, t, θ))
∣∣q,

from which it follows that

∥∥∥ sup
t∈(−1,1)
θ∈Θ

∣∣Smt Pkf(%(x, t, θ))
∣∣∥∥∥
Lq
≤

Nk∑
j=1

∥∥∥ sup
t∈(−1,1)
θ∈Ωk,j

|Smt Pkf(%(x, t, θ))
∣∣∥∥∥q
Lq


1
q

.

Invoking Proposition 4.4 with λ = 2k, and the fact Nk . (2k)
qs∗
α β+ε for any ε > 0 (from

the definition of Minkowski dimension), we obtain

∥∥∥ sup
t∈(−1,1)
θ∈Θ

∣∣Smt f(%(x, t, θ))
∣∣∥∥∥
Lq
≤
∑
k≥0

Nk∑
j=1

∥∥∥ sup
t∈(−1,1)
θ∈Ωk,j

∣∣Smt Pkf(%(·, t, θ))
∣∣∥∥∥q
Lq


1
q

. ‖P0f‖L2 +
∑
k≥1

Nk∑
j=1

[
(2k)

1
2−s∗+ε‖Pkf‖L2

]q 1
q

. ‖P0f‖L2 +
∑
k≥1

(2k)
1
2−s∗+ε+

s∗
α β‖Pkf‖L2

. ‖f‖
H

1
2
−(1− β

α
)s∗+ε

,

as aimed.
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Now, we turn to the proof of the proposition. Let an operator T : L2(R) →
Lqx(I, dµ)L∞t (I)L∞θ (Ω) be given by

Tf(x, t, θ) = χ(x, t, θ)

∫
R
ei(%(x,t,θ)ξ+t|ξ|

m)f(ξ)ψ( ξλ ) dξ,

where χ = χI×I×Ω and ψ ∈ C∞0 ((−2,− 1
2 ) ∪ ( 1

2 , 2)). Then, by the Plancherel theorem

and duality, (4.5) is equivalent to

(4.6) ‖T ∗F‖2L2 . λ1−2s∗+ε‖F‖2
Lq
′
x (dµ)L1

tL
1
θ

,

where T ∗ is the adjoint of T . To estimate (4.6) we decompose ‖T ∗F‖L2 into I1, I2, I3

such that

‖T ∗F‖2L2 = I1 + I2 + I3,

where, under the notations W = I × I ×Ω, w = (x, t, θ) ∈W , w′ = (x′, t′, θ′) ∈W and

dµw = dµ(x)dtdθ, we set

I` :=

∫∫
V`

χ(w)χ(w′)F̄ (w)F (w′)Kλ(w,w′) dµw dµw
′,

Kλ(w,w′) :=

∫
R
eiφ(ξ,w,w′)ψ( ξλ )2 dξ = λ

∫
R
eiφ(λξ,w,w′)ψ(ξ)2 dξ,

φ(ξ, w,w′) = (%(x, t, θ)− %(x′, t′, θ′))ξ + (t− t′)|ξ|m

and 
V1 = {(w,w′) ∈W ×W : |x− x′| ≤ 2λ−

qs∗
α },

V2 = {(w,w′) ∈W ×W : |x− x′| > 2λ−
qs∗
α and |x− x′| ≤ 4|t− t′|},

V3 = {(w,w′) ∈W ×W : |x− x′| > 2λ−
qs∗
α and |x− x′| > 4|t− t′|}.

Therefore, it is enough to show that for each ` = 1, 2, 3

I` . λ1−2s∗+ε‖F‖2
Lq
′
x (dµ)L1

tL
1
θ

.

The case when ` = 1 immediately follows from the trivial kernel estimate |Kλ(w,w′)| .
λ and Lemma Appendix B.2.

For I2, we shall observe that∣∣∣∣ d2

dξ2
φ(λξ, w,w′)

∣∣∣∣ & λm|t− t′||ξ|m−2 & λ|x− x′| & λ1− qs∗α ≥ 1(4.7)
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because of qs∗
α ≤ 1. One can apply van der Corput’s lemma (Lemma Appendix B.1) to

get

|Kλ(w,w′)| . λ(λ|x− x′|)− 1
2 . λ(λ|x− x′|)−2s∗ . λ1−2s∗+ε|x− x′|−2s∗+ε

from the separation assumption and the fact 2s∗ ≤ 1
2 . Therefore, applying Lemma

Appendix B.2 with ρ = 2s∗ − ε < 2α
q , it follows that

I2 . λ1−2s∗+ε‖F‖2
Lq
′
x (dµ)L1

t

.

Finally, for I3, note a key relation

(4.8) |%(w)− %(w′)| ∼ |x− x′|

for (w,w′) ∈ V3 since

|θ − θ′| ≤ λ−
qs∗
α <

1

2
|x− x′|.(4.9)

We split Kλ into K1 and K2 as follows.

Kλ(w,w′) = λ

∫
U1

eiφ(λξ,w,w′)ψ(ξ)2 dξ + λ

∫
U2

eiφ(λξ,w,w′)ψ(ξ)2 dξ

=: K1 +K2,

where U1 = {ξ ∈ suppψ : |x− x′| > 8mλm−1|t− t′||ξ|m−1},
U2 = {ξ ∈ suppψ : |x− x′| ≤ 8mλm−1|t− t′||ξ|m−1}.

For K1, we use (4.8) and qs∗
α ≤ 1 to estimate∣∣∣∣ d

dξ
φ(λξ, w,w′)

∣∣∣∣ ≥ ∣∣λ|%(w)− %(w′)| −mλm|t− t′||ξ|m−1
∣∣

& |λ|x− x′| −mλm|t− t′||ξ|m−1|
& λ|x− x′| & λ1− qs∗α ≥ 1.

Notice that the interval U1 consists of at most two intervals since d
dξφ(λξ, w,w′) is

monotone on each interval (−∞,−1] and [1,∞). Then, van der Corput’s lemma gives

that

K1 . λ(λ|x− x′|)−1.(4.10)

On the other hand, for K2, we have (4.7) again and apply van der Corput’s lemma to

obtain

K2 . λ(λ|x− x′|)− 1
2 .(4.11)
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Combining (4.10) and (4.11), for (w,w′) ∈ V3

|Kλ(w,w′)| . λ(λ|x− x′|)− 1
2 . λ(λ|x− x′|)−2s∗

. λ1−2s∗+ε|x− x′|−2s∗+ε

from the separation assumption. By Lemma Appendix B.2 with ρ = 2s∗−ε we conclude

that

I3 . λ1−2s∗+ε‖F‖2
Lq
′
x (dµ)L1

tL
1
θ

.

Remark. It is, of course, reasonable to generalize Theorem 4.2 in the context

of α-dimensional measure and hope that s ≥ 1
2 + β−α

q is also necessary. We found,

however, that this may not be straightforward and note here that a weaker condition,

s ≥ 1
2 + β−1

q , is necessary for α ∈ (0, 1] when d = 1: For α ∈ (0, 1] by employing

dµ(x) = |x|α−1dx, instead of dx, one may reach to

‖Smt f(%(x, t, θ)‖Lqx(I, dµ)L∞t (I)L∞θ (Θ) & λ

 2k∑
j=1

∫
Ωk,j

dµ(x)

 1
q

∼ λ

 2k∑
j=1

[
(yk,j +

1

λ
)α − yαk,j

] 1
q

.

Here, (yk,j)j represents the left-end points of intervals consisting of k-th generation of

pre-Cantor set Ck(r); i.e. Ωk,j = [yk,j , yk,j + 1
λ ]. Then, the mean value theorem gives

that

(yk,j +
1

λ
)α − yαk,j &

1

λ
,

which clearly gives what we claimed.

There are many other variations of the maximal inequality for the (fractional)

Schrödinger equation. In the classical higher dimensional cases, the maximal inequality

(1.2) for radial initial data was considered by Prestini [48], and later its fractal dimen-

sion of the divergence sets was computed by Bennett–Rogers [3]. Some results when

m ∈ (0, 1] are also known but appeared to possess a rather different nature than when

m > 1 (the reader may visit [17, 18, 29, 30, 50, 61]). The periodic setting (replacing

Rd by the torus Td) is also intriguing. Moyua–Vega [45] considered the one-dimensional

case and obtained some sufficient conditions and necessary conditions, although there

is still a gap between them remaining. For the results in the higher dimensions, for

example, see work by Wang–Zhang [62], Eceizabarrena–Lucà [27] as well as Compaan–

Lucà–Staffilani [19], where they also discuss the pointwise convergence problem for the
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solution to certain nonlinear Schrödinger equation. Another interesting variation is due

to Bez–Lee–Nakamura [5]; the local maximal inequality for orthonormal systems of ini-

tial data (fj)j . Their results in one spatial dimension teach the pointwise convergence

behavior of finitely many fermion particles interacting with each other on a line. Bez–

Kinoshita and the second author further computed the Hausdorff dimensions of the

corresponding divergence sets as well [4]. Recently, Dimou and Seeger [21] considered

pointwise convergence problem along a time sequence that rapidly approaches to 0. It

turns out that such sequential convergence may require less smooth regularity than

the original convergence. They obtained sharp results for the fractional Schrödinger

equations in one dimension, which were extended to higher dimensions by Sjölin [54],

Sjölin and Strömberg [55, 56, 57] and Li, Wang, and Yan [38]. Later, Li, Wang, and

Yan [39] and Ko, Koh, Lee and first author [11] established sharp results for the frac-

tional Schrödinger equations and more general dispersive equations defined in higher

dimensions by using spacial localization.

§Appendix A.

Recall the r-Cantor set whose construction was given in Section 4.

Lemma Appendix A.1. For r ∈ (0, 1
2 ),

dimM C(r) =
log 2

log 1/r
,

ranged in (0, 1).

Proof. Since Ck(r) consists of 2k disjoint intervals of length rk, we haveNrk(C(r)) ≤
Nrk(Ck(r)) = 2k from which it follows that

lim sup
k→∞

logNrk(C(r))

− log 1/rk
≤ lim sup

k→∞

log 2k

log 1/rk
=

log 2

log 1/r
.

On the other hand, by recalling the construction, one can find, at least, a point in

Ck(r) ∩ C(r) which is not covered by any 2k intervals, where the length of each interval

is δ satisfying rk+1 ≤ δ < rk. Therefore, Nδ(C(r)) ≥ 2k holds, and

lim inf
δ→0

logNδ(C(r))

− log δ
≥ lim inf

k→∞

log 2k

log 1/rk+1
=

log 2

log 1/r
.

Hence, the limit exists and equals

(Appendix A.1) dimM C(r) = lim
δ→0

logNδ(C(r))

− log δ
=

log 2

log 1/r
.
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§Appendix B.

In this section, we note the useful lemmas for the sufficiency in Section 4.

Lemma Appendix B.1 (van der Corput’s lemma). Let a, b be real numbers with

a < b, φ be a sufficiently smooth real-valued function, and ψ be a bounded smooth

complex-valued function. Suppose that |φ(k)(ξ)| ≥ 1 for all ξ ∈ [a, b]. If k = 1 and φ′(ξ)

is monotonic on (a, b), or simply k ≥ 2, then there exists a constant Ck such that∣∣∣∣∣
∫ b

a

eiλφ(ξ)ψ(ξ) dξ

∣∣∣∣∣ ≤ Ckλ− 1
k

(
‖ψ′‖L1[a,b] + ‖ψ‖L∞[a,b]

)
for all λ > 0.

For a proof of Lemma Appendix B.1, we refer the reader to [59]. Next we introduce a

Young convolution/Hardy–Littlewood–Sobolev type-inequalities, which generalizes lem-

mas in [51, 16].

Lemma Appendix B.2. Let 0 < α ≤ 1, q ≥ 2 and µ be an α-dimensional

measure. There exists a constant C such that for any interval [a, b] in R it holds that

∣∣∣∣∫∫ ∫∫ g(x, t)h(x′, t′)χ[a,b](x− x′) dµ(x)dtdµ(x′)dt′
∣∣∣∣

(Appendix B.1)

≤ C(b− a)
2α
q ‖g‖

Lq
′
x (dµ)L1

t
‖h‖

Lq
′
x (dµ)L1

t
.

Moreover, if 0 < qρ
2 < α then there exists a constant C such that

∣∣∣∣∫∫ ∫∫ g(x, t)h(x′, t′)|x− x′|−ρ dµ(x)dtdµ(x′)dt′
∣∣∣∣ ≤ C‖g‖Lq′x (dµ)L1

t
‖h‖

Lq
′
x (dµ)L1

t
.

(Appendix B.2)

Here, the both integrals are taken over (x, t), (x′, t′) ∈ I× I.

This lemma is a generalization of Lemma 4 in [51] and Lemma 7 in [16].

Proof. In order to show (Appendix B.1), it is enough to show that

‖g ∗µ χ[a,b]‖Lq(dµ) . (b− a)
2α
q ‖g‖Lq′ (dµ).
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By applying Hölder’s inequality with 1
q + 1

q′ = 1,

(∫ ∣∣∣∣∫ g(x′)χ[a,b](x− x′) dµ(x′)

∣∣∣∣q dµ(x)

) 1
q

≤ (b− a)
α
q

(∫ ∣∣∣∣∫ |g(x′)|q
′
χ[a,b](x− x′) dµ(x′)

∣∣∣∣
q
q′

dµ(x)

) 1
q

,

which is further bounded, as a result of Minkowski’s inequality since q
q′ ≥ 1, from above

by

(b− a)
α
q

∫ (∫ |g(x′)|qχ[a,b](x− x′) dµ(x)

) q′
q

dµ(x′)

 1
q′

∼ (b− a)
2α
q ‖g‖Lq′ (dµ).

Then, showing (Appendix B.2) is rather easy via (Appendix B.1) as follows:∣∣∣∣∫∫ ∫∫ g(x, t)h(x′, t′)|x− x′|−ρ dµ(x)dtdµ(x′)dt′
∣∣∣∣

.
∞∑
j=0

2ρj
∫∫

G(x)H(x′)χ[2−j ,2−j+1](x− x′) dµ(x)dµ(x′)

.
∞∑
j=0

2(ρ− 2α
q )j‖G‖

Lq
′
x (dµ)

‖H‖
Lq
′
x (dµ)

. ‖G‖
Lq
′
x (dµ)

‖H‖
Lq
′
x (dµ)

whenever ρ− 2α
q < 0.
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