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Abstract
Background  Undifferentiated arthritis (UA) often develops into rheumatoid arthritis (RA), but predicting disease 
progression from seronegative UA remains challenging because seronegative RA often does not meet the 
classification criteria. This study aims to build a machine learning (ML) model to predict the progression from 
seronegative UA to RA using clinical and laboratory parameters.

Methods  KURAMA cohort (training dataset) and ANSWER cohort (validation dataset) were utilized. Patients with 
seronegative UA were selected based on specific inclusion and exclusion criteria. Clinical and laboratory parameters, 
including demographic data, acute phase reactants, autoantibodies, and physical examination findings, were 
collected. Various ML models, including a Feedforward Neural Network (FNN), were developed and compared. Model 
performance was evaluated using the area under the receiver operating characteristic curve (AUC), sensitivity, and 
other metrics. SHapley Additive exPlanations (SHAP) values were computed to interpret the importance of variables.

Results  KURAMA cohort included 210 patients with seronegative UA, of whom 57 (27.1%) progressed to RA. The 
FNN model demonstrated the highest predictive performance with an AUC of 0.924 and a sensitivity of 80.7% in the 
training dataset. Validation with ANSWER cohort (140 patients; 32.1% progressed to RA) showed an AUC of 0.777, 
sensitivity of 77.8%. MMP-3 had the highest impact on the model.
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Introduction
Rheumatoid arthritis (RA) poses a significant burden 
on patients, presenting a wide range of clinical mani-
festations, including joint arthritis and extra-articular 
symptoms, which can lead to substantial morbidity and 
disability if left untreated or inadequately managed [1, 
2]. Early diagnosis and treatment are essential for RA, as 
delayed diagnosis worsens treatment response and joint 
prognosis [3, 4]. The American College of Rheumatology 
(ACR)/European League Against Rheumatism (EULAR) 
2010 RA classification criteria have been proposed to 
enable RA diagnosis in its early stages [5]. However, 
patients with recent onset inflammatory arthritis often 
do not always meet ACR/EULAR 2010 RA classification 
criteria and include a broad range of disease entities [6]. 

Within the heterogeneous group of early-stage inflam-
matory joint disorders, undifferentiated arthritis (UA) 
refers to inflammatory arthritis that does not fulfill the 
diagnostic criteria for specific arthropathies such as RA 
[6, 7]. This diagnostic uncertainty presents a clinical 
challenge, as predicting the disease course and optimal 
management strategies for UA remain difficult. Further-
more, UA has been associated with an increased risk 
of progression to defined rheumatic diseases, making 
accurate identification and timely intervention crucial 
[8–11]. A model predicting the evolution from UA to 
RA using clinical and laboratory parameters has shown 
good performance in estimating the risk of develop-
ing RA in patients with UA [12, 13]. However, after the 
introduction of the ACR/EULAR 2010 RA classification 
criteria, the characteristics of UA patients have changed 
[11]. Therefore, a prediction tool for estimating the clini-
cal course of UA patients who do not meet RA criteria is 
beneficial for both patients and clinicians.

Rheumatoid factor (RF) and anti-citrullinated protein 
antibody (ACPA) are manifestations of autoimmunity 
in RA [14]. However, seronegative RA, which is nega-
tive for RF and ACPA, accounts for approximately 30% 
of RA and is often misdiagnosed because few patients 
meet ACR/EULAR 2010 RA classification criteria [15, 
16]. In addition, RF and ACPA are risk factors for devel-
oping RA, and therefore individuals who are positive for 
RF and ACPA are considered to be at “high risk” [17–19]. 
This highlights the importance of predicting the pro-
gression to RA in seronegative UA patients, in whom RF 
and ACPA were negative at the first clinical evaluations. 
However, this prediction is difficult because approxi-
mately 50% of UA cases are self-limiting and about 30% 
evolve to RA [20–22]. 

Machine learning (ML), a subset of artificial intelli-
gence, makes use of algorithms and statistical models to 
interpret and analyze complex data sets [23–25]. ML has 
demonstrated significant potential in various domains, 
including disease prediction, patient stratification, and 
personalized medicine [23–25]. 

In this study, we aimed to build a machine learning 
(ML) model designed to predict the progression from 
UA to RA in seronegative patients. Our model utilized 
only clinical and laboratory parameters obtained in rou-
tine clinical settings. We also validated the model using 
an external dataset to ensure generalizability. Although 
uncertainty remains regarding the diagnosis of RA pro-
gression because the diagnostic criteria could not be 
standardized across hospitals and physicians in the 
cohorts due to the lack of consensus in diagnosing sero-
negative RA in its early stages [26, 27], we developed 
an externally validated ML model with good predictive 
performance for RA development from UA using real-
world data, which may be valuable in daily rheumatology 
practice.

Methods
Patients
We used data from the KURAMA cohort as a training 
dataset and data from the ANSWER cohort as a valida-
tion dataset. The KURAMA cohort, established in 2011, 
is a single-center, observational cohort study of RA 
[28–30]. The ANSWER cohort, established in 2018, is a 
multicenter, longitudinal cohort study of RA involving 9 
hospitals including Kyoto University [31–34]. 

Clinical inflammatory arthritis that did not fall into a 
specific diagnosis after initial clinical evaluation was clas-
sified as UA. In KURAMA cohort, we analyzed patients 
who were initially diagnosed as seronegative UA from 
2011 to 2022. Exclusion criteria were as follows: (1) 
patients under 18 years of age, (2) patients with a history 
of malignancy, (3) patients with known autoimmune dis-
ease or treated with immunosuppressants, (4) patients 
with a history of RA diagnosis at another clinic, (5) 
patients not followed for more than 6 months even if UA 
persisted, (6) patients who were positive for RF and/or 
ACPA, and (7) patients with ACR/EULAR 2010 RA clas-
sification criteria ≥ 6 at the baseline. All UA patients were 
allowed to revisit our clinic even after the regular follow-
up was suspended.

In ANSWER cohort, patients who were initially diag-
nosed as seronegative UA were analyzed after excluding 
data that met the following conditions: (1) data from the 

Conclusions  The FNN model exhibited robust performance in predicting the progression of RA from seronegative 
UA and maintained substantial sensitivity in an independent validation cohort. This model using only clinical and 
laboratory parameters has potential for predicting RA progression in patients with seronegative UA.
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KURAMA cohort (the ANSWER cohort is a multicenter 
cohort that includes the KURAMA cohort), (2) patients 
with ACR/EULAR 2010 RA classification criteria ≥ 6 at 
the baseline, (3) patients treated with immunosuppres-
sants or with known autoimmune disease.

Definition of progression to RA
The progression to RA was not always determined based 
on ACR/EULAR 2010 classification criteria [27]. In the 
KURAMA cohort dataset, patients’ medical records were 
retrospectively analyzed and the reason for diagnosis was 
collected. When patients were diagnosed with diseases 
other than RA, they were not included in RA progression 
group even if the patients fulfilled ACR/EUALR 2010 
classification. In the ANSWER cohort dataset, RA pro-
gression was identified from the database.

Clinical and laboratory parameters
At the baseline, we obtained patients’ demographic and 
anthropometric data, smoking history, family history 
of RA. We also collected baseline acute phase reactants 
(C-reactive protein (CRP) and erythrocyte sedimenta-
tion rate (ESR), autoantibodies (RF and ACPA), and 
matrix metalloproteinase 3 (MMP-3). Physical examina-
tions were performed, and 28 tender joint counts (TJC), 
28 swollen joint counts (SJC), physician global assess-
ment (PhGA), and patient global assessment (PtGA) were 
obtained. Based on these data, 2010 ACR/EULAR RA 
classification criteria points [5] and the clinical disease 
activity index (CDAI) [35] were evaluated. Functional 
disability was also assessed using the Health Assessment 
Questionnaire Disability Index (HAQ-DI) [36]. 

Statistical analyses and machine learning model 
building.

Wilcoxon rank sum test, chi-square test with Yates’s 
correction, Receiver Operating Characteristic (ROC) 
curve analysis, and ML modeling were performed using 
Scipy v1.11.4, Scikit-learn v1.4.1 in Python v3.8.16. 
Kaplan-Meier analyses were performed using lifelines 
v.0.28.0. PyCaret v2.3.10 was used to compare ML mod-
els except for Feedforward Neural Network (FNN). FNN 
was built using Tensorflow v2.8.0 and Keras v.2.8.0. 
SHapley Additive exPlanations (SHAP) values were 
computed using shap v0.46.0. The highest proportion 
of missing values was observed in MMP-3 and CDAI 
(3.3%) in the KURAMA cohort and in MMP-3 and HAQ-
DI (7.14%) in the ANSWER cohort, and summarized in 
Supplementary Table 1. We imputed missing values using 
multiple imputations by chained equations (MICE) and 
generated 100 imputed datasets using random forest in 
R v4.3.3.

Models predicting progression from UA to RA were 
trained using the KURAMA cohort and externally vali-
dated using the ANSWER cohort. Performance measures 

included area under the receiver operating charac-
teristic curve (AUC), positive prediction value (PPV), 
sensitivity, specificity, accuracy, and F1 score, which 
is a measure of the harmonic mean of sensitivity and 
PPV and were computed using 5-fold cross validation 
(Fig. 1A). Hyperparameter tuning for ML models except 
FNN was performed using “tune_model” function of 
PyCaret. Learning rate was tuned for FNN (Supplemen-
tary Fig.  1A). Sample size evaluation was performed by 
drawing learning curves with different number of sam-
ples (Supplementary Fig. 1B) [37]. Values were not nor-
malized in the dataset because better performance was 
obtained without normalization for both FNN and other 
ML models. The p-value threshold for statistical signifi-
cance was set at < 0.05.

Study approval and design
The institutional review board at all hospitals participat-
ing in the KURAMA and the ANSWER cohorts approved 
this study. Written informed consent was obtained from 
all participants according to the Declaration of Hel-
sinki. We reported the study according to the Transpar-
ent Reporting of a Multivariable Prediction Model for 
Individual Prognosis or Diagnosis (TRIPOD) reporting 
guideline [38]. 

Results
Patient characteristics
We identified 519 patients with initial diagnosis of UA 
(including seropositive patients) in the KURAMA train-
ing cohort and analyzed 210 seronegative UA patients 
after applying exclusion criteria (Supplementary Fig.  2). 
Among the 210 patients with seronegative UA in the 
KURAMA cohort, 57 patients (27.1%) progressed to RA 
(Table  1). Sonography and MRI were performed in 56 
(26.7%) and 59 (28.1%), respectively. In 57 patients with 
RA progression, RA diagnosis was made based on pres-
ence of joint synovitis, tenosynovitis, bone edema, or 
bone erosion identified using sonography or MRI (46 
patients), meeting ACR/EULAR criteria (6 patients), 
radiographic progression (3 patients), and clinical judge-
ment (4 patients). Among 153 patients who did not 
develop RA, 105 patients remained UA or spontaneously 
resolved, 15 patients were diagnosed with osteoarthri-
tis, 33 patients were diagnosed as other inflammatory 
arthropathies such as systemic lupus erythematosus, sys-
temic sclerosis, or sarcoidosis (Supplementary Table 2). 
The median time to RA progression was 37 days in the 
RA group and the median time to diagnosis was 105 days 
in the non-RA group (Table 1).

We first compared clinical and laboratory parameters. 
Older age and higher CRP, ESR, MMP-3, PhGA, PtGA, 
TJC, SJC, and HAQ-DI were observed in patients who 
progressed to RA compared to those who did not develop 
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RA, and those differences were statistically significant 
(Table 1). RF and ACPA, whose titers are associated with 
higher incidence of RA development [39, 40], showed no 
difference between two groups (Table  1). Kaplan-Meier 
curves with optimal thresholds are shown in Supplemen-
tary Fig. 3.

Machine learning model to predict RA progression.
Although there were statistical differences in some 

variables between those who progressed to RA and those 
who did not, the differences were not markedly distinct 
between the two groups. Therefore, we employed ML, 
which can incorporate multiple variables and handle 
non-linear correlations, to obtain better discrimination 
model predicting RA progression from seronegative UA. 
Because MMP-3 is not measured in daily RA clinical 
practice, we built models from variables with or without 
MMP-3.

We first evaluated the performance of non-deep learn-
ing (DL) models using variables without MMP-3. ML 
models were built and hyperparameters were tuned using 

PyCaret, which automates comprehensive screening and 
performance comparison of ML models [41]. By com-
paring averaged performance measures through 5-fold 
cross-validation (Fig.  1A), Gradient Boosting Classifier, 
Random Forest Classifier, Ada Boost Classifier, Extra 
Trees Classifier, and Light Gradient Boosting Machine 
showed AUC of > 0.75 (Supplementary Table 3). As the 
model is intended for use as a screening test in a daily 
clinical practice, it is important not to miss true-positive 
patients, and therefore sensitivity is considered the most 
important indicator [42, 43]. In terms of sensitivity, Ran-
dom Forest Classifier and Ada Boost Classifier exceeded 
sensitivity of 50% (Supplementary Table 3). Adding 
MMP-3 improved overall performances of non-DL mod-
els (Supplementary Table 4). Random Forest Classifier, 
Gradient Boosting Classifier, Ada Boost Classifier, Light 
Gradient Boosting Machine, and Extra Trees Classifier 
showed AUC > 0.80. Additionally, four of them exceeded 
sensitivity of 60% (Supplementary Table 4), suggesting 
that MMP-3 is an influential variable in ML models.

Fig. 1  Architecture of Feedforward Neural Network (FNN) and its performance. (A) Schematic explanation of 5-fold cross-validation. (B) Structure of 
FNN. An optimized threshold was set at 0.4 to predict RA progression. (C) Receiver operating characteristic curve of the FNN model. Dotted line shows a 
threshold set at 0.4. AUC: Area under the curve (D) Contingency matrix of the FNN model with threshold set at 0.4. PPV: positive predictive value
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We next built a DL-based model that may outperform 
many classical ML approaches [25]. In this study, we 
modeled Feedforward Neural Network (FNN) using vari-
ables including MMP-3 (Fig.  1B). FNN’s discriminatory 
performance on training data achieved an accuracy of 
87.8%, AUC of 0.924, sensitivity of 70.6%, PPV of 75.1%, 
and F1 score of 0.720 after 5-fold cross-validation. The 
FNN exceeded all non-DL models in all performance 
measures.

To obtain an optimal threshold, the threshold was set at 
0.4 using AUC and contingency matrix to increase sen-
sitivity while avoiding false positives as much as possible 
(Fig.  1B, C, and D). Applying this threshold, the FNN 
model achieved sensitivity of 80.7%, PPV of 73.0%, and 
specificity of 88.9% in the KURAMA training cohort.

Impact of variables to the model
Despite the superior performance of the FNN model, 
limited explainability of the model (e.g. which variable is 
most important, how variables affect each other) is one of 
the disadvantages of DL-based models [44]. To clarify the 
importance of each feature in the FNN model, we com-
puted SHAP values [44], revealing that MMP-3 had the 
highest impact on the model, followed by PhGA, PtGA, 
BMI, and age (Fig. 2A). Notably, higher values for MMP-
3, PhGA, PtGA, and BMI positively contributed to the 
higher SHAP values (Fig. 2B and C). This means that as 
the values of these features increase, the model’s predic-
tion towards RA progression becomes stronger.

Model validation by external data
To ensure the robustness and generalizability of our 
models and to address the potential issue of overfit-
ting, where a model performs well on the training data 
but fails to generalize to new, unseen data, we validated 
the models using an independent external cohort, the 
ANSWER cohort. This cohort included 140 patients with 
seronegative UA, of whom 45 (32.1%) progressed to RA 
(Supplementary Fig. 4). Median time to RA progression 
was 92 days (Table  2). The reason for diagnosis in RA 
progressors and the outcome and observation period in 
RA non-progressors were not available due to limited 
access to medical records. Significant differences were 
observed between RA progressors and non-progressors 
in CRP, ESR, MMP-3, PhGA, and HAQ-DI (Table 2).

The FNN model, which was trained and tested using 
the KURAMA cohort, was then applied to the ANSWER 
cohort, where it achieved an AUC of 0.777 (Fig. 3A). By 
setting the threshold at 0.4, the FNN model showed an 
averaged accuracy of 67.9%, sensitivity of 76.2%, speci-
ficity of 64.0%, and PPV of 50.0% in MICE-imputed 
datasets. A representative confusion matrix is shown 
in Fig.  3B. Although accuracy, specificity, and PPV 
decreased in the validation cohort, the model retained 
a reasonable level of sensitivity and AUC, demonstrat-
ing its generalizability and potential utility in clinical 
practice.

In summary, the FNN model demonstrated the highest 
predictive performance among the ML models tested in 
the training cohort and maintained substantial sensitivity 

Table 1  Baseline patient characteristics comparing patients who progressed to RA with those who did not in KURAMA training cohort
Baseline characteristics Overall (n = 210) RA (n = 57) Non-RA (n = 153) p-value
age (median, [Q1-Q3]) 54 [44–66] 60 [49–70] 52 [42-63.5] 0.0094
sex (female%) 72.9% 63.2% 76.5% 0.079
BMI (median, [Q1-Q3]) 21.6 [19.6–24] 22.8 [20.4–25] 21.2 [19.3–23.6] 0.010
Family history of RA (positive %) 28.1% 29.8% 27.5% 0.87
Smoking (current or previous %) 31.9% 42.1% 28.1% 0.077
CRP, mg/L (median, [Q1-Q3]) 1 [1–6] 7 [1-19.5] 1 [0–1] < 0.001
ESR_1h (median, [Q1-Q3]) 14 [6–26] 26 [8–48] 11 [6–19] < 0.001
RF (median, [Q1-Q3]) 8 [8–8] 8 [8–8] 8 [8–8]
ACPA (median, [Q1-Q3]) 0.6 [0.6–0.6] 0.6 [0.6–0.6] 0.6 [0.6–0.6]
MMP-3 (median, [Q1-Q3]) 49.8 [32.5–96.8] 95.9 [50.8-175.25] 43.7 [30.4-66.225] < 0.001
PhGA (median, [Q1-Q3]) 13 [3–26] 25 [15.5–40.5] 8 [2–20] < 0.001
PtGA (median, [Q1-Q3]) 48.5 [21–60] 56 [40.75-75] 45.5 [18–54] < 0.001
TJC28 (median, [Q1-Q3]) 2 [0–4] 3 [1–6] 1 [0–3] < 0.001
SJC28 (median, [Q1-Q3]) 1 [0–2] 2 [1–4] 0 [0–1] < 0.001
CDAI (median, [Q1-Q3]) 9.05 [5.375–14.025] 13.75 [10.1-21.125] 7.55 [4.375–11.6] < 0.001
HAQ-DI (median, [Q1-Q3]) 0.38 [0-0.75] 0.63 [0.38-1] 0.25 [0-0.5] < 0.001
Days to diagnosis (median, [Q1-Q3]) 37 [28–76] 105 [35–427]
Data showing descriptive statistics before imputation

Abbreviations

BMI: body mass index, CRP: C-reactive protein, ESR: erythrocyte sedimentation rate, RF: rheumatoid factor, ACPA: anti-citrullinated protein antibody, MMP-3: matrix 
metalloproteinase 3, PhGA: physician global assessment, PtGA: patient global assessment, TJC: 28 tender joint counts, SJC: 28 swollen joint counts, CDAI: clinical 
disease activity index, HAQ-DI: Health Assessment Questionnaire Disability Index
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in an independent validation cohort. These findings sug-
gest that FNNs, with their ability to capture complex 
patterns within medical data, hold promise for predict-
ing RA progression in patients with seronegative UA. 
Further research with larger and more diverse patient 
populations is warranted to confirm these findings and to 
optimize the model for practical clinical application.

Discussion
The findings of this study demonstrate the potential of 
ML models, particularly FNN, in predicting the pro-
gression of seronegative UA to RA. ML models, espe-
cially FNN, showed good predictive performance in two 
cohorts, suggesting generalizability of this FNN model.

UA’s natural history varies: around 50% of cases resolve 
spontaneously, while about 30% progress to RA [20]. 
In the KURAMA and ANSWER cohorts, RA progres-
sion rates from seronegative UA were 27.1% and 32.3%, 
respectively. Brinkman et al. reported that patients who 

developed RA from UA were generally older, more often 
female, and exhibited higher levels of TJC, SJC, ESR, and 
visual analogue scale scores [22]. Another study has simi-
larly shown that SJC and ESR are higher in patients who 
progress to RA [21]. In our study, older age, TJC, SJC, 
acute-phase reactants (CRP and ESR), and the PhGA 
were associated with RA progression in the KURAMA 
cohort, while younger age and higher CRP were signifi-
cant in the ANSWER cohort. These differences illustrate 
the complexity of predicting RA progression using clini-
cal parameters alone.

This study focused on seronegative UA because the 
sensitivity of the ACR/EULAR 2010 RA classification 
criteria is below 20% for seronegative RA [15, 16]. We 
observed in the KURAMA cohort that 27.1% of seroneg-
ative UA patients developed RA. Seropositivity in general 
population is associated with RA development [17, 18]. 
Recent studies suggest that the prevalence of seropositive 
and seronegative RA is becoming similar [45, 46]. The 

Fig. 2  Feature importance in the FNN model estimated using SHAP. (A) Averaged SHAP values that reflect the impact on the model. (B) Beeswarm plot 
showing the correlation between feature values and SHAP values. When the SHAP value is positive, the feature contributes positively to the prediction of 
RA progression. (C) Dependance plots showing the correlation between SHAP values and the values of the variables
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progression rate observed in KURAMA (27.1%) indicates 
that seropositivity may not be a definitive predictor of RA 
progression.

Our ML models varied in performance, but the FNN 
model outperformed others in accuracy, sensitivity, PPV, 
and AUC. The utilization of DL or other ML models is 
wide spreading in medical field [25], and the previous 

study using a support vector machine model that incor-
porated clinical parameters and DNA methylation 
profiles in the peripheral blood mononuclear cells dem-
onstrated more than 80% accuracy in the training cohort 
(n = 72) and 75% accuracy in the validation cohort (n = 8) 
of UA patients, including seropositive patients [21]. Our 
study focused solely on seronegative UA and achieved 

Table 2  Baseline patient characteristics comparing patients who progressed to RA with those who did not in ANSWER validation 
cohort
Baseline characteristics Overall (n = 140) RA (n = 45) Non-RA (n = 95) p-value
age (median, [Q1-Q3]) 62.5 [48.0–72.0] 54.0 [46.0–70.0] 64.0 [50.0–73.0] 0.112
sex (female%) 67.9% 75.6% 62.4% 0.251
BMI (median, [Q1-Q3]) 21.7 [19.8–24.7] 21.6 [19.8–24.8] 21.9 [19.8–24.2] 0.617
Family history of RA (positive %) 14.3% 17.8% 12.6% 0.580
Smoking (current or previous %) 67.2% 65.0% 68.40% 0.430
CRP (median, [Q1-Q3]) 2.7 [0.050–14.6] 9.4 [1.0-31.4] 2.0 [0.4–0.96] 0.011
ESR_1h (median, [Q1-Q3]) 18.5 [8.0–37.0] 26.0 [12.0-44.3] 15.0 [5.0–34.0] 0.024
RF (median, [Q1-Q3]) 5 [5–8] 5 [4–7] 5 [5–8]
ACPA (median, [Q1-Q3]) 0.6 [0.6–0.6] 0.6 [0.6–0.6] 0.6 [0.6–0.6]
MMP-3 (median, [Q1-Q3]) 75.7 [40.3-134.7] 95.1 [44.5-189.9] 56.9 [39.7–118.0] 0.030
PhGA (median, [Q1-Q3]) 20.0 [10.5–36.5] 30.0 [12.0–50.0] 18.0 [10.0–30.0] 0.040
PtGA (median, [Q1-Q3]) 50.0 [29.0-67.5] 50.0 [32.0–68.0] 50.0 [27.0–66.0] 0.371
TJC28 (median, [Q1-Q3]) 2 [1–5] 3 [1–5] 2 [1–5] 0.837
SJC28 (median, [Q1-Q3]) 1 [0–3] 1.0 [0–4.0] 1 [0–3] 0.943
CDAI (median, [Q1-Q3]) 12.0 [8.35–15.85] 11.8 [8.68–17.6] 12.0 [8.35–15.35] 0.578
HAQ-DI (median, [Q1-Q3]) 0.5 [0.13–0.88] 0.63 [0.25–1.44] 0.38 [0.13–0.75] 0.027
Days to diagnosis (median, [Q1-Q3]) 92 [36–273]
Data showing descriptive statistics before imputation

Abbreviations

BMI: body mass index, CRP: C-reactive protein, ESR: erythrocyte sedimentation rate, RF: rheumatoid factor, ACPA: anti-citrullinated protein antibody, MMP-3: matrix 
metalloproteinase 3, PhGA: physician global assessment, PtGA: patient global assessment, TJC: 28 tender joint counts, SJC: 28 swollen joint counts, CDAI: clinical 
disease activity index, HAQ-DI: Health Assessment Questionnaire Disability Index

Fig. 3  FNN’s Discriminatory performance in the external validation cohort. (A) Receiver operating characteristic curve of the FNN model applied to the 
ANSWER validation cohort. Dotted line shows a threshold set at 0.4. (B) Contingency matrix of the FNN model with threshold set at 0.4
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approximately 80% sensitivity in both training and valida-
tion cohorts using clinical parameters easily obtained in 
practice.

One challenge with DL models is interpretability, cru-
cial in clinical settings [47]. We addressed this by using 
SHAP values [44] to explain the contributions of key 
variables, such as MMP-3, PhGA, PtGA, BMI, and SJC. 
MMP-3, which had not been identified as a risk factor, 
had the highest impact on the model based on SHAP 
values. Another limitation of DL models is their compu-
tational cost. In this study, non-DL models also demon-
strated fair discriminative performance in the training 
dataset, suggesting that non-DL models may, in some 
cases, be suitable for practical use.

A critical aspect of this study was the validation of our 
models using a multicenter cohort (ANSWER cohort). 
The risk of overfitting underlies ML models developed 
using a single cohort and may lead to a loss of generalis-
ability [41, 47]. The FNN model trained on the KURAMA 
cohort maintained reasonable performance in sensitiv-
ity and AUC when externally validated on the ANSWER 
cohort, indicating that the model’s predictive power is 
not confined to the training dataset. However, the FNN 
model demonstrated a loss of specificity in the validation 
dataset, reflecting the challenges and lack of consensus in 
diagnosing seronegative RA at an early stage. Indeed, the 
difference in median time to RA progression between the 
KURAMA training cohort and the ANSWER validation 
cohort differed, which could be due to multiple factors, 
including differences in physicians’ decision thresh-
olds and access to ultrasound and MRI. Clinical trials 
involving seronegative RA often employ more conserva-
tive inclusion criteria for seronegative patients, such as 
requiring the pre-existence of structural damage in more 
than three joints [48, 49]. To facilitate early diagnosis and 
treatment of seronegative patients before joint destruc-
tion begins, our FNN model may be of value in daily clin-
ical practice.

This study has several limitations. First, the poten-
tial for overfitting cannot be entirely dismissed despite 
our validation efforts, as participants in the KURAMA 
and ANSWER cohorts are predominantly Asian and the 
sample sizes were relatively small, necessitating further 
validation in larger and more diverse populations. Sec-
ond, the follow-up duration may not have fully captured 
the long-term progression from UA to RA. In terms of 
diagnostic challenges of seronegative RA, some patients 
initially diagnosed as seronegative RA may later be reclas-
sified as other entities such as spondylarthritis or psori-
atic arthritis [50]. In the ANSWER cohort, this possibility 
remains because of the limitation of the access to medical 
records, and may have contributed to the observed loss 
of specificity. Importantly, the proposed model does not 
provide diagnostic predictions in patients who were not 

predicted to have RA, which does not mean that follow-
up of these patients is unnecessary.

In conclusion, our study highlights the potential of 
FNNs in predicting the progression of UA to RA, offer-
ing a noninvasive tool for predicting RA progression. 
Testing blood MMP-3 levels and integrating this predic-
tive model into the clinical workflow of seronegative UA 
patients may improve patient outcomes.
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