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In living systems, each component adaptively changes its internal states in response to its inter-
actions with other components. These interactions, in turn, undergo temporal changes as a result of
this adaptive behavior, which plays a crucial role in the emergence of system-level functions. Thus,
to understand how changes in interactions influence the emergence of functions by employing models
of adaptive behavior, it is essential to incorporate these interaction changes into these models. In
this study, we developed a theoretical framework for modeling adaptive behavior of components
under temporally changing interactions by formulating these interaction changes as dynamics of en-
ergy landscapes associated with that behavior. To represent this component-level adaptive behavior,
internal state changes of each component were formulated based on the generalized gradient flow of
an energy landscape and its associated energy rate landscape. We expressed dynamics of these land-
scapes by treating environmental states surrounding each component as temporal changes related to
the interaction, which were then coupled to internal state changes of the component. Through case
studies using simplified models of living systems under multiple mechanical interaction conditions
among components, we demonstrated that our proposed theoretical framework can represent the
emergence of functions of living systems. Even without explicitly defining adaptive behavior at the
system level, these functions are specified based on the dynamics of the energy and energy rate
landscapes of each component.

I. INTRODUCTION

Living systems, which consist of components such
as molecules, cells, and tissues, exhibit functions that
emerge from interactions among components as well as
capabilities of individual living components. At the
molecular scale, changes in biomolecular combinations
[1, 2] and allosteric modulation of molecular interac-
tions [3–5] regulate dynamics of molecular complexes.
At the cellular scale, interactions between cells mediated
by forces or biochemical signals regulate tissue dynamics
such as morphogenesis [6, 7] and drive functional mech-
anisms such as suppression of tumor expansion [8, 9].

In response to interactions among these components,
individual components in some living systems adaptively
change their internal states, leading to the emergence of
functions of an integrated living system as well as individ-
ual living components. For example, when living tissues
interact mechanically, individual tissues grow or are re-
modeled in response, rendering their functional morphol-
ogy as a system [10–12]. Moreover, temporal changes in
interactions among living components affect functions of
an integrated living system through adaptive behavior of
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individual components. For example, in the phenomenon
known as the ball-and-socket ankle, which occurs in an-
kle joints during developmental processes, changes in the
interactions among bones result in a shift from a typical
hinge joint morphology to a spherical morphology [13].
This morphological change alters the functional range of
motion of the joints [14]. Thus, interactions among living
components play a crucial role in controlling the emer-
gence of functions of an integrated living system through
adaptive behavior of individual components.
A successful approach for characterizing adaptive be-

havior of living components is to build a theory based
on energy landscapes. These energy landscapes symbol-
ize the Waddington landscape, which reflects surround-
ing environment of living components [15, 16]. In this
analogy, a position on the landscape corresponds to an
adaptively changing internal state of a living component,
whereas the adaptive behavior and temporal environ-
ment changes correspond to rolling of a ball and temporal
landscape changes, respectively.
Previous studies have formulated adaptive behavior of

living components using energy landscapes [17, 18]. Fur-
thermore, by formulating an energy landscape of an inte-
grated living system, a theory that incorporates system-
level adaptation has revealed correspondence between a
system-level energy landscape and individual landscapes
of the components. Consequently, this theory has de-
scribed temporal changes in individual energy landscapes
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as landscape changes associated with system-level adap-
tation [19].

Adopting interactions among living components in en-
ergy landscape-based approaches is expected to capture
the emergence of functions of an integrated living sys-
tem controlled by these interactions. When considering
interactions among living components, changes in sur-
rounding environment of each component correspond to
temporal interaction changes resulting from adaptive be-
havior of individual components. Therefore, to adopt in-
teractions among components in these energy landscape-
based approaches, it is necessary to formulate temporal
changes in energy landscapes as a result of adaptive be-
havior of individual components rather than system-level
adaptation. By developing such a framework, effects of
temporal interaction changes due to adaptive behavior of
individual components on the emergence of system func-
tions can be discussed.

This study aims to propose a theoretical framework
that embodies temporal changes in interactions among
living components as those in their energy landscapes.
By formulating adaptive internal state changes of indi-
vidual living components and the resulting changes in
their interactions, this framework embodies energy land-
scape changes for each living component. Additionally,
through case studies using simplified models of living sys-
tems comprising mechanically interacting components,
we demonstrate that the proposed framework enables dis-
cussions on effects of interaction changes due to adaptive
behavior of individual components on the emergence of
system functions.

II. THEORETICAL FRAMEWORK

In this chapter, to embody temporal changes in inter-
actions among living components within a living system,
we formulate adaptive behavior of individual living com-
ponents and temporal changes in energy landscapes due
to the adaptive behavior. First, we define graphs com-
posed of component and interaction objects as shown in
FIG. 1. Here, component objects (FIG. 1, squares) are
introduced to describe adaptive behavior of individual
living components and interaction objects (FIG. 1, cir-
cles) are introduced to describe temporal changes in in-
teractions among components (FIG. 1). Next, we adopt
the framework of the generalized gradient flow in the for-
mulation of adaptive behavior of individual living com-
ponents, given that it is well-suited for formulating inter-
nal state changes of living components viewed as dissipa-
tive behavior [19–21]. This framework assigns an energy
function for each component object to define its energy
landscape. Adaptive behavior of each component object
are described by rolling of a ball in its energy landscape,
where a position corresponds to an internal state of the
component object. Furthermore, to describe temporal
changes in energy functions of individual component ob-
jects due to their adaptive behavior, we formulate tem-

poral environment changes surrounding each component
object as functions of adaptive internal state changes of
component objects connected through the same interac-
tion object. These environment changes determine inter-
nal state changes of corresponding component objects.
As a result, temporal changes in interactions among com-
ponent objects, due to their adaptive behavior, are de-
scribed as temporal changes in their energy landscapes.

A. Formulation of Adaptive Behavior of Individual
Component Objects

To formulate adaptive behavior of individual compo-
nent objects, for a solid square component object i ∈ C in
FIG. 1, where C is a set of component objects, xi(t) ∈ Sx

i

denotes its internal states that adaptively change over
time. To distinguish adaptively changing internal states
from the other internal states, the non-adaptively chang-
ing internal states and total internal states are denoted
as yi(t) ∈ Sy

i and si(t)(= (xi(t), yi(t))) ∈ Si(= Sx
i × Sy

i ),
respectively. Here, Sx

i , Sy
i , and Si are manifolds that

form subspaces of Euclidean space. In contrast, open
square component objects in FIG. 1 are assumed to be-
have non-adaptively, which is described as si(t) = yi(t).
A rate of adaptive internal state of each component ob-
ject are denoted as ẋi(t) ∈ TxS

x
i , which serve as a

basis for determining an actual rate of internal state
through temporal interaction changes among component
objects. These rates are denoted as ẋi(t) ∈ TxS

x
i ,

ẏi(t) ∈ TyS
y
i , and ṡi(t) ∈ TsSi, where TxS

x
i , TyS

y
i , and

TsSi (= TxS
x
i × TyS

y
i ) are the tangent spaces of Sx

i , S
y
i ,

and Si, respectively. Note as ẋi(t) = 0 is assumed for
open square component objects because their internal
states change non-adaptively over time.
For solid square component objects, which adaptively

change their internal states, the rate ẋi(t) ∈ TxS
x
i is for-

mulated as dissipative behavior based on the framework
of the generalized gradient flow [19, 21]. First, for a solid
square component object i ∈ C, its energy function with
the domain Sx

i is defined as

Ui[yi(t)] : S
x
i −→ R; xi 7−→ Ui[yi(t)](xi), (1)

where “[yi(t)]” means that the energy function Ui[yi(t)]
depends on the non-adaptively changing internal state
yi(t), forming an energy landscape of the component ob-
ject i (FIG. 2(a), blue curve).
Next, to formulate a rate of adaptive internal state

of a component object as the generalized gradient flow
of an energy landscape, energy change rate and energy
dissipation rate functions of ẋi are defined as

Ji[si(t)] : TxS
x
i −→ R; ẋi 7−→ ⟨DUi[yi(t)](xi(t)), ẋi⟩,

(2)

Ψi[si(t)] : TxS
x
i −→ R; ẋi 7−→

1

2
⟨ẋi, ωi(si(t))ẋi⟩,

(3)
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FIG. 1. Graph composed of component and interaction ob-
jects.

which are illustrated by a black line and parabola in
FIG. 2(b). Here, when T ∗

xS
x
i denotes the cotangent

space of the set of adaptively changing internal states
Sx
i , ⟨τ, ξ⟩ = ⟨ξ, τ⟩ ∈ R is a contraction operation that re-

turns a scalar quantity (an energy change rate in Eq. (2)
or an energy dissipation rate in Eq. (3)) for τ ∈ TxS

x
i

and ξ ∈ T ∗
xS

x
i . In addition, DUi[yi(t)] : S

x
i −→ T ∗

xS
x
i

is a function that returns a derivative DUi[yi(t)](xi) of
Ui[yi(t)] at xi (FIG. 2(a), gradient of the black tan-
gent line) for a given input xi. Furthermore, the func-
tion ωi : Si −→ T ∗

xS
x
i × T ∗

xS
x
i is a function of a to-

tal internal state si(t) that provides the weight function
ωi(si(t)) : TxS

x
i −→ T ∗

xS
x
i that describes the energy dis-

sipation rate for the adaptive behavior, ensuring that the
energy dissipation rate function Ψi[si(t)] is positive defi-
nite.

The sum of the energy change rate function Ji[si(t)]
and the energy dissipation rate function Ψi[si(t)], that
is, the net energy change rate function accounting for
energy dissipation is defined as

U rate
i [si(t)] := Ji[si(t)] + Ψi[si(t)] (4)

which is illustrated by a blue parabola in FIG. 2(b), defin-
ing the condition for the temporal rate ẋi(t) of the adap-
tive internal state changes to be the generalized gradient
flow as a minimization condition

ẋi(t) minimizes U rate
i [si(t)]. (5)

Thus, the function U rate
i [si(t)] forms an energy rate

landscape for the component object i (FIG. 2(b),
blue parabola), whose bottom determines temporal
change rate ẋi(t) of the adaptive internal state changes
(FIG. 2(b), blue dotted line). The temporal interaction
changes convert this rate into the actual rate ẋi(t), which
in turn allows the internal state xi(t) to evolve within the
energy landscape.

FIG. 2. Energy and energy rate landscapes of a component
object i ∈ C. (a) Energy landscape formed by the energy
function Ui[yi(t)]. (b) Energy rate landscape formed by the
function U rate

i [si(t)].

B. Formulation of Interaction Change among
Component Objects

To formulate temporal interactions changes among
component objects due to their adaptive behavior, let
I denote a set of interaction objects, VI

i ⊂ I a set of in-
teraction objects adjacent to a component object i ∈ C,
and VC

j ⊂ C a set of component objects adjacent to an
interaction object j ∈ I. With these objects, a situa-
tion in which component objects i and k are connected
through the same interaction object j is expressed as
j ∈ VI

i , k ∈ VC
j (FIG. 3(a)). For an interaction ob-

ject j ∈ I and a component object k ∈ VC
j (including

the component object i), Sz
(k;j) denotes a manifold that

forms a subspace of Euclidean space, and its component
z(k;j)(t) ∈ Sz

(k;j) denotes environmental states of the com-

ponent object k associated with the interaction object j
at time t.

To formulate temporal environment changes of a com-
ponent object i due to adaptive behavior of individual
component objects, we introduce a function f(i;j) (j ∈
VI
i ), which maps a total internal state sk(t), a rate of

adaptive internal state ẋk(t), and an environmental state
z(k;j)(t), where k ∈ VC

j , to a temporal rate of environ-
mental state ż(i;j)(t) of a component object i, denoted
as

f(i;j) :
∏

k∈VC
j

(Sk × TxS
x
k × Sz

(k;j)) −→ TzS
z
(i;j);

(sk(t), ẋk(t), z(k;j)(t))k∈VC
j
7−→ ż(i;j)(t) (6)

(FIG. 3(b)). Furthermore, to formulate actual inter-
nal state changes of a component object i ∈ C due to
changes in its environmental state, we introduce a func-
tion gi, which maps the total internal state si(t), the rate
of adaptive internal state ẋi(t), and the environmental
state z(i;j)(t) as well as its temporal rate ż(i;j)(t), where

j ∈ VI
i , to a temporal rate of the internal state ṡi(t),
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denoted as

gi : Si × TxS
x
i ×

∏
j∈VI

i

(
Sz
(i;j) × TzS

z
(i;j)

)
−→ TsSi(= TxS

x
i × TyS

y
i );(

si(t), ẋi(t), z(i;j)(t), ż(i;j)(t)
)
j∈VI

i

7−→ ṡi(t)(= (ẋi(t), ẏi(t))) (7)

(FIG. 3(b)). Thus, the internal state changes of the com-
ponent objects lead to the temporal changes in the adap-
tively changing internal state xi(t), the energy landscape
formed by Ui[yi(t)], and the energy rate landscape formed
by U rate

i [si(t)] (FIG. 3(c), purple arrow).
Consequently, in addition to adaptive behavior of in-

dividual component objects, environmental and internal
state changes (ż(i;j)(t) and ṡi(t)), each corresponding to
adaptive internal state changes (ẋk(t)), were formulated.
Thus, this theoretical framework embodies temporal in-
teraction changes among living components due to adap-
tive behavior of individual living components as energy
landscape changes in response to a rate ẏi(t) and energy
rate landscape changes in response to a rate ṡi(t).

III. CASE STUDY

In this chapter, we show that our formulation of the
temporal interaction changes among living components,
induced by the adaptive behavior of individual compo-
nents, as temporal changes in the energy and energy rate
landscapes respectively formed by the functions Ui[yi(t)]
and U rate

i [si(t)] allows us to discuss the influence of these
interaction changes among components on the emergence
of functions of living systems without explicitly defining
the adaptive behavior of integrated living systems. To
achieve this, we define three different conditions for the
functions f(i;j) and gi (i ∈ C, j ∈ VI

i ), which represent in-
teractions among component objects, and examine how
temporal changes in component interactions affect the
emergence of functions under each condition of integrated
living systems.

The first interaction condition (GA: Global adaptive
interaction) explicitly defines the adaptive behavior of
integrated living systems, which is associated with the
functions f(i;j) and gi. In contrast, instead of the adap-
tive behavior of the integrated living systems, the second
(EM: energy landscape modified interaction) and third
(ErM: energy rate landscape modified interaction) inter-
action conditions define the functions f(i;j) and gi such
that the temporal changes in the energy landscape and
the energy rate landscape exhibit the emergence of func-
tions of the system, respectively. By comparing the dy-
namics of the energy landscape between GA and EM,
as well as the dynamics of the energy rate landscape be-
tween GA and ErM, we demonstrate that our theory
can discuss the influence of the temporal changes in in-
teractions on the emergence of functions of the integrated

FIG. 3. Formulation of interaction among component ob-
jects. (a) Adjacency of a component object i ∈ C and an
interaction object j ∈ I. (b) Functions f(i;j) to formulate en-
vironmental state changes and gi to formulate internal state
changes. (c) Landscape changes caused by interaction changes
due to adaptive internal state changes.

living system even when the interaction conditions do not
explicitly define adaptive behavior of the systems.

A. Set Up of Adaptive State Changes of Living
Components

In this section, we define internal and environmental
states of component objects that constitute a system and
adaptive internal state changes of individual component
objects in response to their interactions. As an example
of adaptive behavior, these case studies considers a sce-
nario where individual living tissues undergo morpholog-
ical changes in response to their mechanical interactions.
For simplicity, we limit the number of component and in-
teraction objects to two and one, denoted as C = {1, 2}
and I = {0}, respectively.
We model the component objects 1 and 2 constituting

the system as rod-shaped living elements that adaptively
change their cross-sectional areas ai(t) (i = 1, 2) in re-
sponse to forces (FIG. 4(a)). Each component object i
(i = 1, 2) is a linearly elastic rod with a constant natural
length li and Young modulus ei. These rods are con-
nected in series at their respective natural lengths, with
both ends fixed to rigid walls separated by a distance
l := l1 + l2.

Each component object has its cross-sectional area
ai(t) (i = 1, 2) as an adaptively changing internal state
xi(t), denoted as

xi(t) = ai(t) ∈ Sx
i = R+, (8)
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where R+(⊂ R) represents the set of positive real num-
bers. Additionally, each component object has an in-
ternal state yi(t) that does not change over time due to
adaptive behavior. This state consists of the axial strain
ϵi(t), its gradient with respect to the cross-sectional area
∂ϵi/∂ai(t), and the weight ωi(t)(:= ωi(si(t))) of the en-
ergy dissipation rate in adaptive behavior, denoted as

yi(t) =

(
ϵi(t),

∂ϵi
∂ai

(t), ωi(t)

)
∈ Sy

i = R2 × R+. (9)

Consequently, a total internal state si(t) of the compo-
nent object i at time t is given by

si(t) = (xi(t), yi(t)) =

(
ai(t), ϵi(t),

∂ϵi
∂ai

(t), ωi(t)

)
∈ Si(= Sx

i × Sy
i ) = R+ × R2 × R+. (10)

The connection between the component objects is un-
der an external force p in their axial direction, as shown
in FIG. 4(a). As a result of the mechanical interaction
mediated by interaction object 0, each component ob-
ject experiences a reaction force ri(t) (i = 1, 2) from
the rigid walls. Here, under the positive direction of the
external and reaction forces p and ri(t) respectively de-
fined as pointing from the component object 2 toward the
component object 1 and from the wall toward the com-
ponent object i, the equilibrium condition among these
forces is given by r1(t) − r2(t) + p = 0. Additionally,
the compatibility condition for the elastic deformation
in the axial direction at the connection, expressed as
r1(t)/(e1a1(t)/l1)+r2(t)/(e2a2(t)/l2) = 0. Consequently,
the reaction force ri(t) and its gradient with respect to
the cross-sectional area ∂ri/∂ai(t) are given by

ri(t) := (−1)i
eiai(t)/li∑

k∈C(ekak(t)/lk)
p, (11)

∂ri
∂ai

(t) := (−1)i
(ei/li)(ejaj(t)/lj)(∑

k∈C(ekak(t)/lk)
)2 p (j ̸= i). (12)

To define temporal changes in strain ϵi(t) (where
tensile strain is considered positive) and its gradi-
ent ∂ϵi/∂ai(t), which are influenced by the interaction
changes (Eqs. 6 and 7), the reaction force ri(t) and its
gradient ∂ri/∂ai(t) are incorporated as elements of the
environmental state z(i;0)(t) surrounding the component
object i associated with the interaction object j. Ad-
ditionally, to define the interaction conditions EM and
ErM, the environmental state z(i;0)(t) includes the elas-
tic strain energy and its gradient with respect to the

cross-sectional area, denoted as

Uz
i (t) =

1

2

eiai(t)/li(∑
k∈C(ekak(t)/lk)

)2 p2, (13)

∂Uz
i

∂ai
(t) =

1

2

(ei/li)(ejaj(t)/lj − eiai(t)/li)(∑
k∈C(ekak(t)/lk)

)3 p2 (j ̸= i),

(14)

expressed using the external force p. Thus, the environ-
mental state z(i;0)(t) is defined as

z(i;0)(t) =

(
ri(t),

∂ri
∂ai

(t),
∂Uz

i

∂ai
(t)

)
∈ Sz

(i;0) = R3. (15)

The energy function that forms the energy landscape
of each component object is defined as the elastic strain
energy expressed by its total internal state si(t) =
(xi(t), yi(t)). Therefore, the energy function Ui[yi(t)]
(Eq. 1) and the energy change rate function Ji[si(t)]
(Eq. 2) are defined based on the strain ϵi(t) and its gra-
dient with respect to the cross-sectional area ∂ϵi/∂ai(t),
denoted as

Ui[yi(t)](xi) =
1

2
eiliϵi(t)

2ai, (16)

Ji[si(t)](ẋi) =
∂Ui

∂ai
[yi(t)](xi(t))ȧi

=

(
1

2
eiliϵi(t)

2 + eiliϵi(t)
∂ϵi
∂ai

(t)ai(t)

)
ȧi.

(17)

In addition, the energy dissipation rate function Ψi[si(t)]
(Eq. 3) is defined based on Eq. (8) as

Ψi[si(t)](ẋi) =
1

2
ωi(t)ȧ

2
i . (18)

By using these definitions, the rate ȧi(t) of adaptive
cross-sectional area changes is defined based on Eqs. (4)
and (5) as

ȧi(t) = − 1

ωi(t)

∂Ui

∂ai
[yi(t)](xi(t)). (19)

Thus, each component object has capability of decreas-
ing its elastic strain energy Ui[yi(t)](xi) at the rate
U rate
i [si(t)](ẋi(t)) through the cross-sectional area change

rate ẋi(t) = ȧi(t) following the minimization condition of
Eq. (5).

B. Set Up of Interaction among Living
Components

Next, by defining the actual rate ẋi(t) of the internal
state xi(t) through temporal interaction changes among
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the component objects, the rate ẏi(t) that induces the
temporal changes in the energy landscape formed by
the function Ui[yi(t)], and the rate in si(t) that in-
duces the temporal changes in the energy rate landscape
formed by the function U rate

i [si(t)], which are illustrated
in FIG. 3(c), we set the functions f(i;0) and gi (i = 1, 2)
(Eqs. 6 and 7) to represent temporal changes in inter-
actions among component objects for each interaction
condition.

First, for simplicity, we employ the same function f(i;0)
across all interaction conditions (GA, EM, ErM). Thus,
under all interaction conditions, the rate ż(i;0)(t) (Eq. 6)
of the environmental state of component object i in-
cludes the rates of the reaction force ri(t) (Eq. 11), re-
action force gradient (∂ri/∂ai)(t) (Eq. 12), and the elas-
tic strain energy gradient ∂Uz

i /∂ai(t) (Eq. 14), each in
response to the cross-sectional area rate in adaptive be-
havior (ȧ1(t), ȧ2(t)), respectively denoted as

ṙi(t) = −
∑

k,m∈C, m̸=k(rm(t)ekȧk(t)/lk)∑
k∈C(ekak(t)/lk)

p,

˙(
∂ri
∂ai

)
(t)

=
ei
li

∑
k∈C

(
rk(t)ej ȧj(t)/lj

)
+ 2rj(t)eiȧi(t)/li(i)(∑

k∈C(ekak(t)/lk)
)2 p

(j ̸= i), (20)

˙(
∂Uz

i

∂ai

)
(t)

= (−1)i
ei
li

∑
k,m∈C, m̸=k(rk(t) + 2rm(t)ekȧk(t)/lk)(∑

k∈C(ekak(t)/lk)
)3 p2.

(21)

Next, we define the function gi for each interaction con-
dition. For simplicity, we assume that the actual cross-
sectional area rate ȧi(t) through temporal changes in in-
teractions is identical to the adaptive cross-sectional area
rate ȧi(t) (ȧi(t) = ȧi(t), or equivalently, ẋi(t) = ẋi(t)).
Under this simplification, each interaction condition de-
fines the temporal changes in the internal state yi(t) =
(ϵi(t), ∂ϵi/∂ai(t), ωi(t)) induced by the function gi.

1. GA: global Adaptive Interaction

To define the function gi (i = 1, 2) under the inter-
action condition GA, we associate the adaptive behav-
ior of the integrated living system with the function gi
(FIG. 4(b)). For simplicity, we assume that the weight
ωi(t) of the energy dissipation rate in adaptive behavior
remains constant, that is, ω̇i(t) = 0. An energy function
representing the elastic strain energy stored in the inte-
grated system under the external force p, energy change
rate function, energy dissipation rate function, and net

energy change rate function are respectively defined as

U0[y1(t), y2(t)](x1, x2) =
1

2

p2∑
k∈C(ekak(t)/lk)

, (22)

J0[s1(t), s2(t)](ẋ1, ẋ2)

=
∑
k∈C

∂U0

∂ak
[y1(t), y2(t)](x1(t), x2(t))ȧk, (23)

Ψ0[s1(t), s2(t)](ẋ1, ẋ2) =
∑
k∈C

Ψk[sk(t)](ẋi), (24)

U rate
0 [s1(t), s2(t)](ẋ1, ẋ2)

= (J0[s1(t), s2(t)] + Ψ0[s1(t), s2(t)])(ẋ1, ẋ2). (25)

The cross-sectional area rates (ȧ1(t), ȧ2(t))(=
(ȧ1(t), ȧ2(t))) are assumed to satisfy the general-
ized gradient flow condition based on the function
U rate
0 [s1(t), s2(t)], denoted as

(ȧ1(t), ȧ2(t)) minimizes U rate
0 [s1(t), s2(t)]. (26)

For the cross-sectional area rate ȧi(t) of each component
object i to simultaneously satisfy the generalized gradi-
ent flow condition based on the function U rate

i [si(t)], this
condition requires that the reaction force ri(t) among
its environmental states be reflected in its internal state
whereas the reaction force gradient ∂ri/∂ai(t) not be.
Consequently, the strain ϵi(t) and its gradient with re-
spect to the cross-sectional area ∂ϵi/∂ai(t) are given by

ϵi(t) = − ri(t)

eiai(t)
, (27)

∂ϵi
∂ai

(t) =
ri(t)

eiai(t)2
. (28)

Thus, under the interaction condition GA, which satis-
fies these equations, the strain rate and strain gradient
rate of component object i, defined by the function gi are
derived as

ϵ̇i(t) = − ṙi(t)ai(t)− ri(t)ȧi(t)

eiai(t)2
, (29)

˙(
∂ϵi
∂ai

)
(t) =

ṙi(t)ai(t)− 2ri(t)ȧi(t)

eiai(t)3
. (30)

2. EM: energy Landscape Modified Interaction

The interaction condition EM defines function gi so
that temporal changes in the energy landscape, instead
of the adaptive behavior of the integrated living system,
specify the emergence of a function of the integrated liv-
ing system (FIG. 4(c)). In EM, not only the reaction
force ri(t), but also its gradient ∂ri/∂ai(t) is reflected in
the internal state of each component object. Accordingly,

the strain gradient ∂ϵi/∂ai(t) and its rate ˙(∂ϵi/∂ai)(t)
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are respectively modified from Eqs. (28) and (30) to

∂ϵi
∂ai

(t) =
ri(t)

eiai(t)2
− ∂ri/∂ai(t)

eiai(t)
, (31)

˙(
∂ϵi
∂ai

)
(t) =

ṙi(t)ai(t)− 2ri(t)ȧi(t)

eiai(t)3

−
˙(∂ri/∂ai)(t)ai(t)− (∂ri/∂ai)(t)ȧi(t)

eiai(t)2
(32)

(FIG. 4(c)). As a result, the energy gradient

∂Ui/∂ai[yi(t)](xi(t)) and its rate ˙(∂Ui/∂ai)(t) of each
component object coincide with ∂Uz

i /∂ai(t) (Eq. 14) and

its rate ˙(∂Uz
i /∂ai)(t) (Eq. 21), respectively. Therefore,

the signs of the cross-sectional area rate ȧi(t) (Eq. 19)

and the energy gradient rate ˙(∂Ui/∂ai)(t) hold antisym-
metry between the component objects, respectively ex-
pressed as∑
k∈C

(
ωk(0)

ek/lk
ȧk(t)

)
=
∑
k∈C

(
− lk
ek

∂Uk

∂ak
[yk(t)](xk(t))

)
= 0,

(33)∑
k∈C

(
ωk(0)

ek/lk
äk(t)

)
=
∑
k∈C

(
− lk
ek

˙(
∂Uk

∂ak

)
(t)

)
= 0.

(34)

Thus, under the interaction condition EM, the inte-
grated living system exhibits a function that makes the
symmetry between the signs of the cross-sectional area
rate ȧi(t)(= ȧi(t)) and its acceleration äi(t)(= äi(t)) con-
sistent across the component objects.

3. ErM: energy Rate Landscape Modified Interaction

The interaction condition ErM defines function gi so
that temporal changes in the energy rate landscape, in-
stead of the adaptive behavior of the integrated living
system, specify the emergence of a function of the inte-
grated living system (FIG. 4(d)). In ErM, in addition

to the strain gradient rate ˙(∂ϵi/∂ai)(t), the rate of the
weight ωi(t) of the energy dissipation rate is modified
from ω̇i(t) = 0 to be dependent on the elastic strain en-

ergy gradient rate ˙(∂Uz
i /∂ai)(t), expressed as

ω̇i(t) = ωi(t)
˙(∂Uz

i /∂ai)(t)

∂Uz
i /∂ai(t)

. (35)

(FIG. 4(d)). Consequently, the cross-sectional area accel-
eration äi(t) (Eq. 19) for each component object satisfies

äi(t) =
1

ωi(t)2

(
ω̇i(t)

∂Uz
i

∂ai
(t)− ωi(t)

˙(
∂Uz

i

∂ai
(t)

))
= 0.

(36)

Thus, under the interaction condition ErM, the inte-
grated living system exhibits a function that stabilizes
the cross-sectional area rate ȧi(t) of each component ob-
ject.

C. Results

Under each interaction condition (GA, EM, ErM)
defined in the previous section, we analyzed the behav-
ior of the cross-sectional areas, as well as the energy
or energy rate landscape of each component over time
(FIG. 5, 6). Here, the time interval for analyzing the
system dynamics was defined as t ∈ [0, T ] by using a
constant T . For simplicity, the initial values of the cross-
sectional area ai(0) and Young modulus ei were consis-
tent across the components, given by ai(0) = a (= const.)
and ei = e (= const.), respectively. To make the initial
cross-sectional area rates ȧi(0) nonzero under EM, the
natural lengths li are set as l1 = 0.6 l, l2 = 0.4 l by
using the constant l (= l1+ l2), which represents the dis-
tance between the rigid walls. Additionally, the initial
weight ωi(0) of the energy dissipation rate in adaptive
behavior was consistent across the components, given by
ωi(0) = ω̄l2i by using a constant ω̄ and the length li.
In FIG. 5, to confirm the emergence of the function of

the integrated living system under the interaction con-
dition EM through the energy landscape dynamics of
the component objects, we illustrate the dynamics of
the cross-sectional area ai(t), the energy Ui[yi(t)](xi(t)),
and the energy landscape formed by the energy func-
tion Ui[yi(t)] under the interaction conditions GA and
EM in FIG. 5(a) and (b), respectively. Here, the cross-
sectional area ai(t) and the energy Ui[yi(t)](xi(t)) were
normalized by using their initial values, ai(0) = a and
Ui[yi(0)](xi(0)).

Under the interaction condition GA, because the en-
ergy gradient ∂Ui/∂ai[yi(t)](xi(t)) (Eq. 17) under sub-
stitution of the strain ϵi(t) (Eq. 27) and its gradient
∂ϵi/∂ai(t) (Eq. 28) is always positive, as illustrated by
the trajectories of the points (blue arrow) in FIG. 5(a),
the cross-sectional areas ai(t) of both component ob-
jects increased over time. For component object 1, in
response to the interaction changes, the energy land-
scape formed by the energy function U1[y1(t)] (Eq. 16)
sank over time, as illustrated by the trajectory of the
curve (purple arrow) in FIG. 5(a). Consequently, due
to the effects of cross-sectional area increase and land-
scape sinking, the energy U1[y1(t)](x1(t)) decreased. On
the other hand, for component object 2, although the
energy landscape rose, the effect of the increasing cross-
sectional area outweighed the effect of the landscape ris-
ing. As a result, similar to component object 1, the en-
ergy U2[y2(t)](x2(t)) decreased.
Under the interaction condition EM, as illustrated by

the trajectory of the points (blue line) in FIG. 5(b),
the cross-sectional area rate ȧ1(t) of component object 1
turned into negative. Furthermore, as illustrated by the
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FIG. 4. Set up of the case studies. (a) System considered in
the case studies: the component objects 1 and 2 correspond
to living components that behave as elastic bars and mechan-
ically interact via the interaction object 0 under the external
force p at their joint; each component object experiences the
reaction force ri(t) at the fixed point on the rigid wall. (b)
Interaction condition GA: global adaptive interaction. (c)
Interaction condition EM: energy landscape modified inter-
action. (d) Interaction condition ErM: energy rate landscape
modified interaction.

trajectory of the landscape (purple curve) in FIG. 5(b),
the energy gradient ∂U1/∂a1[y1(t)](x1(t)) decreased due
to the landscape changes, leading to a reduction in the
cross-sectional area acceleration ä1(t) of component ob-
ject 1. On the other hand, for component object 2,
due to the antisymmetric relationship of the signs of the
cross-sectional area rates ȧi(t) (i = 1, 2) between objects
(Eq. 33), the cross-sectional area rate ȧ2(t) increased.
Furthermore, because the sign of the energy gradient

rate ˙(∂Ui/∂ai)(t) is also antisymmetric between objects
(Eq. 34), the energy gradient ∂U2/∂a2[y2(t)](x2(t)) in-
creased with the landscape change, leading to an increase
in the cross-sectional area acceleration ä2(t) of compo-
nent object 2. Thus, under the interaction condition
EM, the function that makes the symmetry between the
sign of the cross-sectional area rate ȧi(t) and its acceler-
ation äi(t) consistent across the component objects was
confirmed through the energy landscape dynamics of the
component objects.

In FIG. 6, to confirm the emergence of the function of
the integrated living system under the interaction condi-
tion ErM through the energy rate landscape dynamics
of the component objects, we illustrated the dynamics of
the weight ωi(t) of the energy dissipation rate in adap-
tive behavior and the cross-sectional area rate ȧi(t) un-
der the interaction conditions GA and ErM in FIG. 6(a)
and (b), respectively. Here, the time t was normalized by
using the constant T . Additionally, the weight ωi(t) of

the energy dissipation rate and the cross-sectional area
rate ȧi(t) are normalized by using their respective initial
values ωi(0) = ω̄l2i and ȧi(0), respectively.
Under the interaction condition GA, as shown in

FIG. 6(a), the weight ωi(t), that is, the slope of the
energy rate landscape remained constant since the rate
ω̇i(t) of the weight was set to be constant. Addition-
ally, since the energy gradient −∂Ui/∂ai[yi(t)](xi(t)) de-
creased as the cross-sectional area increased, the cross-
sectional area rate ȧi(t) = −ωi(t)

−1∂Ui/∂ai[yi(t)](xi(t))
decreased over time.
Under the interaction condition ErM, as the rate of

the weight ωi(t) was variable according to Eq. (35), the
slope of the energy rate landscape changed over time,
as shown in FIG. 6(b). As a result, as derived from
Eq. (36), the cross-sectional area rate ȧi(t) of each com-
ponent object remained constant. Thus, under the inter-
action condition ErM, the function that stabilizes the
cross-sectional area rate ȧi(t) of each component object
was confirmed through the energy rate landscape dynam-
ics of each component object.
Through the above case studies under three interaction

conditions, the influence of temporal interaction changes
on the emergence of functions of integrated living systems
was demonstrated to be discussed by specifying the func-
tion of the integrated living system based on the dynam-
ics of the energy landscapes and energy rate landscapes
of individual component objects, not only under interac-
tion conditions where the adaptive behavior of the inte-
grated living system is explicitly defined (such as inter-
action condition GA in the case studies) but also under
interaction conditions where it is not (such as interaction
conditions EM and ErM in the case studies).

IV. DISCUSSION

In this study, focusing on living systems composed of
interacting living components, we developed a theoretical
framework that embodies temporal interaction changes,
which are driven by the adaptive behavior of individual
living components, based on temporal changes in energy
landscapes. For the adaptive behavior of individual liv-
ing components constituting a living system, we provided
a formulation according to the generalized gradient flow
of an energy landscape. Moreover, as interaction changes
among component objects induced by their adaptive be-
havior, we formulated temporal changes in the environ-
mental state z(k;j)(t) (j ∈ VI

i , k ∈ VC
j ) surrounding

each component object and in the total internal state
si(t) = (xi(t), yi(t)) of each component object, each in
response to the rate of adaptive internal state changes
ẋi(t). Through this sequential formulation, interaction
changes among component objects were represented as
temporal changes in the energy and energy rate land-
scapes respectively formed by the functions Ui[yi(t)] and
U rate
i [si(t)].
Through the case studies based on the proposed the-
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FIG. 5. Changes in the sectional areas, energies, and energy
landscapes over time (a) under GA: global adaptive interac-
tion, and (b) under EM: energy landscape modified interac-
tion.

ory, we demonstrated that, under an interaction con-
dition that explicitly sets the adaptive behavior of
the integrated living system according to the function
U0[y1(t), y2(t)](x1, x2) (GA), the energy landscape-based
representation of temporal interaction changes allowed us
to associate the interaction changes with the emergence
of the function of the integrated living system. Further-
more, even under the interaction conditions without ex-
plicitly setting adaptive behavior of the integrated living
system (EM, ErM), setting the temporal changes in the
energy and energy rate landscapes could represent the
emergence of the functions of the integrated living sys-
tem resulting from the interaction changes. Therefore,
it was confirmed possible to discuss the influence of in-
teraction changes on the emergence of functions of inte-
grated living systems by specifying a function through
the dynamics of the energy and energy rate landscapes
of individual component objects, regardless of whether
interaction conditions explicitly define the adaptive be-
havior of integrated living systems.

In this study, we conceptualized changes in the sur-
rounding environment of each living component as tem-
poral interaction changes among components driven by
their adaptive behavior and formulated these interaction
changes as temporal changes in energy and energy rate
landscapes. Applying this landscape-based theoretical
approach to actual living phenomena would contribute
to understanding the mechanisms underlying the emer-
gence of functions of integrated living systems where
the environment of each component temporally changes
along with interactions among components. Examples
of dynamically changing environment under component

FIG. 6. Changes in the slopes of the energy rate landscapes
and sectional area rates over time (a) under GA: global adap-
tive interaction, and (b) under ErM: energy rate landscape
modified interaction.

interactions include the microenvironment reconstructed
during epithelial-mesenchymal transition [22], the tumor
microenvironment formed through signal exchange be-
tween cancer and non-cancerous cells [23], and the in-
flammatory or regenerative microenvironment shaped by
the molecular secretion of senescent cells (senescence-
associated secretory phenotype) [24, 25]. By applying
our theoretical framework to these environment, diverse
living phenomena would be understood from a unified
perspective based on the adaptive behavior of individual
living components and the resulting temporal changes in
their interactions.

Furthermore, not only living systems but also artifi-
cial systems such as swarm robots [26] and soft robots
[27, 28], which exhibit behavior inspired by living sys-
tems, can benefit from our theoretical framework for
modeling interactions among components. When design-
ing these artificial systems, considering only the behavior
of individual components may require a detailed design
of the behavior of each component over time to align with
an intended system-wide behavior. By applying our the-
oretical framework to artificial system design, instead of
increasing the complexity of designing individual compo-
nent behavior, it can become possible to design temporal
changes in interactions among components in response
to their adaptive behavior. Consequently, this approach
is expected to enable the emergence of integrated system
functions while maintaining simple design requirements
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for individual components.
In this study, we assumed that each component ob-

ject corresponds to a single living component, and thus,
the interaction objects did not support interactions at
the level of clusters composed of multiple living compo-
nents. To overcome this limitation, incorporating hy-
pergraph theory could be an effective approach. In a
hypergraph, hyperedges are defined as subsets of a node
set, and thus, each hyperedge can be interpreted as a
cluster of nodes. Therefore, introducing a hypergraph
where each node corresponds to a living component and
assigning hyperedges to component objects would allow
a single component object to treat clusters of living com-
ponents. This approach enables, for example, both the
energy landscapes respectively representing the adaptive
behavior of an individual living component and of a clus-
ter containing that component to change in response to
interaction changes, and consequently, this extension al-
lows for more flexible and appropriate modeling of living
system dynamics.

Furthermore, mathematical refinements represented
by the above extensions would facilitate the integration
of this theoretical framework with other theories that fo-
cus on interactions among living components and enable
a broader mathematical perspective for understanding
how temporal changes in interactions influence the emer-
gence of functions of integrated living systems. To de-
scribe living system dynamics under component interac-
tions, various theories have been proposed based on, for
example, the Hopfield network [29], the information ther-

modynamics [2], and the game theory [30]. Applying our
theoretical framework to these existing theories, which
are available for modeling living systems, could enable
these theories to explicitly describe the effects of tem-
poral changes in interactions, which have thus far only
been considered implicitly, by using temporal changes in
energy and energy rate landscapes.
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