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Takugo Ishii, a) Kazuyoshi Ogasawara, and Hirohiko Adachi
Department of Materials Science and Engineering, Kyoto University, Sakyo-ku, Kyoto 606-8501, Japan

Isao Tanaka
Department of Energy Science and Technology, Kyoto University, Sakyo-ku, Kyoto 606-8501, Japan

(Received 20 December 2000; accepted 11 April 2001)

The multiplet structure of the tetrahedrally coordinated Cr$^{4+}$ in $Y_3\text{Al}_5\text{O}_{12}$ [yttrium aluminum garnet (YAG)] was calculated by the ab initio electronic-structure calculation method. The authors examined the dependence of the multiplet structures on the size of cluster models, with the use of $(\text{CrO}_4)_2^-$ (without point charges), $(\text{CrO}_4)_2^-$ (with point charges), $(\text{CrY}_6\text{Al}_4\text{O}_{14})^{5-}$, and $(\text{CrY}_{18}\text{Al}_{42}\text{O}_{148})^{112-}$ models. The covalency of the impurity-level molecular orbitals was analyzed, and it was revealed that the wave functions of the atoms outside the CrO$_4$ tetrahedron should not be neglected. The validity of the assignment of the peaks in the absorption spectrum written in the literature was evaluated by the calculated magnitude of the spin-orbit splittings and the oscillator strengths of the transitions, which were obtained by the fully relativistic many-electron calculation. The effect of the covalent on the transition probability was also estimated by $(\text{CrCaY}_6\text{Al}_4\text{O}_{14})^{5-}$ models. It was indicated that the nearest Cr–Ca pairs would reduce the symmetry, and could produce some satellite peaks. The mixing of the wave functions of the triplet states was numerically analyzed, and the results were correlated with the transition probability. The traditional nephelauxetic parameter was estimated, and the value 0.51 was obtained. It was confirmed from first principles that the magnitude of the nephelauxetic parameter in some literature was appropriate.


I. INTRODUCTION

The tetravalent chromium (Cr$^{4+}$)-doped crystals and glasses have been intensively studied for the application as solid-state laser materials. The absorption and the emission in the near-infrared (NIR) spectral region have been a matter of interest. The first lasing action by the Cr$^{4+}$ center was reported in the chromium-doped Mg$_2$SiO$_4$. In that time, the unusual lasing wavelength lead to confusion on the assignment of the lasing center, and the first paper incorrectly reported the center as the Cr$^{3+}$ state. After the discovery of the Cr$^{4+}$ lasing center, many investigations on searching for the other host crystals have been done. One candidate is the yttrium aluminum garnet (YAG), $Y_3\text{Al}_5\text{O}_{12}$, which has been widely used also as the solid-state-laser crystal doped with rare-earth ions. The Cr$^{4+}$:YAG is now mainly used as a saturable absorber for the Q-switch operation. Also in the Cr$^{4+}$:YAG, however, the difficulty on the assignment of the absorption spectrum has been left in question. Until now the representative literature that discussed the confusing peaks is summarized in Table I. In early years, the two broad bands in the NIR (~10 000 cm$^{-1}$) and the visible (~15 400 cm$^{-1}$) regions had been assigned to the transitions to the different $^3T_2_g(3t_2)$ and $^3T_1_g(3t_2)$ triplet terms, respectively. But Eilers et al. proposed another assignment that both the bands originated from the same $^3T_1_g(3t_2)$ triplet term with a large energy splitting.

The largest reason why misunderstanding and ambiguity have been left on making the assignments of absorption spectra would lie in the practical difficulty in traditional theoretical methods. Most theoretical methods for the analyses of the absorption spectra, produced by impurity center, have been based on the crystal field theory or the ligand field theory. In Cr$^{4+}$:YAG, the Tanabe–Sugano diagram based on the ligand field theory has often been referred to. That method was really convenient to quickly overview the multiplet structure, but the energy splitting caused by the low symmetry was absolutely neglected. After Eilers et al. proposed a new assignment by the experiments, Brik and Schekoldin followed the same assignment by the exchange charges model based on the crystal field theory. Riley et al. conducted the alternative calculations based on the angular overlap model (AOM), which was fundamentally based on the ligand field theory. It seems crucial that the AOM calculation had been already performed by Kück et al., who obtained the result supporting the older assignment, differing from Riley’s. The largest difference between their AOM calculations seems to have originated from their assumptions on the magnitude of the ligand-field parameter $e_\sigma$, which was 8000 cm$^{-1}$ by Kück et al., and 13 585 cm$^{-1}$ by Riley et al. This history simply showed us that those semiempirical methods required us to stand on our assumption to determine the adjustable parameters, which lead to the different conclusions.

In order to avoid ambiguity in determining the parameters and to predict electronic structures not yet known, we
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have to depend on \textit{ab initio} methods. In Cr$^{4+}$:YAG, only a few studies have been done by the \textit{ab initio} electronic-structure calculation methods. Sobolev \textit{et al.} discussed the valence state of the chromium ion by the cluster method with muffin-tin potential.\textsuperscript{20} However, their method was based on a one-electron approximation, and they could not directly discuss the multiplet structure derived from the so-called $d-d$ transition, which should be considered by a many-electron calculation. Nowadays, since the speed of computers became fast, Xu and Ching succeeded in completing the band calculation for the YAG host crystal.\textsuperscript{21} Ching \textit{et al.} further proposed the model concerning the excited-state absorption in Cr$^{4+}$:YAG.\textsuperscript{22} The band method was powerful and widely accepted, but it also lied under the one-electron approximation, and they did not directly discuss the transitions within the multiplet structure. Regarding the other crystals, only a few studies were indeed reported on the calculations of the multiplet structure of the Cr$^{4+}$ state. In the Cr$^{4+}$-doped Mg$_2$SiO$_4$ and Ca$_2$GeO$_4$, Wissing \textit{et al.} conducted the multiplet calculations by using the \textit{ADF} code,\textsuperscript{23} which was a molecular orbital (MO) method based on the density functional theory.\textsuperscript{24} Deghoul \textit{et al.} also conducted the calculations by the same code in Cr$^{4+}$:LiNbGeO$_4$.\textsuperscript{25} Their procedure for the multiplet calculations, however, was fundamentally based on the matrix elements obtained by the ligand field theory. Although they could give the mean energies of the multiplet terms, like the Tanabe–Sugano method did, they could not at all explain the energy splittings within the multiplet terms under the low symmetries, which were indeed in question. Furthermore, the discussion on the transition probability has been absent.

We have been developing a general \textit{ab initio} method, the discrete variational multielectron (DVME) method,\textsuperscript{26} for the direct calculations of multiplet structures, independent of the traditional ligand field theory. As for the Cr$^{4+}$-doped system, we had already confirmed that the method reproduced the absorption spectrum of Cr$^{4+}$:Ca$_2$GeO$_4$, with the large energy splittings and the polarization dependence originating from the low $C_s$ symmetry at the Cr$^{4+}$ site.\textsuperscript{27}

In this paper, we report on the results obtained by the \textit{ab initio} calculations for the multiplet structure of the tetrahedrally coordinated Cr$^{4+}$ in the YAG crystal. First, we discuss the one-electron electronic structures obtained from four cluster models with different sizes. Then we compare them with the results obtained from the band calculation by Xu and Ching. The covalency concerning the impurity-chromium levels is then analyzed numerically. Regarding the multiplet calculations, three approaches for the calculation of the matrix elements, concerning the one-electron operator term in the effective many-electron Hamiltonian, are compared with each other, and the newly proposed configuration-independent approach will be concluded to have given the appropriate results. By the results, we show from first principles that the revised assignment of the absorption spectrum proposed by Eilers \textit{et al.} was valid at least with regard to that of the two bands in the NIR and the visible regions concerned the states attributed to the same $^3T_1 (et_2)$ triplet term of the tetrahedrally coordinated Cr$^{4+}$. The transition probability of some transitions between the triplet states will be explained by the analyzed result of the mixing of the wave functions. A result, obtained by a fully relativistic calculation, is shown to discuss the assignment of the peaks in the absorption spectrum in detail. The effect of the formation of Cr–Ca pairs is also briefly discussed. Finally, the traditional nephelauxetic parameter, which expresses the reduction of the electron repulsion in solids, will be estimated from first principles.


table

<table>
<thead>
<tr>
<th>Refs.</th>
<th>$^3B[{}^T_3(et_2)]$</th>
<th>$^3E[{}^T_3(et_2)]$</th>
<th>$^3A[{}^T_1(et_2)]$</th>
<th>$^1E[{}^3T_1(et_2)]$</th>
<th>$^1A[{}^1E(e^2)]$</th>
<th>$^1B[{}^1E(e^2)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 (1989)</td>
<td>10 000</td>
<td>15 400</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 (1989)</td>
<td>10 400</td>
<td>15 600</td>
<td>9090</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 (1992)</td>
<td>8100</td>
<td>8977, 9281</td>
<td>14 000–26 000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 (1992)</td>
<td>8950, 9260</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 (1994)</td>
<td>7815</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 (1994)</td>
<td>7814, 7842</td>
<td>9800</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 (1994)</td>
<td>8100</td>
<td>8977, 9281</td>
<td>14 000–26 000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13 (1994)</td>
<td>7814</td>
<td>10 000</td>
<td>14 300–16 700</td>
<td>8264, 8292</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 (1996)</td>
<td>7814, 7842</td>
<td>8977, 9281</td>
<td>15 400</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 (1997)</td>
<td>7814</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 (1998)</td>
<td>7814</td>
<td>10 000</td>
<td>9285</td>
<td>16 100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16 (1999)</td>
<td>7814, 7842</td>
<td>10 000</td>
<td>8977, 9281</td>
<td>15 000</td>
<td>9500 (calc)</td>
<td></td>
</tr>
<tr>
<td>17 (2000)</td>
<td>9990</td>
<td>8977, 9281</td>
<td>14 705</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 (2000)</td>
<td>8696–12 500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

II. METHOD

A. The DVME method

1. The general procedure

Since the explanations of the DVME method with the detail mathematical formulation have already been written in Ref. 26, only the descriptions needed to discuss the results in this paper are explained in this section. In this study, the configuration-independent approach and the fully relativistic calculation were additionally introduced. They will be described after this subsection. We first overview the common procedure.
As the first step, a one-electron MO calculation based on the SCAT code is conducted. The MO method is performed within the framework of the density functional theory. The applied exchange potential is $X\alpha$ whose constant $\alpha$ is set at 0.7 as the generally accepted value. The calculation is conducted with the use of a cluster model, in which the information of crystal structure and the symmetry is included. The $p$th MO $\phi_p$ is expressed as the linear combination of the atomic orbitals $\chi$, such as

$$
\phi_p(r) = \sum_q c_{pq} \chi_q(r),
$$

where $r$ is the position of electron, and $c_{pq}$ is the coefficient of the linear combination. The coefficients are determined by the self-consistent MO calculation.

Once we obtained the MOs and the one-electron MO energies, we construct the many-electron wave functions as a linear combination of Slater determinants $\Phi$. The $t$th wave function $\Psi_t$ of the $N$-electron system ($d^N$ many-electron system in the case of the transition-metal system) is expressed as follows:

$$
\Psi_t(r_1, r_2, \ldots, r_N) = \sum_{j=1}^s C_{ij} \Phi_j(r_1, r_2, \ldots, r_N),
$$

$$
\Phi_j(r_1, r_2, \ldots, r_N) = \frac{1}{\sqrt{N!}} \begin{vmatrix}
\varphi_{j1}(r_1) & \varphi_{j2}(r_1) & \cdots & \varphi_{jN}(r_1) \\
\varphi_{j1}(r_2) & \varphi_{j2}(r_2) & \cdots & \varphi_{jN}(r_2) \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{j1}(r_N) & \varphi_{j2}(r_N) & \cdots & \varphi_{jN}(r_N)
\end{vmatrix},
$$

where $s$ is the total number of Slater determinants, and $C_{ij}$ is the coefficient of the linear combination. We can make the Slater determinants whose components are the impurity-level MOs, the valence MOs, and the MOs of the conduction band. In this study, we take only the impurity-level MOs that are composed mainly of the Cr $3d$ orbitals, to complete the calculations within a practical period by the contemporary personal computers. We obtain $N=2$ and $s=45$, in the case of Cr$^{4+}$ in this study. Since the linear combination of Slater determinants is composed of the MOs obtained from the MO calculation based on the density functional theory, the DVME method is a hybridized method of the density functional theory and the configuration interaction method. All the configuration interactions concerning the intraconfigurational transition ($d-d$ transition) are fully considered. The effective Hamiltonian $H_{\text{eff}}$ of the $N$-electron system is written in atomic units as

$$
H_{\text{eff}}(r_1, r_2, \ldots, r_N) = \sum_{j=1}^N \left\{ -\frac{1}{2} \nabla_j^2 - \sum_v \frac{Z_v}{|r_j - \mathbf{R}_v|} + V_0(r_j) \right\}
+ \sum_{j=1}^N \sum_{j'=1}^N \frac{1}{|r_j - r_{j'}|},
$$

where the first brace is the one-electron operator term and the last term is the two-electron operator term. In the one-electron operator term, the first and the second terms express the kinetic energy and the electron–nuclei (with the atomic number $Z$) attractive potential of the $N$ electrons, respectively, and the potential $V_0$ expresses the Coulomb and the exchange interactions between the $N$ electrons and the other core-and-valence electrons. On the other hand, the two-electron operator term expresses the Coulomb repulsion between the $N$ electrons in the impurity-level MOs. In general, the following two-electron integrals have to be calculated to obtain the matrix elements of the two-electron operator term

$$
\int \int \phi^*_p(r_1) \phi^*_q(r_2) \frac{1}{|r_1 - r_2|} \phi_r(r_1) \phi_s(r_2) d^2r_1 d^2r_2,
$$

where $\phi$ is usually considered to be an atomic orbital. The traditional methods based on the ligand field theory transform those integrals into one or two adjustable parameters, such as the Racah parameters $B$ and $C$, whose values should be determined by referring to experimental data. In the DVME method, the calculation of the two-electron integrals is performed numerically, not analytically, with the use of the MOs, such as

$$
C \sum_{j=1}^r \sum_{j'=1}^r \varphi^*_j(r_1) \varphi^*_j(r_2) \frac{1}{|r_j - r_{j'}|} \varphi_{j'}(r_1) \varphi_{j'}(r_2) \omega(r_1) \omega(r_2),
$$

where $\omega$ is the weighted volume at each sample point $r$, and $r$ is the number of sample points. The factor $C$, which is not an empirical parameter, is explained below. This numerical procedure makes it possible to apply the method universally to any symmetry and to any electron configuration. Furthermore, the numerical integration would have a practical benefit that the calculations can be completed within a shorter period than the other methods using the analytical bases, when the order of Slater determinants increased. Finally in the procedure of the DVME method, the energies and the wave functions of the $N$-electron system are obtained by the diagonalization of the matrix of the effective many-electron Hamiltonian.

Since the number of Slater determinants is finite, the electron repulsion, expressed by Eq. (4), should be overestimated due to the insufficient consideration of the correlation effect between the $N$ electrons. To involve the electron-correlation effect, the two-electron integrals in Eq. (5) are multiplied by a correlation-correction factor $C$, which is straightforwardly determined by a spin-polarized MO calculation. The factor $C$ is determined to satisfy the consistency between the spin-flip transition energy $\Delta e$, calculated by a one-electron calculation under the transition-state method proposed by Slater, and the corresponding transition energy $\Delta E$, estimated by the $N$-electron calculation. For example, in the case of the Cr$^{4+}$ state in $T_d$ symmetry, the condition is written as

$$
E[\{e, e_1, e_2 \} - E[\{e_1, e_2 \} = \Delta e (e_{1.5} e_{0.5}),
$$

where all the multiplet states in the square brackets belong to the $e^2$ electron configuration. The so-called nephelauxetic effect, which means the reduction of the electron repulsion in solids compared to an isolated ion, is expressed in the DVME method by the two factors: the covalency described...
as an MO construction [the mixing of the atomic orbitals described by Eq. (1)], and the correlation-correction factor \( C \).

To obtain a theoretical absorption spectrum, the oscillator strength of electric-dipole transition \( I_{fi} \) is calculated by

\[
I_{fi} = 2(E_f - E_i) \left| \int \cdots \int \sum_{j=1}^{N} \frac{\mathbf{r}_j \cdot \mathbf{E}}{|\mathbf{E}|} \Psi_i \Psi_f \, d\mathbf{r}_1 \cdots d\mathbf{r}_N \right|^2,
\]

where the subscripts \( i \) and \( f \) mean the initial and the final states, respectively, \( E_i \) and \( E_f \) are their energies, and \( \mathbf{E} \) is the electric field of incident light. A theoretical spectrum is obtained by applying the oscillator strength to the Lorentz resonance curve with a full width at half maximum of 325 cm\(^{-1}\). We note that we can discuss the peak energy and the intensity in absorption spectra, but could not yet discuss the peak width. The theoretical spectra will be shown in order to easily compare the calculated results with the experimentally obtained absorption spectrum.

2. The configuration-dependent and-independent approaches

In this study, we compare three approaches for the calculation of the matrix elements concerning the one-electron operator term in the effective many-electron Hamiltonian. The three approaches are the Fazzio–Caldus–Zunger (FCZ), the configuration-dependent correction (CDC), and the configuration-independent correction (CIC) approaches. The FCZ and the CDC approaches were already introduced in Ref. 26, and the CIC approach is introduced in this paper. The FCZ and the CDC approaches are configuration dependent, but on the other hand the CIC approach is configuration independent. Here “configuration” means the electron configuration that can be determined from one-electron MO energy. For example, in the case of the \( \text{Cr}^{4+} \) ion in \( T_d \) symmetry, the impurity levels split into the two states with \( e \) and \( t_2 \) symmetries. We can define an effective ligand-field splitting \( \Delta_{\text{eff}} \) from the energy difference between the two states such as

\[
\Delta_{\text{eff}} = \varepsilon(t_2) - \varepsilon(e),
\]

where \( \varepsilon \) is the MO energy, and the attached overline means to take an average value when the degenerate states further split into several states in the lower symmetry than the \( T_d \) symmetry. Then the electron configurations are \( e^{n}t_{2g}^{2}(m,n) = (2,0),(1,1),(0,2) \), and their mean energies are obtained by

\[
n\Delta_{\text{eff}}.
\]

In the FCZ approach, the diagonal matrix elements are determined so that the mean energy of every electron configuration is consistent with Eq. (9), and the multiplet splitting, originating from the electron repulsion [Eq. (4)] can be considered to be a splitting from the mean energy. This description is based on the approach proposed by Fazzio et al.\(^{31}\) The FCZ approach is the simplest approach. The useful aspect of the FCZ approach is that we do not need to know any explicit formula of the potential \( V_0 \) in Eq. (3). However, the FCZ approach tends to give the invalid result of the multiplet splittings originating from the reduction of symmetry, as pointed out in Ref. 26.

We concluded in the previous paper that the CDC approach was a good approach in practice. In the CDC approach, the following explicit formula for the potential \( V_0 \) in Eq. (3), proposed by Watanabe and Kamimura,\(^{32}\) is introduced to accurately reproduce both the energy and the polarization dependence:

\[
V_0(\mathbf{r}) = \int \frac{\rho_0(\mathbf{r})}{|\mathbf{r} - \mathbf{r}|} \, d\mathbf{r} + \frac{3}{4} \rho_{\text{tot}}(\mathbf{r}) V_{\text{xc}}\left[\rho_0(\mathbf{r}_1)\right] - \rho_0(\mathbf{r}) V_{\text{xc}}\left[\rho_0(\mathbf{r})\right] - V_{\text{xc}}\rho_{\text{imp}}(\mathbf{r}),
\]

where \( \rho_{\text{tot}} \), \( \rho_0 \), and \( \rho_{\text{imp}} \) are the electron densities of all the occupied MOs, the core-and-valence MOs, and the impurity-level MOs, respectively, and the potential \( V_{\text{xc}} \) is the exchange \( X \alpha \) potential. It was revealed that some overestimation was involved in the evaluation of the matrix elements concerning the one-electron operator term. In the CDC approach, the values of diagonal matrix elements are shifted by applying the same procedure as the FCZ approach.

Still the CDC approach is a convenient approach when we really know the electron configurations; we propose another CIC approach, which involves configuration-independent correction for the matrix elements concerning the one-electron operator term. The CIC approach also involves the direct evaluation by Eq. (10). In the CIC approach, all the matrix elements of the one-electron operator term are universally multiplied by a scaling factor \( D \), instead of combining with the configuration-dependent FCZ approach. The scaling factor \( D \) mainly concerns the magnitude of ligand-field splitting, and can be determined to either reproduce the experimentally obtained spectrum or obtain the equivalent result to the CDC approach. Therefore the CIC approach with only one scaling factor omits the \( \text{ab initio} \) character from the DVME method, whereas the FCZ and CDC approaches really lie in the framework of the \( \text{ab initio} \) calculation. However, the scaling factor \( D \) affects the calculated energies so as to shift them as a whole, and it does not crucially affect the polarization dependence, which is important in most cases under low symmetry. We can proceed with the calculations, even if the analytical expression for the matrix elements is too complex to be formulated, if we only fix the scaling factor \( D \) at a standard value for the system. In practice, we may use the CDC approach when we want to perform a perfect \( \text{ab initio} \) calculation, and we may use the CIC approach when we want to discuss the energy with higher accuracy by adjusting the scaling factor. In the future, we will consider that such technical corrections will not be required when we use spin-polarized MOs, and when we increase the order of Slater determinants.
3. Fully relativistic many-electron calculation

Until now, we performed all the many-electron calculations under a nonrelativistic approximation. Therefore we did not discuss any of the relativistic effects, including the spin-orbit splitting and the energy shift caused by the relativistic contraction. In the case of transition metals, the dominant relativistic effect is only the spin-orbit splitting, and it is enough to neglect even the spin-orbit interaction when we roughly discuss the assignment of the peaks in the absorption spectra, since the magnitude of the spin-orbit splitting is relatively smaller than that of the ligand-field splitting. In this study, however, we extended our discussion on the assignment by conducting a fully relativistic calculation. Here the term ‘fully’ means that all the relativistic effects were considered by directly solving the Dirac equation. We developed the DVME method based on the fully relativistic SCAT code.33 This paper is the first one to apply the relativistic many-electron calculation method to the solid-state laser materials. The method will also be applied universally to the heavy rare-earth ion system in the near future.

The overall procedure of the relativistic many-electron calculation is the same as the nonrelativistic one, which was described in the previous subsections. The differences in the relativistic calculation are the expressions of the wave function and the kinetic-energy term in the Hamiltonian. Whereas relativistic calculation are the expressions of the wave function and the kinetic-energy term in the Hamiltonian. Whereas relativistic calculation are the expressions of the wave function and the kinetic-energy term in the Hamiltonian.

\[
H_{\text{eff}}(r_1, r_2, \ldots, r_N) = \sum_{i=1}^{N} \left\{ -i c \vec{\alpha} \cdot \vec{v} + e^2 \vec{\beta} - \sum_{k} \frac{Z_k}{|\mathbf{r}_i - \mathbf{r}_k|} + V_0(\mathbf{r}_i) \right\} + \sum_{i=1}^{N} \sum_{j>i}^{N} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|},
\]

where \( c \) is velocity of light. The inclusion of the relativistic effects in the DVME method is neither different from the simplest perturbation method, nor from the methods with a scalar relativistic approximation, which has often been applied to the contemporary \textit{ab initio} methods. The results, obtained by the relativistic method, are shown in Sec. III B 2.

B. Cluster models

The YAG crystal belongs to the garnet type structure in the cubic crystal system.34 The unit cell has 160 atoms (8 f.u.). The yttrium (Y) atom is dodecahedrally coordinated by the oxygen (O) atoms. On the other hand, 2/5 of the aluminum (Al) atoms are octahedrally coordinated and the rest of the Al atoms are tetrahedrally coordinated. Since the ionic radius of Y\(^{3+}\) (1.019 Å) is large enough compared to that of Cr ions (≤0.615 Å),35 the Cr atom has been assumed to substitute only for the smaller Al sites. In order to produce the unstable Cr\(^{4+}\) state, the Ca\(^{2+}\) or Mg\(^{2+}\) ion is always codoped in the crystal growth for charge compensation. Several valences, such as Cr\(^{3+}\), Cr\(^{4+}\), and Cr\(^{5+}\), have been considered to coexist in the Cr\(^{4+}\)-YAG sample,7,12,17 but the dominant structure of the absorption spectrum in the NIR-visible region up to about 18 000 cm\(^{-1}\) has been assigned to the tetrahedrally coordinated Cr\(^{4+}\).

In this study, we concentrate on the electronic structure of the tetrahedrally coordinated Cr\(^{4+}\) state. For the calculations, we used totally six cluster models, which are shown in Fig. 1. Models (a)–(d) are the models without any charge compensators; on the other hand, models (e) and (f) are the models to estimate the effect of the nearest Cr–Ca pairs. The (CrO\(_4\))\(^{4-}\) cluster model (a) is the simplest model as often seen in the semiempirical methods. The coordinates of the atoms were taken from the structure of the YAG crystal.34 The central tetrahedrally coordinated Al atom was replaced by a Cr atom. The Cr site had D\(_{2d}\) symmetry, which was expressed by the different O–Cr–O bond angles, \( \angle \text{OCrO} = 99.9 \) and 114°. The (CrO\(_4\))\(^{4-}\) model (b) is an extended

FIG. 1. The cluster models: (a) (CrO\(_4\))\(^{4-}\) (without point charges), (b) (CrO\(_4\))\(^{4-}\), (c) (Cr\(_2\)Al\(_2\)O\(_{10}\))\(^{112-}\), (d) (CrY\(_6\)Al\(_4\)O\(_{44}\))\(^{55-}\), and (e) and (f) (CrCa\(_3\)Al\(_5\)O\(_{16}\))\(^{55-}\) models. The symmetries at the center Cr atoms are D\(_{2d}\) in model (a), S\(_4\) in models (b)–(d), C\(_{2v}\) in model (e), and C\(_{2v}\) in model (f). In models (b)–(f), the additional point charges with formal valences are placed at the atomic sites outside the clusters to reproduce the effective Madelung potential.
model from model (a). Within the spatial region of $6 \times 6 \times 6$ unit cells, additional point charges with formal valences were placed at the atomic sites outside the five atoms to reproduce the effective Madelung potential. As a result, the symmetry at the Cr site was reduced further to $S_4$, which was the exact symmetry. The $(\text{CrY}_{18}\text{Al}_{42}\text{O}_{148})^{112-}$ model (c) is a further extended model from model (b) by adding the atoms around the CrO$_4$ coordination tetrahedron. The four ligand O atoms around the Cr atom were completely shared by the YO$_4$ and AlO$_6$ coordination polyhedra, so that the covalency around the Cr atom is expected to be expressed well. The $(\text{CrY}_{18}\text{Al}_{42}\text{O}_{148})^{112-}$ model (d) is the largest model in this study with 209 atoms. In this model, the atoms, present in the model (c) [drawn by the polyhedra in Fig. 1(d)], were completely surrounded by the bonding coordination polyhedra (drawn by the balls). The distance between the central Cr atom and the farthest metal atom (Al) was 7.04 Å. The cell parameter of the YAG crystal is $a = 12.00$ Å, and the model (d) had all the representative units in the unit cell. The final $(\text{CrCaY}_{5}\text{Al}_{44}\text{O}_{44})^{55-}$ models (e) and (f) were based on the model (c), and one Y atom was replaced by one Ca atom. In the model (e), the substituted Y atom was located on the primary axis of the $S_4$ symmetry, on the other hand, the substituted Y atom was not located on the primary axis in the model (f). The Cr–Ca distances were $3.00 \text{ Å}$ in model (e) and $3.67 \text{ Å}$ in model (f). The symmetries at the Cr site in models (e) and (f) were reduced to $C_2$ and $C_1$, respectively. Actually, we may have to also consider the models with different Cr–Ca separations. We regard models (e) and (f) as the models that produce the largest effect of the Ca codoping.

The atomic orbitals used in the MO calculations were $1s^4p$ for Cr, $1s^2p$ for O, $1s^5p$ for Y, $1s^3d$ for Al, and $1s^4p$ for Ca.

III. RESULTS AND DISCUSSION

A. One-electron MO calculation

1. The one-electron MO energies and the density of states

The calculated one-electron MO energies by the nonrelativistic SCAT code are shown in Figs. 2(a)–2(f) for the cluster models (a)–(f), respectively. The lowest Cr 3d level, which two electrons occupied, was set at zero. The MOs of the valence bands were composed of the O 2s and O 2p orbitals, and were also composed of the Y 4p orbitals mixing with the O 2s orbitals in the larger models (c)–(f). The MOs of the unoccupied levels (conduction bands) were only composed of the Cr 4s and Cr 4p orbitals in the small models (a) and (b), however on the other hand, they were mainly composed of the Y 4d, Y 5s, Y 5p, Al 3s, Al 3p, and Al 3d orbitals in the larger models (c)–(f). In the results obtained from the models (e) and (f), the additional Ca 3p levels were located at the top of the O 2s valence band, and the Ca 3d levels were located in the higher energy region than the Y 4d unoccupied band. In all the models, the discrete impurity levels, whose MOs were mainly composed of the Cr 3d orbitals, were located between the valence O 2p band and the unoccupied levels. The impurity levels split into four or five levels by the ligand field under the low symmetries. The symmetry of those impurity-level MOs, in the order of their energies, were $b_1$, $a_1$, $b_2$, and $e$ in model (a), $b_1$, $a_1$, $b_2$, and $e$ in models (b)–(d), $a_1$, $a_2$, $b_2$, and $b_1$ in model (e), and all $a_1$ in model (f). Since the $e$ state was twofold degenerate, we obtained five totally impurity-level MOs from every model. We hereafter specify those impurity-level MOs by attaching the labels (1) to (5) in the case of model (a). The five impurity-level MOs were chosen as the components of the Slater determinants in Eq. (2). In the parent $T_d$ symmetry, the MOs with the labels (1) and (2) are twofold degenerate with $e$ symmetry, and the MOs with the labels (3), (4), and (5) are threefold degenerate with $t_2$ symmetry. In all the results, however, the apparent energy splittings between the MOs with label (3) and the MOs with labels (4) and (5) were observed, and the magnitude of the splitting ranged from 0.42 eV [model (e)] to 0.72 eV [model (a)]. Although the energy splitting of the MOs originating from the $t_2$ symmetry was large, we still use the notations $e$ and $t_2$ in the $T_d$ symmetry when we specify the electron configurations. Then we can define an effective ligand field splitting $\Delta_{\text{eff}}$ according to Eq. (8). The calculated values of the $\Delta_{\text{eff}}$ for models (a), (b), (c), (d), (e), and (f) were $1.19, 1.27, 1.16, 1.15, 1.14,$ and $1.13 \text{ eV}$, respectively. The value of the model (b) was about 0.1 eV larger than the others.

The result, obtained from the smallest model (a) in Fig. 2(a), showed the largest energy splitting within the impurity levels among the four models. In the result obtained from model (b) in Fig. 2(b), the energy splittings decreased. On the contrary, the bandwidth of the valence O 2p band became larger. Those indicate that the point charges, placed outside the cluster in model (b), further produced the difference of the potentials at the different ligand O atoms, and as a result, the energy splittings were relaxed. In models (a) and (b), the Cr 3d orbitals in the impurity-level MOs are expected to interact with the O 2p orbitals, which were the
nearest states in energy. In the result obtained from the larger model (c) in Fig. 2(c), the impurity levels were sandwiched between the valence O 2p band and the conduction band, whose lowest MO components were the Y 4d orbitals. In that case, the impurity-level MOs are expected to be composed not only of the Cr 3d and O 2p orbitals, but also of the Y 4d orbitals. In the result obtained from model (d) in Fig. 2(d), the total structure did not qualitatively change from that of model (c), but the conduction band became continuous. However, the impurity-level energies did not significantly change. So we can expect that the multiplet structures, obtained from models (c) and (d), will not significantly differ from each other. The calculated values of the band gap, obtained from models (c) and (d), were 8.44 and 6.45 eV, respectively. The value shown in the literature was 6.5 eV.36,37 Xu and Ching reported the value 4.71 eV by the band method,21 which involved the general local-density approximation, leading to the underestimation similar to the Xα approximation. In this study, the MO method involved a cluster approximation, which tended to overestimate the magnitude of the band gap. In the calculated result obtained from model (d), the underestimation due to the Xα approximation and the overestimation due to the cluster approximation fortunately canceled each other out, and resulted in a good agreement with the experimentally obtained value. We consider, however, the magnitude of the band gap to be less important than that of the energy splitting within the impurity levels, since we concentrate only on the discrete impurity levels that were isolated from both the top of the valence band and the bottom of the conduction band. In the results obtained from models (e) and (f), the additional Ca 3p and Ca 3d levels participated in the energy structures. However, the Ca 3p levels lay below the O 2p valence band, and the Ca 3d levels lay above the Y 4d unoccupied band. Since their energy separations between the Cr 3d levels were large, the direct interaction between the Ca orbitals and the Cr 3d orbitals is expected to be small. The energy splittings of the Cr 3d levels also did not significantly change from those of model (c) without the Ca charge compensator.

In general, the band method gives the better electronic structure of the infinite system than the cluster method. To compare the results of our MO method and Xu’s band method,21 the total density of states (DOS) and the partial DOS (PDOS), attributed to the Y, Al, and O atoms, were depicted in Figs. 3(a), 3(b), and 3(c). Figures 3(a) and 3(b), which were obtained from our larger models (c) and (d), correspond to the results shown in Figs. 2(c) and 2(d), respectively. The total DOS and the PDOS were determined by applying the calculated MO energies and the populations, obtained by the Mulliken’s population-analysis method,38 to the Gaussian curve with a full width at half maximum of 0.5 eV. The concentration of the Cr atom was set at 0.2 at %.

Al atom, the absolute values of the PDOS were multiplied by 5/2, different from the values in the original Ref. 21. The origins of the energy in all the figures were set at the highest levels in the valence O 2p bands. Comparing our results in Figs. 3(a) and 3(b), we see that their conduction bands differed from each other, whereas the difference between their valence bands was small. The conduction band of the smaller model (c) showed the rather discrete structure, in which each Y 4d, Al 3s, and Al 3p band was resolved well. On the other hand, the conduction band of the largest model (d) showed the continuous structure. Nevertheless, the Y 4d band at the bottom was distinct from the Al bands located in the higher energy region. Comparing the result of model (d) in Fig. 3(b) with Xu’s in Fig. 3(c), we see that the agreement between them was good. The Y p band was located at the lowest energy, and soon above that, the O s band was located. The valence O p band spread within the energy range from −10 to 0 eV, and the bottom of the unoccupied band was composed of the Y d band. The Al bands were located at the higher energy region. We conclude from the agreement that our calculated MOs appropriately reproduced the electronic structure of the host YAG crystal. Since the overall band positions did not significantly change between the results obtained from models (c) and (d), we consider that the

FIG. 3. The total DOS and the PDOS attributed to the Y, Al, and O atoms, obtained from (a) the model (c), (b) the model (d), and (c) Ref. 21. In (a) and (b), the DOS and the PDOS were obtained by applying the calculated MO energies and the populations to the Gaussian curve with a full width at half maximum of 0.5 eV. The concentration of the Cr atom was set at 0.2 at %.
result of the smaller model (c) also essentially reproduced the band structure.

2. The covalency of impurity-level MOs

The Coulomb repulsion between the electrons in the $d$ orbitals of an isolated transition-metal ion is greatly reduced when the ion formed bonds connected with the surrounding atoms in solids. We considered the reduction by the two factors: one is the effect of the covalency, which was estimated by the proportions of the contribution of the Cr $3d$ orbitals to the impurity-level MOs, and the other is the correlation correction, which was expressed by the correlation-correction factor $C$ in Eq. (5). In nature, both the factors are not adjustable parameters, and are estimated straightforwardly within the computational procedure.

We evaluated the covalency of the impurity-level MOs by the Mulliken’s population-analysis method, which quantifies the contribution of the atomic orbitals to an MO, summing the coefficients $c_{pq}$ in Eq. (1). The results of the analyses by the nonrelativistic calculations are shown in Table II for models (a)–(f). The contributions were classified into the Cr $3d$, Cr $(4s+4p)$, ligand (first-nearest) O $2s$ and O $2p$, Y $4d$, Y $(4p+5s+5p)$, Al $(3s+3p+3d)$, and Ca $(3d+4s+4p)$ orbitals. For the larger models (c)–(f), the components of the O atoms outside the CrO$_4$ coordination tetrahedron were not explicitly listed.

In all the impurity-level MOs, the primary component was the Cr $3d$ orbitals, which mainly mixed with the ligand O $2p$ orbitals. The proportion of the contribution of the Cr $3d$ orbitals was less than 0.88. The decrease of the contribution of the Cr $3d$ orbitals can be regarded as a degree of covalency. Since the degree of covalency was large, the electron configuration should be actually written as (CrO$_4$)$^{4-}$, (CrY$_6$Al$_4$O$_{44}$)$^{54-}$, and so on, instead of being written as $d^2$, based on the simplest atomic notation. We see from Table II that the proportions of the contribution of the Cr $3d$ orbitals to the MOs, originating from $t_2$ symmetry, were about 0.1 smaller than the MOs originating from $e$ symmetry. This difference forced the traditional methods based on the ligand field theory to introduce more than one adjustable parameter ($e'_a$ and $e'_e$ in the AOM method). In the result obtained from the smallest model (a), the difference between the $b_{1g}$ and $a_{2g}$ states originating from $e$ symmetry was small, whereas the difference in the other models with additional point charges was significantly large. On the contrary, the corresponding one-electron MO energies, obtained from model (a) in Fig. 2(a), had the largest energy splitting at 0.30 eV. This indicates that we cannot judge the component of the MOs only from whether the one-electron MO energies look degenerate or not. Comparing the results of the models (a) and (b), we see that the contribution of the Cr $3d$ orbitals in model (b) was larger than that in model (a), indicating that the Cr atom in model (b) had stronger ionic character than

| TABLE II. The results of the Mulliken’s population analyses obtained from models (a)–(f). |
|-----------------|--------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                | Cr                 | Ligand O         | Y               | Al              | Ca              |
|                | $3d$ | $(4s+4p)$ | $2s$ | $2p$ | $4d$ | $(4p+5s+5p)$ | $(3s+3p+3d)$ | $(3d+4s+4p)$ |
| (a) $b_{1g}(e)$ | 0.837 | 0.000 | 0.000 | 0.163 | ... | ... | ... | ... |
|                | $a_{2g}(e)$ | 0.833 | 0.009 | 0.000 | 0.159 | ... | ... | ... |
|                | $b_{1g}(t_2)$ | 0.748 | 0.040 | 0.005 | 0.206 | ... | ... | ... |
|                | $e_{g}(t_2)$ | 0.718 | 0.054 | 0.008 | 0.220 | ... | ... | ... |
| (b) $b_{1g}(e)$ | 0.874 | 0.000 | 0.000 | 0.126 | ... | ... | ... | ... |
|                | $a_{2g}(e)$ | 0.858 | 0.003 | 0.000 | 0.139 | ... | ... | ... |
|                | $b_{1g}(t_2)$ | 0.764 | 0.037 | 0.007 | 0.191 | ... | ... | ... |
|                | $e_{g}(t_2)$ | 0.746 | 0.043 | 0.009 | 0.201 | ... | ... | ... |
| (c) $b_{1g}(e)$ | 0.840 | 0.000 | 0.000 | 0.126 | 0.009 | 0.003 | 0.013 | ... |
|                | $a_{2g}(e)$ | 0.801 | 0.004 | 0.000 | 0.168 | 0.007 | 0.000 | 0.007 | ... |
|                | $b_{1g}(t_2)$ | 0.729 | 0.043 | 0.004 | 0.189 | 0.020 | 0.001 | 0.005 | ... |
|                | $e_{g}(t_2)$ | 0.713 | 0.049 | 0.009 | 0.186 | 0.010 | 0.003 | 0.020 | ... |
| (d) $b_{1g}(e)$ | 0.836 | 0.000 | 0.000 | 0.123 | 0.010 | 0.003 | 0.014 | ... |
|                | $a_{2g}(e)$ | 0.798 | 0.004 | 0.000 | 0.165 | 0.008 | 0.001 | 0.008 | ... |
|                | $b_{1g}(t_2)$ | 0.722 | 0.043 | 0.004 | 0.182 | 0.025 | 0.001 | 0.008 | ... |
|                | $e_{g}(t_2)$ | 0.705 | 0.050 | 0.008 | 0.182 | 0.012 | 0.003 | 0.023 | ... |
| (e) $a_{1g}(e)$ | 0.844 | 0.000 | 0.000 | 0.123 | 0.010 | 0.001 | 0.013 | 0.000 | 0.000 |
|                | $a_{2g}(e)$ | 0.805 | 0.006 | 0.000 | 0.163 | 0.008 | 0.000 | 0.008 | 0.000 |
|                | $a_{1g}(t_2)$ | 0.728 | 0.040 | 0.003 | 0.195 | 0.018 | 0.001 | 0.005 | 0.002 |
|                | $b_{1g}(t_2)$ | 0.733 | 0.043 | 0.009 | 0.170 | 0.013 | 0.002 | 0.021 | 0.000 |
|                | $b_{2g}(t_2)$ | 0.701 | 0.056 | 0.009 | 0.189 | 0.012 | 0.002 | 0.022 | 0.000 |
| (f) $a_{1g}(e)$ | 0.843 | 0.000 | 0.001 | 0.125 | 0.008 | 0.002 | 0.012 | 0.001 | 0.000 |
|                | $a_{2g}(e)$ | 0.803 | 0.004 | 0.000 | 0.164 | 0.008 | 0.000 | 0.007 | 0.000 |
|                | $a_{1g}(t_2)$ | 0.733 | 0.043 | 0.004 | 0.182 | 0.023 | 0.001 | 0.005 | 0.000 |
|                | $a_{2g}(t_2)$ | 0.722 | 0.047 | 0.009 | 0.180 | 0.011 | 0.002 | 0.020 | 0.000 |
|                | $a_{3g}(t_2)$ | 0.707 | 0.050 | 0.008 | 0.194 | 0.008 | 0.001 | 0.019 | 0.002 |

Downloaded 31 May 2007 to 130.54.110.22. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
model (a). The largest repulsion between the electrons in the impurity-level MOs is expected in model (b). Moving to the result of model (c), we see that the proportions of the contribution of the Cr 3d orbitals were reduced by the participation of the additional cations’ orbitals, mainly, the Y 4d and Al orbitals. This means that the existence of the cations’ orbitals outside the CrO4 coordination tetrahedron should not be neglected. Comparing the results obtained from models (c) and (d), we could not see any large difference between them. Summarizing the dependence of the size of the cluster models, we conclude that the (CrO4)4– model (a) and (b) are not sufficient, but the (CrY6Al2O44)54– model (c) with complete packing of the CrO4 tetrahedron by the cations’ coordination polyhedra of the first shell is practically sufficient for the description of the impurity-level MOs. By the results obtained from models (e) and (f), we can discuss the effect of the formation of the nearest Cr–Ca pairs. We see from Table II that the MOs originating from t2g symmetry split into three states by the reduction of the symmetry to C3v or C1, and that the degree of covalency was determined by the coordination number.

B. Multiplet structure calculations

1. The multiplet energies and the transition probabilities by the three approaches

In this subsection, we mainly discuss the methodological aspects, and confirm roughly the validity of the assignment of the absorption spectrum proposed by Eilers et al. We examined the dependence of the calculated multiplet energies and the transition probabilities on the size of the cluster models, with the models (a)–(d) by the nonrelativistic calculations. With every cluster model, we conducted the calculations by the FCZ, the CDC, and the CIC approaches. In the calculations by the CIC approach, the scaling factor D was fixed at 0.8. Although the factor C can be calculated from first principles, we obtained it by fixing the Δe in Eq. (6) at an average value 0.93 eV through the calculations for simplification. The calculated multiplet energies and the theoretical spectra, obtained from models (a)–(d) by the FCZ, the CDC, and the CIC approaches, are shown in Figs. 4, 5, and 6, respectively. In all the figures, the calculated multiplet energies were classified into the singlet states (upper) and the triplet states (lower), shown as straight lines. The ground state was set at zero. The levels were shown up to 35 000 cm−1. The multiplet-term symbols in the parent Td symmetry were attached to the levels. The triplet states had the 3A2 ground-state term, the 3T2 and 3T1 terms in the one-
electron-excited electron configuration ($et_2$), and the $^3T_1$ term in the two-electron-excited electron configuration ($t_2^2$). The multiplet-term symbols in the exact $D_{2d}$ symmetry [model (a)] or the $S_4$ symmetry [models (b)–(d)] were also attached to the triplet states, on which we concentrate. In the results obtained from model (a), the ground state was $^3B_1$, and we denote it as $^3B_1[3A_2]$ to also realize the origin in the parent $T_d$ symmetry. In the same way, the excited triplet states were denoted as $^3B_2[3T_2]$, $^3A_2[3T_1(et_2)]$, $^3E[3T_1(et_2^2)]$, $^3A_2[3T_1(t_2^2)]$, and $^3E[3T_1(t_2^2)]$. In the results obtained from models (b)–(d), the ground state was the $^3B[3A_2]$ state, and the excited triplet states were $^3B[3T_2]$, $^3E[3T_2]$, $^3A[3T_1(et_2)]$, $^3E[3T_1(et_2^2)]$, $^3E[3T_1(t_2^2)]$, and $^3A[3T_1(t_2^2)]$. In the lower field in Figs. 4, 5, and 6, the theoretical absorption spectra were depicted. The theoretical spectra were obtained by Eq. (7), where the initial state was the ground state, and the final state was all the excited triplet states. The relative height of the spectra was preserved through the figures, and can be compared between them.

In Fig. 6(e), the experimentally obtained absorption spectrum, obtained by Kück et al., is shown for comparison with the theoretical spectra. The experimentally obtained spectrum had mainly three broad bands peaking at about 1000 nm (10 000 cm$^{-1}$) in the NIR region, and at around 650 nm (15 400 cm$^{-1}$) and 450 nm (22 200 cm$^{-1}$) in the visible region. Kück et al. followed the assignment proposed by Eilers et al., and attributed the former two bands at 10 000 and 15 400 cm$^{-1}$ to the transitions from the $^3B_1[3A_2]$ ground state to the $^3A_2[3F]$ and $^3E[3F]$ excited states, respectively, which corresponded to the $^3A[3T_1(et_2)]$ and $^3E[3T_1(et_2)]$ excited states by our expression based on the MO framework in the $S_4$ symmetry. Kück et al. indicated by the excitation spectrum that the $^3T_1(t_2^2)$ states lay in the 300–500 nm (20 000–33 300 cm$^{-1}$) region, but their exact peak energies

FIG. 5. The calculated multiplet energies and the theoretical absorption spectra obtained from models (a)–(d) by the CDC approach.

FIG. 6. (a)–(d) The calculated multiplet energies and the theoretical absorption spectra obtained from models (a)–(d) by the CIC approach. (e) The experimentally obtained absorption spectrum taken from Ref. 4 for comparison.
could not be determined exactly due to the overlap of the broad 22 200 cm\(^{-1}\) band, whose origin is yet unknown.

First, we discuss the dependence of the calculated results on the size of the cluster models. From Figs. 4, 5, and 6, we can determine that the calculated results changed as we go through models (a), (b), and (c), but the results of models (c) and (d) had no significant difference between them. Those tendencies were already indicated in the previous section by the analyses for the covalency. The energy splittings of model (a) were simply derived from the ligand field with the low \(D_{2d}\) symmetry, which was expressed by the uniaxial elongation of the CrO\(_4\) tetrahedron. Comparing the energies obtained from models (a) and (b), we see that the energy splittings within the parent multiplet terms were smaller in model (b). The effective Madelung potential in model (b) affected the impurity-level MOs, and reduced the effect of the uniaxial elongation. In model (b), the overall energies of the triplet states depend on the electron configuration, the dependence of the energies on the size of the cluster models was derived from the difference in the magnitude of the effective ligand-field splitting \(\Delta_{\text{eff}}\), whose values were shown in the previous section. The values of models (a) and (c) were almost the same, on the other hand, the value of model (b) was larger than the other. The point charges around the clusters in models (b) and (c) tended to increase the magnitude of the \(\Delta_{\text{eff}}\), however on the other hand, the additional points around the CrO\(_4\) tetrahedron in model (c) tended to decrease. In the results of model (a), we consider that the neglect of both the effect of the effective Madelung potential and the effect of the wave functions of the first-shell coordination polyhedra fortunately resemble the results of model (c). We should note that the resemblance was broken when we also discussed the polarization dependence of the peak intensity in the absorption spectrum of Cr\(^{4+}\):Ca\(_2\)MgSi\(_2\)O\(_7\),\(^{39}\) whose crystal belonged to the tetragonal system, not the cubic system. Considering the conclusion on the covalency in the previous section together, we regard model (c) as the minimum model appropriate for the multiplet calculation.

Hereafter, we compare the three approaches: the FCZ, the CDC, and the CIC. In the results obtained by the FCZ approach in Fig. 4, the energy splittings within the parent multiplet terms were small, so that the energy structure in the parent \(T_d\) symmetry was well resolved. This result corresponds to what the framework of the FCZ approach shows: the level splitting is regarded as the splitting from the mean energy of the electron configuration, which is based on the energy structure in the parent symmetry. Comparing the theoretical spectra with the experimentally obtained absorption spectrum in Fig. 6(e), however, we see that the calculated energy structure was invalid. In the theoretical spectra, only one band was obtained in the region up to 18 000 cm\(^{-1}\), whereas the experimentally obtained spectrum had two bands, one of which was the NIR band.

The results, which were obtained by the CDC and the CIC approaches in Figs. 5 and 6, respectively, remarkably changed from ones obtained by the FCZ approach. The energy splittings within each multiplet term became larger. It became difficult to simply assign the singlet states to the multiplet terms under the expression of the parent \(T_d\) symmetry. In the results obtained from model (a), the energies of the \(3E\) state in the \(3T_2\) triplet term and the \(3A_2\) state in the \(3T_{1g}(e_{t2})\) triplet term crossed. When we placed point charges around the clusters in models (b), (c), and (d), the crossings were not obtained, but the large energy splittings were kept, especially on the \(3T_{1g}(e_{t2})\) triplet term. The large energy splittings within the \(3T_{1g}(e_{t2})\) triplet term produced the two bands in the region up to 18 000 cm\(^{-1}\); one lay in the NIR region and the other in the visible. This energy structure corresponded to the experimentally obtained one in Fig. 6(e). The calculated oscillator strength for the NIR band was just a half of the visible band by the CIC approach. This intensity ratio agreed with the experimentally deduced ratio of the absorption coefficient, 3.6 and 7.4, for the 10 000 and the 15 400 cm\(^{-1}\) bands, respectively.\(^{40}\) On the other hand, the transitions to the states in the \(5T_2\) triplet term, which were originally electric-dipole forbidden in the \(T_d\) symmetry, still did not have enough significant transition probability to produce the NIR band, although the symmetry was low. By those results, we attribute the NIR band at about 10 000 cm\(^{-1}\) and the visible band at about 15 400 cm\(^{-1}\) in the experimentally obtained spectrum to the transitions from the \(1B\)\(^1\)\(A_2\) ground state to the \(3A\)\(^3\(T_{1g}(e_{t2})\)) and \(3E\)\(^3\(T_{1g}(e_{t2})\)) excited states, respectively. This assignment is consistent with the conclusion obtained by Eilers\ et\ al.\ from experiments.\(^{13}\)

We confirmed from first principles that the newer Eilers’ assignment was valid at least regarding that the energy splitting within the \(3T_{1g}(e_{t2})\) triplet term was large enough to be able to produce the NIR band.

In the original paper of the FCZ approach, Fazzio et al. intensively performed the systematic calculations on the multiplet structures of several transition-metal-doped semiconductors from first principles.\(^{31}\) Their discussion then was almost sufficient to only show the mean energies of the multiplet terms. Furthermore, they did not discuss the transition probability. Our results from the FCZ approach showed, however, that it could not work well when the energy splittings within the multiplet terms due to the ligand field with the low symmetry became large enough to break the simple view under the parent \(T_d\) symmetry. In the CDC and the CIC approaches, we directly estimated the off-diagonal matrix elements concerning the one-electron operator term in the effective many-electron Hamiltonian. As a result, those approaches gave the proper ligand-field splittings in the low \(S_4\) symmetry.

We consider that the CIC approach was the most reasonable approach among the three approaches when we also concentrate on the intensity ratio, although the magnitude of the energy splittings would be underestimated, compared to the CDC approach. Although we could not come to a definite conclusion from the comparison with the experimentally obtained spectrum due to the presence of the unknown broad band at 22 200 cm\(^{-1}\), we consider that the transition probability of the transitions to the states in the \(3T_{1g}(e_{t2})\) triplet term will not exceed those of the states in the \(3T_{1g}(e_{t2})\) triplet term. This assumption is ascribed to the fact that the transi-
tion probability concerning the two-electron excitation originates only from the mixing of the wave functions concerning the one-electron-excited electron configuration. Further discussion on the relationship between the transition probability and the mixing of the wave functions will be shown in Sec. III B 4. In Fig. 5 by the CDC approach, we find that the transitions to the $^3E[^3T_1(t_2^2)]$ state were stronger than ones to the $^3E[^3T_1(et_2^2)]$ state [except for the result of model (b)]. Therefore we regard the results obtained by the CDC approach as unreasonable ones, only shifting the diagonal matrix elements caused the interactions between the states in the different electron configurations to break. In the ruby’s case, where the multiplet structure in the parent symmetry was resolved well, the CDC approach gave the appropriate results.26 However, in the case of the tetrahedrally coordinated Cr$^{4+}$ in the YAG, where the ligand field splitting that originated from the low $S_4$ symmetry also dominated the multiplet structure, the CDC approach was not a perfect one. In the CIC approach, where all the matrix elements concerning the one-electron operator term were corrected, the transition probabilities of the $^3B[^3A_2]^-$ $^3E[^3T_1(t_2^2)]$ transitions were smaller than those of the $^3B[^3A_2]^-$ $^3E[^3T_1(et_2^2)]$ transitions in every cluster model, as shown in Fig. 6.

2. The assignment of the peaks in the absorption spectrum

In this subsection, we discuss the validity of the assignment of the peaks in the absorption spectrum written in the literature. We discuss the results obtained from the fully relativistic calculation, including the spin-orbit interaction. The calculated energy, the magnitude of the spin-orbit splitting, and the oscillator strength of the transitions, obtained from model (c) by the CIC approach, are summarized in Table III. We had confirmed that the energy and the theoretical spectrum, obtained by the relativistic calculation, were consistent as a whole with those obtained by the nonrelativistic calculation. We can consider that the only difference in the relativistic result was the existence of the spin-orbit splitting, and the existence of the transition probability of the spin-forbidden transitions. In the CIC approach, the magnitude of the energy splitting, derived from the ligand field under the low $S_4$ symmetry, would be underestimated, compared to the result of the CDC approach. However, the underestimation will not affect the discussion by the order of magnitude. Although the other overestimation and underestimation concerning the calculated energies might be involved, we consider that rough estimations of the magnitude of the energy splittings and the oscillator strength of the transitions can be done. To specify a state with symmetry symbols, we used the Mulliken symbol for the parent state under the nonrelativistic representation; on the other hand, we used Bethe’s symbol for the spin-orbit state under the relativistic representation.

First, we focus on the spin-orbit splitting of the $^3B[^3A_2(e^2)]$ ground state. The ground state split into the three spin-orbit states, $\Gamma_3$, $\Gamma_4$, and $\Gamma_2$ under the $S_4$ symmetry. The $\Gamma_3$ and $\Gamma_4$ spin-orbit states were almost degenerate. Therefore the magnitude of the spin-orbit splitting was regarded as the energy difference between the ($\Gamma_3 + \Gamma_4$) states and the $\Gamma_2$ state. The value of the spin-orbit splitting was 0.5 cm$^{-1}$. Kück et al. assumed the value to be 2 cm$^{-1}$, referring to the value obtained for Cr$^{4+}$:Mg$_2$SiO$_4$ in the literature. Our calculated value was smaller by only a factor of 1/4, supporting Kück’s magnitude. We expect from the result that the magnitude of the spin-orbit splitting of the $^3B[^3A_2(e^2)]$ ground state was so small that both the states would be thermally populated. Therefore, we considered all the transitions from the three spin-orbit states for the calculation of the oscillator strength of the ground-state absorption.

The spin-orbit splitting of the $^3B[^3T_2(et_2^2)]$ state was 28 cm$^{-1}$. Here also, the $\Gamma_3$ and $\Gamma_4$ spin-orbit states were almost degenerate. The oscillator strengths of the $^3B[^3A_2(e^2)]^-^3B[^3T_2(et_2^2)]$ transitions were $2 \times 10^{-7}$–$3 \times 10^{-7}$. Those were at least 4 orders of magnitude smaller than the values concerning the $^3T_1(et_2^2)$ triplet term. The small oscillator strength is ascribed to the transitions to the $^3B[^3T_2(et_2^2)]$ states being allowed only by the spin-orbit interaction. When we neglect the small spin-orbit splitting of the ground state, we can expect that a zero-phonon line with a doublet structure will be observed in the experimentally obtained absorption spectrum. Actually, the doublet zero-phonon lines peaking at 7814 and 7842 cm$^{-1}$, with the energy splitting of 28 cm$^{-1}$, had already been considered to have originated from the transitions to the spin-orbit states of the $^3B[^3T_2(et_2^2)]$ state,$^{11,13–16}$ as shown in Table I. The

<table>
<thead>
<tr>
<th>Parent state</th>
<th>Spin-orbit state</th>
<th>Energy (cm$^{-1}$)</th>
<th>Spin-orbit splitting (cm$^{-1}$)</th>
<th>Oscillator strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^3B[^3A_2(e^2)]$</td>
<td>$\Gamma_3, \Gamma_4$</td>
<td>$\ldots$</td>
<td>0.5</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>...</td>
<td>$\Gamma_2$</td>
<td>$\ldots$</td>
<td>0</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$^3B[^3T_2(et_2^2)]$</td>
<td>$\Gamma_3, \Gamma_4$</td>
<td>9209</td>
<td>28</td>
<td>$3 \times 10^{-7}$</td>
</tr>
<tr>
<td>...</td>
<td>$\Gamma_2$</td>
<td>$\ldots$</td>
<td>$2 \times 10^{-7}$</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$^3E[^3T_2(T_2^2)]$</td>
<td>$\Gamma_3, \Gamma_4$</td>
<td>10 317–10 414</td>
<td>97</td>
<td>$1 \times 10^{-4}$</td>
</tr>
<tr>
<td>$^3A[^3T_2(et_2^2)]$</td>
<td>$\Gamma_3, \Gamma_4$</td>
<td>11 896</td>
<td>6</td>
<td>$27 \times 10^{-4}$</td>
</tr>
<tr>
<td>...</td>
<td>$\Gamma_1$</td>
<td>$\ldots$</td>
<td>$26 \times 10^{-4}$</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$^3E[^3T_2(T_2^2)]$</td>
<td>$\Gamma_3, \Gamma_4$</td>
<td>15 975–16 109</td>
<td>134</td>
<td>$28 \times 10^{-4}$</td>
</tr>
<tr>
<td>$^3A[^1E(e^2)]$</td>
<td>$\Gamma_3$</td>
<td>7385</td>
<td>$\ldots$</td>
<td>$3 \times 10^{-6}$</td>
</tr>
<tr>
<td>$^3B[^1E(e^2)]$</td>
<td>$\Gamma_2$</td>
<td>8047</td>
<td>$\ldots$</td>
<td>$1 \times 10^{-6}$</td>
</tr>
<tr>
<td>$^3A[^1A_2(e^2)]$</td>
<td>$\Gamma_1$</td>
<td>14 685</td>
<td>$\ldots$</td>
<td>$5 \times 10^{-5}$</td>
</tr>
</tbody>
</table>
assignment seems reasonable. Still we could not completely omit the possibility of assigning those peaks to the other absorption centers. One possibility is the tetrahedrally coordinated Cr^{4+} coupling with a codopant atom for charge compensation, and the effect of the Cr–Ca pair will be discussed in the next subsection. Another possibility is the \( B^2E \rightarrow 2B^2T_2 \) transition of the tetrahedrally coordinated Cr\(^{5+}\), whose resemblance to the transition of the Cr\(^{4+}\) state was pointed out in our recent study.\(^{41}\)

The \( E^1[3T_2(\text{et}_{2})] \) state split into six spin-orbit states under the \( S_4 \) symmetry. In this case, the \( \Gamma_3 \) and the \( \Gamma_4 \) spin-orbit states had apparent energy splitting with more than 1 cm\(^{-1}\). The energy difference between the highest and the lowest spin-orbit states was 97 cm\(^{-1}\). The calculated peak positions should be underestimated, because no additional peak existed between the two lines with the large energy difference: 304 cm\(^{-1}\). It is unlikely that the two lines originated from the nearest spin-orbit states. The oscillator strengths of the six transitions were about \( 1 \times 10^{-4} \) for each. The magnitude was only an order smaller than the transitions to the \( A^1[3T_1(\text{et}_{2})] \) states. The peaks concerning the \( E^1[3T_2(\text{et}_{2})] \) states have been considered hidden under the broad band at around 10 000 cm\(^{-1}\), which has been attributed to the transition to the \( A^3[3T_1(\text{et}_{2})] \) state.\(^{13}\) Kück et al. attributed several apparent peaks in the 9463–10 392 cm\(^{-1}\) region under a low temperature to the phonon-related transitions.\(^{4}\) However, we consider that some of those peaks could be attributed to the transitions to the spin-orbit states in the \( E^1[3T_2(\text{et}_{2})] \) state, since the calculated oscillator strength was large enough to allow the peaks to be observed.

The \( E^1(e^2) \) singlet term split into the lower \( \Gamma_1 \) state and the higher \( \Gamma_2 \) state by the ligand field under the \( S_4 \) symmetry. The calculated peak positions should be underestimated, depending on the accuracy in the estimation of the magnitude of the correlation-correction factor \( C \), which shifted the energies as a whole. We had confirmed, however, that the discussion below, on the magnitude of the ligand-field splitting and the oscillator strength, was insensitive to the energy position by examining the dependence of the energy splitting on the correlation-correction factor. From Table III, we see that the magnitude of the ligand-field splitting of the \( E^1(e^2) \) singlet term was 662 cm\(^{-1}\) by the CIC approach. The splitting obtained by the CDC approach was 1290 cm\(^{-1}\). Although the magnitude of the ligand-field splitting by the CIC approach was likely to be underestimated, we can say that the magnitude should not be smaller at least than 662 cm\(^{-1}\). Eilers et al. tentatively assigned the two lines at 1210 nm (8264 cm\(^{-1}\)) and 1206 nm (8292 cm\(^{-1}\)), with the energy splitting of 28 cm\(^{-1}\) to the transitions to the states of the \( E^1(e^2) \) singlet term.\(^{13}\) Riley et al. pointed out by the semi-empirical AOM calculation that the splitting would be at least 1000 cm\(^{-1}\), and that the Eilers’ assignment should be wrong.\(^{16}\) We agree with Riley’s conclusion. The oscillator strength of the transition to the \( \Gamma_1 \) state was \( 5 \times 10^{-5} \), whose magnitude was not small, and comparable to the magnitude concerning the \( E^1[3T_2(\text{et}_{2})] \) states. We consider that an apparent peak, originating from the transition to the \( \Gamma_1 \) state of the \( E^1(e^2) \) singlet term, could be observed in the absorption spectrum.

In the previous subsection, we had already confirmed that the ligand-field splitting of the \( T_1(e^2) \) triplet term was large enough to produce both the NIR and the visible bands. We consider further the magnitude of the spin-orbit splitting of the \( A^1[3T_1(\text{et}_{2})] \) state, which corresponds to the NIR band. The \( A^3[3T_1(\text{et}_{2})] \) state split into the three spin-orbit states, \( \Gamma_3 \), \( \Gamma_4 \), and \( \Gamma_1 \), under the \( S_4 \) symmetry. The energy difference between the \( \Gamma_3 \) and the \( \Gamma_4 \) spin-orbit states was negligibly smaller than 1 cm\(^{-1}\), hence we can again regard those states as a degenerate state. The calculated magnitude of the spin-orbit splitting between the \( (\Gamma_3+\Gamma_4) \) states and the \( \Gamma_1 \) state was only 6 cm\(^{-1}\). This small spin-orbit splitting contradicts the assignment (or the assumption) proposed by Kück et al., Riley et al.,\(^{16}\) and Henderson et al.\(^{17}\) They considered that the two intense lines at 8977 and 9281 cm\(^{-1}\), with the energy separation of 304 cm\(^{-1}\), originated from the transitions to the \( \Gamma_1 \) and the \( (\Gamma_3+\Gamma_4) \) spin-orbit states, respectively. Their assignment, however, would also contradict the conclusion obtained by Eilers et al., who pointed out that the two lines should have the same polarization dependence, and that the line at 9281 cm\(^{-1}\) might have originated from the vibrational mode.\(^{13}\) Before the Eilers’ suggestion, Kück et al. mentioned that the two lines originated from the transitions to the \( E^1(e^2) \) states, which split by the ligand field under the \( S_4 \) symmetry.\(^{11}\) But the assignment would also not satisfy the Eilers’ requirement, because the two states have different symmetry, \( \Gamma_1 \) and \( \Gamma_2 \). The contradiction on the assignment of the two intense lines at 8977 and 9281 cm\(^{-1}\) would not be solved yet. We consider that one possible explanation would still be the Eilers’ one. Another possible explanation may be that the 8977 and the 9281 cm\(^{-1}\) lines are differently attributed to the \( B^3A_2(e^2) \rightarrow A^1[3E^1(e^2)] \) and the \( B^3A_2(e^2) \rightarrow A^3[3T_1(\text{et}_{2})] \) transitions, respectively. If the magnitude of the spin-orbit splitting of the \( A^3[3T_1(\text{et}_{2})] \) state is significantly larger than that obtained by us, the spin-orbit states will have different symmetries, and we have to find the corresponding additional peaks somewhere in the broad band for the different polarization to explain Eilers’ results on the polarization dependence under the uniaxial stress.

The \( E^1[3T_1(\text{et}_{2})] \) state in the visible region also split into the six spin-orbit states. The energy difference between the highest and the lowest states was 134 cm\(^{-1}\). It is known that the broad band at around 15 400 cm\(^{-1}\) possessed an apparent shoulder.\(^{13}\) We consider that such a structure did not originate from the spin-orbit splitting of the \( E^1[3T_1(\text{et}_{2})] \) state, since the magnitude of the spin-orbit splitting was too small to be apparently distinguished in the broad band. The structure could be attributed to the Cr\(^{4+}\) coupling with codopant atoms.

3. The effect of the Cr–Ca pair

The existence of the charge compensators, such as Ca or Mg atoms, makes it difficult to analyze the absorption spectrum of Cr\(^{4+}\):YAG. Okhrimchuk and Shestakov showed by
the experiments that the absorption cross section of the peak at 7800 cm\(^{-1}\) decreased by 6 orders of magnitude, when the concentration of the Cr atoms increased by a factor of 13 and the concentration of the Mg atoms decreased by a factor of 4.3\(^{12}\). Under the same condition, the absorption cross section of the peak at 8100 cm\(^{-1}\) did not show any significant change. They attributed the peak at 7800 cm\(^{-1}\) to a different absorption center rather than the dominant tetrahedrally coordinated Cr\(^{4+}\). This indicates that the determination of the assignment of the peaks in the absorption spectrum is not straightforward. It is difficult to discuss theoretically the chemical state coupling with the codopants, because the problem involves ion–ion interaction, which has been omitted in the framework of the traditional ligand-field analyses. We can find, however, some literature that considered the effect of the codopants by some theoretical calculations. Kuklja calculated the formation energies of the defects in the YAG by the classical model using pair potentials.\(^{42}\) Sobolev et al. insisted the importance of the Cr–Ca pair by their electronic-structure calculation.\(^{20}\) And Ching et al. tried to explain the mechanism of the saturable absorption by their band calculation including the Cr–Ca pairs.\(^{22}\) But none have directly discussed the effect of the codopants on the structure of the absorption spectrum.

We estimated the maximum effect of the Cr–Ca pair on the absorption spectrum. Hereafter, we return to the results obtained by the nonrelativistic calculations. The calculated multiplet energies and the theoretical spectra, obtained from models (e) and (f) by the CIC approach, are shown in Figs. 7(a) and 7(b). We see from the results that the 3\(E\) states further split into two states, which created additional peaks and shoulders in the spectra. (The symmetry symbols were approximated by those of the 3\(E\) parent symmetry.) Although the energy splitting of the 3\(E[3T_1(t_2^2)]\) parent states produced the apparent changes above 20 000 cm\(^{-1}\), they will not be observed in the experimentally obtained absorption spectrum due to the intense band at around 22 200 cm\(^{-1}\). On the other hand, we can expect that the energy splitting of the 3\(E[3T_2]\) parent states will create some satellite peaks in the NIR region. Some calculated oscillator strengths of models (e) and (f) with a Ca atom by the CIC approach are summarized in Table IV, besides the result of the model (c) without the Ca atom. In the result obtained from model (e), we see that the 3\(A_{2}[3T_2]\) state, which corresponded to the 3\(B'[3T_2]\) state in model (c), had an apparent transition probability, \(1 \times 10^{-4}\). Although the transition to the 3\(B'[3T_2]\) state under the \(S_4\) symmetry was electric-dipole forbidden, the transition became allowed when the symmetry was reduced to \(C_2\). In the result obtained from model (f), the oscillator strength of the transition to the 3\(A_{1}[3T_2]\) state, which corresponded to the 3\(B'[3T_2]\) state in model (c), did not show any significant increase. Instead, the transition to the 3\(A_{1}[3T_2]\) state originating from the 3\(E[3T_2]\) parent state was twice strengthened. In either case of the nearest Cr–Ca pair, the increase of the absorption coefficient of some related peaks is expected to be observed in the NIR region in the experimentally observed spectrum, followed by the increase of the concentration of the Ca atoms. The concentration-dependent zero-phonon lines at about 7800 cm\(^{-1}\) in the experimentally obtained spectrum may have originated from the tetrahedrally coordinated Cr\(^{4+}\) coupling with a Ca atom. Regarding the 3\(E[3T_1(t_2^2)]\) parent state, we see that the energy splitting of model (e) in Fig. 7(a) created an apparent doublet structure in the spectrum. This indicates that the shoulder observed in the 15 400 cm\(^{-1}\) band could have originated from the Cr–Ca pair.

4. The relationship between the transition probability and the mixing of wave functions

The magnitude of the calculated oscillator strength is related to the results of the analysis of the coefficients \(C_{ij}\) in Eq. (2). The summarized coefficients in the wave functions

![Diagram](image)

**FIG. 7.** (a), (b) The calculated multiplet energies and the theoretical absorption spectra obtained from models (c) and (f) by the CIC approach. The symmetry symbols are approximated by those of the parent \(S_4\) symmetry.

### TABLE IV. The calculated oscillator strengths \((\times 10^{-4})\), obtained from models (c), (e), and (f) by the CIC approach under the nonrelativistic calculation.

<table>
<thead>
<tr>
<th>Model</th>
<th>3(B'[3T_2])</th>
<th>3(E'[3T_2])</th>
<th>3(A'[3T_1(t_2^2)])</th>
<th>3(E'[3T_1(t_2^2)])</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>0</td>
<td>6</td>
<td>70</td>
<td>144</td>
</tr>
<tr>
<td>(e)</td>
<td>3</td>
<td>1</td>
<td>72</td>
<td>60</td>
</tr>
<tr>
<td>(f)</td>
<td>0</td>
<td>3</td>
<td>61</td>
<td>78</td>
</tr>
</tbody>
</table>

\[\text{Model (c)}\]

\[\text{Model (e)}\]

\[\text{Model (f)}\]

\[\text{Model (c)}\]

\[\text{Model (e)}\]

\[\text{Model (f)}\]
the Slater determinants other MO originating from excitations and the magnitude of the transition probability shown between those magnitudes of the mixing of the wave function in the 3F produced its own character, expressed by the diagonal elements. All the Slater determinants for the excited state having the triplet term had the transition probabilities. In Table V, we see that the wave function of the state was mixed with the empty elements indicated zero. Every line in Table V shows the composition of the state, and the off-diagonal elements mean that the wave function of the state was mixed with the wave functions of the other states. Originally, in the parent symmetry, the wave functions of the 3T2(2et) state are the Slater determinants Φ1, Φ2, and Φ3, and have no off-diagonal elements. All the Slater determinants Φ1–Φ6 were composed of an MO originating from e symmetry and another MO originating from t2 symmetry, and belonged to the et2 electron configuration. On the other hand, the Slater determinants Φ3–Φ6 were composed of the two MOs both originating from t2 symmetry, and belonged to the t2 electron configuration.

First, we discuss the states in the 3T1(t22) triplet term. Originally, the optical transition involving two-electron excitation is forbidden. However, some transitions to the states in the 3T1(t22) triplet term had the transition probabilities. In Table V, we see that the wave function of the 3A[3T1(t22)] state almost preserved its own character, expressed by the contribution of the Slater determinant Φ2(2t22) at 0.94. On the other hand, the wave function of the 3F[3T1(t22)] state reduced its own character Φ(2t22) to 0.72 by mixing with Φ(2et2), which was the main component of the wave function of the 3F[3T1(2et2)] state. We find correspondence between those magnitudes of the mixing of the wave functions and the magnitude of the transition probability shown in Fig. 6(c). The larger the mixing was, the larger the transition probability was. We conclude that the transition probability of the transitions to the states in the t22 electron configuration was produced by mixing of the wave functions with those of the states in the et2 electron configuration.

Regarding the B[3T2(2et2)] state in the NIR region, the peak intensity in the experimentally obtained absorption spectrum should be considerably weak. The B[3A2] → B[3T2(2et2)] transition in the S4 symmetry was still electric-dipole forbidden, and the B[3T2(2et2)] state was the only excited state having the B symmetry. This situation resulted in the absence of the interaction of the B[3T2(2et2)] state with the other triplet states, expressed by the diagonal value 1.00 in Table V. As shown in Sec. III B 2, the transition probability came only from the spin-orbit interaction. On the other hand, the E[3T2(2et2)] state had the value of the off-diagonal elements, 0.11, for the interaction with the E[3T1(2et2)] state through the Slater determinant Φ(2t22). In the theoretical spectrum in Fig. 6(c), the peak intensity corresponding to the transition to the E[3T2(2et2)] state was indeed observed.

5. The reduction factors on electron repulsion

The electron repulsion of an ion in solids or complexes is largely reduced from that of a gaseous free ion. In the framework of the crystal field theory or the ligand field theory, the Racah parameter B has usually been regarded as the single parameter expressing the electron repulsion that concerns the multiplet structure. The magnitude of the reduction of the electron repulsion has been estimated by the so-called nephelauxetic parameter, which is a ratio of the Racah parameter B in the ligand field to the free ion.43

In the DVME method, the reduction is expressed by the degree of covalency and by the correlation-correction factor C. The calculated correlation-correction factor C, obtained from models (a)–(d) by the FCZ, the CDC, and the CIC approaches, are listed in Table VI, where the value obtained from the Cr3+ free-ion model is also shown. We see that the dependence of the correlation-correction factor on the approaches was negligibly small. As for the dependence on the cluster models, we see that the result of model (b) was smaller than the results of the other models. The correlation-correction factor of models (c) and (d) were almost the same.

<table>
<thead>
<tr>
<th>Models</th>
<th>FCZ</th>
<th>CDC</th>
<th>CIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.65</td>
<td>0.67</td>
<td>0.65</td>
</tr>
<tr>
<td>(b)</td>
<td>0.60</td>
<td>0.60</td>
<td>0.59</td>
</tr>
<tr>
<td>(c)</td>
<td>0.68</td>
<td>0.69</td>
<td>0.68</td>
</tr>
<tr>
<td>(d)</td>
<td>0.69</td>
<td>0.70</td>
<td>0.69</td>
</tr>
</tbody>
</table>

- Free ion 0.89
We find a contrary tendency to the results of the covalency in Table II: the smaller values were obtained for the factor $C$, as the larger values of the proportions of the contribution of the Cr 3$d$ orbitals were obtained. We consider that the multiplication of the two reduction factors corresponds to the meaning of the nephelauxetic effect. Multiplying the correlation-correction factor $C$ in Table VI and the mean values of the contributions of the Cr 3$d$ orbitals in Table II together, we obtained the multiplied reduction factor, listed in Table VII. The values lay within the range from 0.47 to 0.53. The multiplied reduction factor is a convenient indication to show the degree of reduction of the electron repulsion.

The direct estimation of the electron repulsion was done by calculating directly the ratio corresponding to the traditional nephelauxetic parameter. For simplification, we considered only the representative two-electron integrals, $\langle ij|kl \rangle = (11|11), (22|22), (33|33), (44|44)$ in Eq. (5), where Figs. 1–4 specify the four impurity-level MOs. In those four integrals, the difference in the covalency was already involved. The values of the two-electron integrals that were multiplied by the correlation-correction factor $C$ are listed in Table VIII for model (c) and for the free-ion model. Comparing the results with those of the covalency in Table II(c), we see that the magnitude of the two-electron integrals decreased as the degree of covalency increased. Contrary to the traditional methods that reduced the number of parameters for the two-electron integrals to only one, our method directly gave the difference of the two-electron integrals, according to the difference of the covalency under the $S_4$ symmetry. Considering that the fourth state was twofold degenerate, we obtained the mean value of the two-electron integrals at 11.9 eV. The corresponding value, obtained from the Cr$^{4+}$ free-ion model, was 23.2 eV. Applying those values to the definition of the nephelauxetic parameter, we obtained the nephelauxetic parameter at 0.51. Eilers, Brik, and Riley independently obtained the values of the Racah parameter $B$ by their semiempirical analyses at 515, 500, and 430 cm$^{-1}$, respectively.$^{13,15,16}$ They correspond to the value of the nephelauxetic parameter in the range from 0.42 to 0.51, and the magnitude seems to be supported now generally for the tetrahedrally coordinated Cr$^{4+}$ state. Our value agreed especially with the Eilers’ and the Brik’s ones. Thus, we confirmed from first principles that those experimentally deduced values of the nephelauxetic parameter had the appropriate magnitude.

**IV. SUMMARY**

The multiplet structure of the tetrahedrally coordinated Cr$^{4+}$ in YAG was calculated by the ab initio many-electron calculation method, developed by us. We revealed that the wave functions of the cations outside the CrO$_4$ tetrahedron also affected the covalency of the impurity-level molecular orbitals. We concluded that the model with the first-shell coordination polyhedra was required. We confirmed that the $^3T_1(e_g)$ triplet term should have the large ligand-field splitting, which created both the NIR and the visible bands, supporting the earlier Eilers’ suggestion.$^{13}$ To discuss the possible assignments, we conducted the calculation by the fully relativistic many-electron calculation method. The magnitudes of the spin-orbit and the ligand-field splittings, and the oscillator strength of the transitions were discussed. We estimated the traditional nephelauxetic parameter from first principles. The calculated nephelauxetic parameter was 0.51, which supported the magnitude of the parameter reported in some literature.

Until now, the Ca or Mg atom has been codoped only for the purpose of achieving the charge compensation, and of stabilizing the Cr$^{4+}$ state. Our results indicated, however, that the formation of the nearest Cr–Ca pairs would create some additional peaks in the absorption spectrum. This means that the codopants can be regarded not only as a charge compensator, but also as a modifier of the wavelength and the cross section of the absorption and the emission. Shen and Bray recently mentioned that controlling the local distortion around the transition-metal centers would lead to the design of new optical materials.$^{44}$ We support their direction. However, we consider that the meaning of the “distortion” should also include the recombination of the wave functions that change the covalency. Such a discussion on the covalency, involving the ion–ion interaction, requires us to investigate with larger models than the model with only a few ligand atoms. We believe that to design the solid-state laser materials from first-principles calculation is possible when we systematically examine the effect of various codopants, with large models directly involving the ion–ion interaction.
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