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The electronic and solvation structures of \( N,N \)-dimethylaniline in acetonitrile are examined by means of the \textit{ab initio} reference interaction site model self-consistent-field theory coupled with the method to evaluate nonequilibrium solvation free energy developed by Chong et al. [J. Phys. Chem. 99, 10526 (1995)]. The key quantities characterizing the solvation process—the free-energy profile governing the solvent fluctuations and solvent reorganization—are evaluated from first principles. A new scheme, which enables us to partition solvent reorganization into atomic contributions in the solute molecule, is proposed and used to analyze the process at the atomic level. We found that the linear response approximation holds well and the overall observable \( \lambda_s \) is not much affected by solute geometry, while the individual atomic contribution is significantly changed, especially by the wagging motion of the amino group. © 2003 American Institute of Physics.

\[ \lambda_s^{CMD}(R) = \frac{1}{2} \left( \frac{1}{e_{op}} - \frac{1}{e} \right) \left( \frac{1}{d_D} + \frac{1}{d_A} - \frac{2}{R} \right), \]

where \( d_D \) and \( d_A \) are radii of the donor and acceptor, and \( R \) is distance between them. It is possible in a reasonable way to extract detailed information on the solvent reorganization processes around the individual molecules from the TR-EPR experiment, since the distance \( R \) is thought to be fixed around 1.0 nm in the experimental data: therefore, the contribution from the (last) cross term can be regarded as a small constant value. This raises, at the same time, new questions: How are electronic and geometrical structures of the solute related to observed \( \lambda_s \)? How appropriate is the macroscopic Marcus picture to describe \( \lambda_s \) at the molecular level? Do atoms in a solute molecule evenly contribute to \( \lambda_s \) or not? The same questions should be applied to \( \lambda_{s,D} \) or \( \lambda_{s,A} \). To answer these questions, we carried out a computation of solvent reorganization energy associated with charging process of a molecule \([\lambda_{s,D} \text{ in Eq. (1)}] \), which can be regarded as a partial contribution to observed \( \lambda_s \) and we examined the validity of linear response theory concerning the solvation process from first principles.

Numerous theoretical methods to describe the solvent reorganization processes are reported.\textsuperscript{2,3} Most popular
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among those is to sample the configuration space directly taking the solvent fluctuation as an order parameter.\(^4,5\) Levy et al. proposed an alternative method to evaluate the free-energy profile in solution regarding solvent fluctuations as a Gaussian process.\(^6\) These studies commonly employ the molecular simulation technique and focus on a monoatomic solute system. To our knowledge, computational determination of reorganization energy for a polyatomic system is very limited, and only a few studies based on molecular simulations have been previously reported.\(^3,7\) There are essential differences between monoatomic and polyatomic molecular systems. In the latter case, at least two reaction coordinates are necessary to describe the actual processes of solvent reorganization experimentally observed: one is the so-called solvent coordinate that is related to the solvent fluctuation mentioned above through electrostatic interaction between the solute and solvent; the other is the internal degrees of freedom of the solute molecule. It is also very likely that the solvent reorganization is coupled not only with the geometry of the solute, but also with its electronic structure. The reason why only monoatomic solute has been treated in previous studies was because there was no theory available to evaluate the electronic structure of a molecule in solution. To describe the electronic structure of a molecule in solution, we have developed a theory called the reference interaction site model and self-consistent field\(^8,9\) (RISM-SCF), which hybridizes the \textit{ab initio} molecular orbital (MO) theory and the statistical mechanics for molecular liquids. In a previous article,\(^10\) we proposed a method to evaluate the solvent reorganization energy associated with a charging process of a molecule \([N, c]_w\) (Ref. 11) using the RISM-SCF and the procedure developed by Chong et al. for evaluating the nonequilibrium solvation free energy.\(^1,2\) In the present article, we propose a procedure that partitions the solvent reorganization energy into atomic contributions. It is noted that such partitioning is very difficult in the framework of molecular simulations. Using the procedure, the validity of the linear response approximation to treat the solvent reorganization can be examined from the viewpoint of atomic contributions. A charging process of \(N,N\)-dimethylaniline (DMA) in acetonitrile solvent, a popular system in studies of the charge-transfer reaction, is chosen as a model system.

### II. COMPUTATIONAL METHODS

The method used here is a combination of the RISM-SCF theory and Chong’s procedure for nonequilibrium solvation. Since details of the method have been reported elsewhere,\(^10\) we make a brief sketch of the method.

In the RISM-SCF theory, the total free energy \(\mathcal{A}\) including solute and solvent is defined by\(^9\)

\[
\mathcal{A} = E_{\text{solute}} + \Delta \mu,
\]

where \(E_{\text{solute}}\) represents the electronic energy of a solute molecule including the nuclear repulsion energy:

\[
E_{\text{solute}} = \langle \Psi | \hat{H} | \Psi \rangle
= \sum_{i,j} \gamma_{ij} h_{ij} + \frac{1}{2} \sum_{i,j,k,l} G_{ijkl}(\phi_i\phi_j\phi_k\phi_l) + \sum_{a>b} \frac{Z_a Z_b}{R_{ab}}.
\]

The notations used here have the usual meanings in standard \textit{ab initio} electronic structure theory. \(\Delta \mu\) is the excess chemical potential (solvation free energy) (Ref. 13) calculated from the RISM equation with the hypernetted-chain (HNC) closure:\(^14,15\)

\[
\Delta \mu = -\frac{\rho}{\beta} \sum_{a \neq a^\prime} \int \! d \mathbf{r} \left[ c_{a^\prime}(r) - \frac{1}{2} h_{a^\prime a^\prime}(r) + \frac{1}{2} h_{a a}(r) c_{a}(r) \right].
\]

where \(h_{a^\prime a}(r)\) and \(c_{a}(r)\) are the total and direct correlation functions, respectively. \(\mathcal{A}\) can be regarded as a functional of these site-density correlation functions between solute and solvent as well as of wave functions \(\langle \Psi \rangle\) of the solute molecule. By solving these coupled equations, the mutually converged \(E_{\text{solute}}\) and \(\Delta \mu\) give energies in the equilibrium state that include coupling of the solute electron and solvent. \(\mathcal{A}\) can thus be rewritten as follows:\(^16\)

\[
\mathcal{A} = E_{\text{solute}} + E_{\text{pol}} + \Delta \mu,
\]

where \(E_{\text{solute}}\) is the electronic energy of an isolated solute molecule\(^17\) whose wave function \(\langle \Psi_0 \rangle\) can be computed by the standard \textit{ab initio} MO method. The second term \(E_{\text{pol}}\) represents energy for distortion of the electronic structure in the solute molecule:

\[
E_{\text{pol}} = E_{\text{solute}} - E_{\text{solute}} = \langle \Psi | \hat{H} | \Psi \rangle - \langle \Psi_0 | \hat{H} | \Psi_0 \rangle.
\]

This is the scheme of the RISM-SCF method, in which the \textit{ab initio} wave functions of the solute molecule and solvent distribution are treated in a self-consistent manner.

The solvent reorganization energy associated with a charging process is concerned with neutral and cationic forms of a DMA molecule. Let \(\mathbf{q}^0\) and \(\mathbf{q}^+\) denote sets of atomic charges of these species obtained from the RISM-SCF wave functions \(\langle \Psi \rangle\) of a solvated molecule, respectively:

\[
\mathbf{q}^0 = (q_1^0, q_2^0, q_3^0, \ldots, q_n^0),
\]

\[
\mathbf{q}^+ = (q_1^+, q_2^+, q_3^+, \ldots, q_a^+, \ldots, q_N^+),
\]

where \(N\) is the total number of atoms in DMA. A hypothetical charge distribution, as a function of fraction \(z\), is introduced as follows:

\[
\mathbf{q}^z = (1-z)\mathbf{q}^0 + z\mathbf{q}^+.
\]

By using the procedure described in the previous paper,\(^10\) the final expression of the free-energy profile around the neutral DMA \((\Delta F^0)\) is given by

\[
\Delta F^0(z) = \Delta \mu(z) - \Delta \mu(0) - zV_C \cdot \Delta \mathbf{q},
\]

where

\[
\Delta \mathbf{q} = \mathbf{q}^+ - \mathbf{q}^0
\]

and

\[
E_{\text{solute}} = \langle \Psi | \hat{H} | \Psi \rangle
= \sum_{i,j} \gamma_{ij} h_{ij} + \frac{1}{2} \sum_{i,j,k,l} G_{ijkl}(\phi_i\phi_j\phi_k\phi_l) + \sum_{a>b} \frac{Z_a Z_b}{R_{ab}}.
\]
TABLE I. Lennard-Jones parameters.  
\[
\begin{array}{cc}
\text{atom} & \sigma (\text{Å}) & \epsilon (\text{kcal mol}^{-1}) \\
\hline
\text{DMA/DMA}^+ & \\
\text{C}_\text{Me} & 3.800 & 0.170 \\
\text{H}_2\text{C} & 1.000 & 0.055 \\
\text{Cl}-\text{C} & 3.550 & 0.070 \\
\text{H}_2\text{H}_4 & 2.420 & 0.030 \\
\text{N} & 3.250 & 0.170 \\
\end{array}
\]

Note that electrostatic potential on the solute site \( V_i \) is a function of the fraction \( z \) since \( g_{ij}^0(r) \) is the pair correlation function (PCF) calculated with the hypothetical charge distribution \( q_i^0 \). The solvent reorganization energy associated with the charging of DMA is thus obtained by setting \( z = 1 \) in Eq. (10):

\[
(V_z)_a = \rho \sum_j q_j^0 \int dr \, 4\pi r^2 g_{ij}^0(r) \frac{g_{ij}^0(r)}{r}.
\]  

(12)

In a similar manner, that of DAM\(^+\) \( (\lambda_{ij}^+, \epsilon_{ij}^+, \text{the inverse contribution}) \) is given by

\[
\lambda_{ij}^+ = \Delta \mu(1) - \Delta \mu(0) - V_z \cdot \Delta q.
\]  

(13)

While \( \Delta F^0(z) \) and \( \Delta F^+(z) \) are functions of \( z \), \( \lambda_{ij}^0 \) and \( \lambda_{ij}^+ \) can be obtained only from the computational results of the equilibrium systems of DMA and DMA\(^+\). It should be noted that we can examine whether the solvation process is well described within the linear response regime or not, since the present procedure treats higher-order terms beyond those in the linear response theory. \( ^{21} \) In practice, computation of the electronic-structure distortion \( E_{\text{pol}} \) with hypothetical charge distribution is not feasible. However, the contributions can be neglected in this study since they are small enough (see Table II) in the present system as will be seen later.

The electronic wave functions of solvated DMA and DMA\(^+\) were computed based on the restricted Hartree–Fock (RHF) and the restricted open-shell Hartree–Fock (ROHF) methods, respectively, with Dunning’s \( (9s,5p)/(3s,2p) \) basis set with a \( d \) polarization function on the carbon and nitrogen atoms. \( ^{18} \) DMA and DMA\(^+\) are modeled with the all-atom-type interaction including 20 sites, \( ^{19} \) whose Lennard-Jones parameters were taken from the literature \( ^{20} \) and are summarized in Table I. The three-point model of acetonitrile \( ^{21} \) was employed to describe the solvent. All the van der Waals interactions between solute and solvent are determined by means of the standard combination rule. The density of acetonitrile is assumed to be 0.0113 39 molecule/Å\(^3\) at 298.15 K.

TABLE II. Total energy and its components.  

<table>
<thead>
<tr>
<th>Structure</th>
<th>( E_{\text{isolated}} )</th>
<th>( E_{\text{pol}} )</th>
<th>( \Delta E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure I</td>
<td>(-363.82905)</td>
<td>0.23</td>
<td>14.33</td>
</tr>
<tr>
<td>Structure II</td>
<td>(-363.81977)</td>
<td>0.36</td>
<td>13.86</td>
</tr>
<tr>
<td>DMA</td>
<td>(-363.58231)</td>
<td>0.86</td>
<td>-29.54</td>
</tr>
<tr>
<td>DMA(^+)</td>
<td>(-363.59207)</td>
<td>0.23</td>
<td>-26.50</td>
</tr>
</tbody>
</table>

\( ^a \)Given in atomic units.  
\( ^b \)Given in kcal/mol.

III. RESULTS AND DISCUSSION

A. Characterization of the geometry and electronic structure

The molecular structures considered in the present study are those optimized under the point group symmetry of \( C_s \) and \( C_1 \) for DMA and of \( C_{2v} \) for DMA\(^+\) in the gas phase. The total energies of these structures both in gas \( (E_{\text{isolated}}) \) and in solution phases are listed in Table II. The complete geometry optimization of the DMA in the gas phase leads preferentially to a configuration with twisted amino group in the \( C_1 \) symmetry group. The structure has essentially the same energy as the \( C_s \) structure, and the energy difference between them in the gas phase is less than 0.4 kcal/mol, which is in good accordance with the report by Brouwer and Wilbrand. \( ^{22} \) They have also pointed out that the \( C_s \) structure is in good agreement with known experimental structures and can account for the vibrational spectra. \( ^{22} \) We thus employ the \( C_s \) geometry structure instead of the \( C_1 \) geometry in the following computation. As pointed out previously, \( ^{22} \) the ground state of DMA\(^+\) is of \( B_1 \) symmetry.

The results for selected parameters of geometry and atomic labels are shown in Fig. 1. The structural data obtained for DMA show reasonable agreement with electron diffraction experiments: \( C_{\text{Me}}-\text{N} \) bond length (1.45 Å) and the CNC bond angle (115.6°) are quite close to the experimental data (1.46 Å and 116°, respectively) while the computed \( C_1-\text{N} \) bond length (1.40 Å) is slightly shorter than the experimental value (1.43±0.02 Å). The structure of DMA\(^+\) is planar and belongs to the \( C_{2v} \) point group. A remarkable shortening upon ionization is seen in the \( C_1-\text{N} \) bond (1.32 Å in DMA\(^+\)), implying an increase of the double-bonding character in \( C_1-\text{N} \). All the results stated above strongly suggest that the charging process of DMA (DMA→DMA\(^+\)) is associated not only with an electron redistribution, but also with a change of molecular geometry. Therefore, it is crucial for a thorough analysis of the charging process to consider the solvent response not only to a change in the electronic structure, but also to that in molecular geometry. The analysis will involve a dynamic solvent response to the structural change of the molecule, similar in its spirit to the Kramers theory of the reaction rate. There is another factor to be considered concerning the polarization of solvent molecules which can have a significant effect on the charge-transfer reaction. However, such analyses are certainly out of scope of the present study. Here we consider hypothetical reaction paths in which the structure of DMA is
fixed at one of the two geometries, structures optimized in the gas phase (I and II). Our main focus is put on the electronic structure change in the charging process DMA \(\rightarrow\) DMA\(^+\) and on the solvent reorganization associated with the process.

Figure 2 shows effective charges and their changes upon the charging from DMA to DMA\(^+\), which are determined by the electrostatic potential (ESP) fitting procedure in acetonitrile solutions. The solid and open squares represent both the direction and magnitude of changes in the effective charges at each atom site indicated in the \(x\) axis: the solid and open squares, respectively, symbolize the gain and loss of electrons at the atomic site. The top and bottom edges of the squares correspond to the effective charge in DMA or DMA\(^+\). Upper and lower panels correspond to the changes of charges in the two structures, structure I and structure II. For example, in the lower panel which corresponds to structure II, electrons are lost at C\(_2\), as indicated by an open square, and the direction of the change is from bottom to top of the square, while electrons are gained at C\(_3\) as shown by a solid square, and the effective charge changes from top to bottom. In structure I, the largest (open) square is found in the N site, which means that the most significant change in effective charge (losing electron) occurs at the nitrogen site. Upon the charging process in the structure I, electrons are lost mainly from the N site, although some of electrons are detached from the C\(_2\) and C\(_4\) sites. On the other hand, main changes in the effective charges with respect to structure II take place in the C\(_2\) and C\(_4\) sites. The results can be conveniently, though highly speculatively, interpreted in terms of the resonance structure of DMA. In Scheme 1, the resonance structures of DMA in the structures I and II are depicted.

It is rather obvious from the resonance structures that the electrons are likely to be accumulated at the C\(_2\) and C\(_4\) sites for both structures I and II, while electrons can be localized also at the N site in case of structure I due to the deviation of the dihedral angle between the planes of the amide and phenyl groups from zero degree or from the planar conformation. Apparently, the deviation of the amide group from the...
planer conformation due to the wagging motion partly prevents the lone pair electrons of the N atom from resonance or delocalization. The distributions of effective charges in structures I and II shown in Fig. 2 are consistent with such a consideration with respect to the resonance structure depicted in scheme 1. As we stated in the preceding paragraph, actual charging processes are determined by changes in the electronic structure and molecular geometry, which are highly coupled, as well as by solvent reorganization which influences both those changes.

B. Solvent fluctuation and its linearity

The reaction coordinate $\Delta E_z$ can be calculated as follows:

$$\Delta E_z = V_z \cdot \Delta q = \sum_a (V_z)_a (\Delta q)_a.$$  \hspace{1cm} (15)

In Fig. 3, we show $\Delta E_z$ as functions of the fraction $z$ for structures I and II, respectively. Both plottings show straight lines, indicating that the solvation processes are well described in the linear response approximation, although the method employed here is inherently a nonlinear theory. This is in marked contrast to the previous results obtained by the same procedure\textsuperscript{12} in which a simple model system is examined. The reason for the simple behavior in the present study is that the range of electrical potential fluctuations of solvent in the DMA system is quite narrow compared to the previous studies: both equilibrium solvent configurations surrounding neutral and ionized species seem to be in regions close to each other. The results are in good harmony with the conclusion from experimental observation\textsuperscript{1}, in which the Marcus model (or linear response approximation) is applicable for several systems.

The free-energy profiles governing fluctuations in $\Delta E_z$ are illustrated for DMA and DMA\textsuperscript{1} in Fig. 4. The solid lines in the figures correspond to the harmonic approximation obtained by fitting the computed data. The curvatures of the quadratic functions for the two structures I and II are close

\begin{table}[h]
\centering
\caption{Computed reorganization energy $\lambda_{s,c}$ (eV).}
\begin{tabular}{|l|c|c|}
\hline
 & Structure I & Structure II \\
\hline
DMA & 1.88 & 1.82 \\
DMA\textsuperscript{1} & 1.82 & 1.78 \\
\hline
\end{tabular}
\end{table}
to each other and show very similar behavior: the force constants \( k \) in these two structures obtained by the data fitting are \( 5.83 \times 10^{-3} \) and \( 5.99 \times 10^{-3} \) [kcal/mol]^{-1}, respectively. All values of \( \lambda_{s,C} \) theoretically obtained from Eqs. (11) and (12) are listed in Table III. The results indicate that the free-energy profiles and \( \lambda_{s,C} \) are not strongly affected by geometrical change.

We will not put any stress on the quantitative comparison between results from our theory and the experiment, because our calculations still misses several factors which may or may not affect the final results: for example, contributions from anion species and from the interactions between redox pairs. However, it is worthwhile to make some comparison between the theory and experiment at the “ballpark” level. Since the electronic polarization of solvent is neglected in our present model, it is reasonable to compare with the Born-type approximation of \( \lambda_{s,C}^{CMD} \) (Ref. 23):

\[
\lambda_{s,C}^{CMD} = \frac{1}{2} \left( 1 - \frac{1}{\varepsilon} \right) \frac{1}{d_D},
\]

(16)

The contribution to \( \lambda_{s,C}^{CMD} \) from DMA based on the Eq. (17) can be estimated reasonably with the parameters employed by Kobori et al. in the previous study, \( \varepsilon_s = 37.3 \) and \( d_D = 3.47 \) Å: we get the result \( \lambda_{s,C}^{CMD} = 2.0 \) eV. Our theoretical result, 1.88 or 1.82 eV, shows good agreement with this estimation. Actually, \( \lambda_{s,C}^{CMD} \) depends pretty much on the choice of the expression: \( \lambda_{s,C}^{CMD} \) based on Eq. (1),

\[
\lambda_{s,C}^{CMD} = \frac{1}{2} \left( 1 - \frac{1}{\varepsilon_{op}} \right) \frac{1}{d_D},
\]

(17)

with \( \varepsilon_{op} = 1.8 \) leads to a smaller value, 1.10 eV. Such a comparison between the dielectric continuum and the realistic models has been also made in a molecular simulation study.\(^7\)

Ando’s estimation for \( \lambda_s \) ranges from 1.7 to 3.3 eV over the distance between a redox pair from 5 to 12 Å. The corresponding experimental \( \lambda_s \) is 1.39 eV measured for DMA-duroquinone in \( \text{C}_3\text{H}_7\text{CN} \) solvent.\(^24\) It appears that the geometrical change of solute does not affect the solvent reorganization energy \( \lambda_s \), too much for this particular system, since its component \( \lambda_{s,C} \) does not change. It suggests that we do not have to be bothered too much in the theoretical study by the structural change of the present DMA system.

C. Partitioning of free-energy profiles into atomic contributions

The solvation free energy, \( \Delta \mu \) can “formally” be partitioned into atomic contributions \( \Delta \mu_a \) as

\[
\Delta \mu = \sum_a \Delta \mu_a,
\]

(18)

where “\( a \)” labels atoms in a solute [see Eq. (5)]. It is noted that \( \Delta \mu_a \) is not the same as the solvation energy of an atom \( a \) isolated in the solvent, since the total and direct correlation functions of atom \( a \) in a solute are perturbed by the existence of the other atoms consisting of the solute. In a similar manner, the contribution from each atomic site to the free-energy profiles governing solvent fluctuations can be defined as follows:

\[
\Delta F^0 = \sum_a \Delta f_a^0, \quad \Delta F^+ = \sum_a \Delta f_a^+ \quad (19)
\]

and

\[
\Delta f_a^0(z) = \Delta \mu_a^0 - \Delta \mu_a^0(z)(\Delta q)_a,
\]

\[
\Delta f_a^+(z) = \Delta \mu_a^0 - \Delta \mu_a^0(z-1)(\Delta q)_a. \quad (20)
\]

Selected \( \Delta f_a^0 \) (\( a = N, C_4, \) and C\(_{Me}\) sites) for the two structures (I and II) are plotted together by fitting with quadratic functions (Fig. 5). One may notice that the total free-energy profiles, which are shown in Fig. 4, consist of curves with various curvatures: contributions from the N site and C\(_4\) site are downward convex, while that from the C\(_1\) site is upward convex. All these contributions get together to construct a simple quadratic function.

Another interesting feature seen in the figure is that the contribution from each atomic site depends strongly on the structure of the solute molecule, even though the sum of the contributions is not much changed by the geometrical alteration. All the force constants \( k_a \) regarding individual sites or the second derivative of the free-energy component obtained numerically by fitting the data to quadratic functions

\[
\varepsilon_s = \frac{1}{2} \left( 1 - \frac{1}{\varepsilon} \right)
\]

and

\[
\lambda_{s,C}^{CMD} = \frac{1}{2} \left( 1 - \frac{1}{\varepsilon_{op}} \right)
\]

with \( \varepsilon_{op} = 1.8 \) leads to a smaller value, 1.10 eV. Such a comparison between the dielectric continuum and the realistic models has been also made in a molecular simulation study.\(^7\)

Ando’s estimation for \( \lambda_s \) ranges from 1.7 to 3.3 eV over the distance between a redox pair from 5 to 12 Å. The corresponding experimental \( \lambda_s \) is 1.39 eV measured for DMA-duroquinone in \( \text{C}_3\text{H}_7\text{CN} \) solvent.\(^24\) It appears that the geometrical change of solute does not affect the solvent reorganization energy \( \lambda_s \), too much for this particular system, since its component \( \lambda_{s,C} \) does not change. It suggests that we do not have to be bothered too much in the theoretical study by the structural change of the present DMA system.

C. Partitioning of free-energy profiles into atomic contributions

The solvation free energy, \( \Delta \mu \) can “formally” be partitioned into atomic contributions \( \Delta \mu_a \) as

\[
\Delta \mu = \sum_a \Delta \mu_a, \quad (18)
\]

where “\( a \)” labels atoms in a solute [see Eq. (5)]. It is noted that \( \Delta \mu_a \) is not the same as the solvation energy of an atom \( a \) isolated in the solvent, since the total and direct correlation functions of atom \( a \) in a solute are perturbed by the existence of the other atoms consisting of the solute. In a similar manner, the contribution from each atomic site to the free-energy profiles governing solvent fluctuations can be defined as follows:

\[
\Delta F^0 = \sum_a \Delta f_a^0, \quad \Delta F^+ = \sum_a \Delta f_a^+ \quad (19)
\]

and

\[
\Delta f_a^0(z) = \Delta \mu_a^0 - \Delta \mu_a^0(z)(\Delta q)_a,
\]

\[
\Delta f_a^+(z) = \Delta \mu_a^0 - \Delta \mu_a^0(z-1)(\Delta q)_a. \quad (20)
\]

Selected \( \Delta f_a^0 \) (\( a = N, C_4, \) and C\(_{Me}\) sites) for the two structures (I and II) are plotted together by fitting with quadratic functions (Fig. 5). One may notice that the total free-energy profiles, which are shown in Fig. 4, consist of curves with various curvatures: contributions from the N site and C\(_4\) site are downward convex, while that from the C\(_1\) site is upward convex. All these contributions get together to construct a simple quadratic function.

Another interesting feature seen in the figure is that the contribution from each atomic site depends strongly on the structure of the solute molecule, even though the sum of the contributions is not much changed by the geometrical alteration. All the force constants \( k_a \) regarding individual sites or the second derivative of the free-energy component obtained numerically by fitting the data to quadratic functions.
are shown in Fig. 6. Here $k_a$’s for all hydrogen sites are very close to zero, which means that the curves are straight lines rather than quadratic functions. It suggests strongly that hydrogen atoms scarcely participate in the solvent reorganization process. Sites with positively large $k_a$, such as the N site in structure I and C$_2$ site and C$_4$ site in both structures, may be regarded as sites being “well solvated,” since large reorganization energies are required for solvents to fluctuate around these sites. On the other hand, sites with negatively large $k_a$ can be considered to be “poorly solvated.” One can thus understand that the N site in the amino group is well solvated in structure I, while the contribution from the C$_4$ site is much more important in structure II.

IV. CONCLUSIONS

By using a procedure we have proposed very recently, the solvent reorganization energy $\lambda_{s,c}$ associated with a charging process of organic compounds is evaluated by means of the *ab initio* RISM-SCF method combined with the procedure developed by Chong et al. for evaluating the non-equilibrium solvation free energy. By this method, insight into $\lambda_{s,c}$ can be acquired at the molecular level: it is possible to partition $\lambda_{s,c}$ “formally” into contributions from each atom composing the solute molecule. This is the first theoretical study which treats the solvent reorganization around a realistic polyatomic solute taking both the electronic structure and microscopic solvent structure into consideration. The method is applied to the charging process from DMA to DMA$^+$, which is related to a direct measurement of $\lambda_s$ with the modern TR-EPR technique. The theoretical $\lambda_{s,c}$ gives a reasonable account of the experimental $\lambda_s$, demonstrating validity of the present method. Although in the present article we have reported a procedure to compute $\lambda_{s,c}$ concerned with individual molecules in the pair, it is straightforward to extend the procedure to compute $\lambda_s$ or the solvent reorganization energy for a redox pair. It should be emphasized that the present method requires only a set of standard molecular interaction parameters (e.g., OPLS) to solve the RISM equation. The theory is free from any ambiguous parameters, such as “cavity radius,” which is employed in the theory based on the continuum model in order to adjust the “number” to the experimental results.

Now we answer the questions we asked in the Introduction. We found that the charging process in the present system is well described with linear response theory and that the overall feature of the process does not depend upon the molecular geometry. In other words, the Marcus theory with the parameters adjusted appropriately is a good approximation for the solvent reorganization energy and the overall $\lambda_{s,c}$ is not much altered by the electronic and geometrical structure changes. However, if the solvation processes are partitioned and viewed at the atomic level, they show ample variety: some of them are described with nice harmonic-type functions and some others with linear functions. The motion of the amino group characterizes the detailed feature of the solvation.

In a subsequent article, we will propose another method to explore the solvent reorganization process. It is well regarded that the electrostatic interaction plays a significant role in the solvent fluctuation. On the other hand, the solvation structure is governed not only by the electrostatic contribution, but by repulsive interactions, which must be related to the geometry of molecules. This method can decompose the solvent reorganization energy into these two contributions.
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10Hereafter, we use $\lambda_c$ instead of $\lambda_{p,c}$ or $\lambda_{s,c}$, since the procedure for donors or acceptors is the same.
The electronic polarization energy of the solute ($E_{pol}$) in this article corresponds to the solute reorganization energy $E_{reorg}$ in our previous studies. We use $E_{pol}$ throughout this article to avoid confusing it with the solvent reorganization ($\lambda_s$), as well as to make clear that the nuclear positions of the solute molecule are fixed upon transferring from the gas phase to the acetonitrile solutions.

We have also examined the 14-site model, in which the aromatic ring is modeled with 6 sites (united C–H atoms) and found it is not proper for the present molecular system. The partial charges derived from the ESP procedure converged to unphysical values.


