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Adsorption process and order formation of electrostatically stabilized colloidal particles with a
radius of 50 nm onto a planar surface with countercharge are examined. We perform Brownian
dynamics simulations with a new three-dimensional cell model, in which the particle–particle and
particle–substrate interactions are modeled based on the DLVO theory. The simulations yield the
following results:~1! a larger bulk concentration would be required for largerka to reach order
formation to compensate for the decrease in the bulk potential;~2! the phase transition from a
disordered to an ordered structure of the adsorbed particles on the substrate is considered to be of
the Kirkwood–Alder type of transition through the examination of the two-dimensional pressure of
the adsorbed particles;~3! the adsorbed particles are found to form a hexagonally ordered array, only
if what we call ‘‘one-directional average force’’ acting on an adsorbed particle exceeds a critical
value, which is independent of the ionic strength, or the interaction potentials. The critical value of
the one-directional average force is interpreted as the force needed to keep an ordered structure by
localizing adsorbed particles at fixed positions. In addition, the critical force is used to develop a
new model to estimate the surface coverage at the order–disorder transition and it is demonstrated
that the new model gives better estimation than other models previously reported. ©2004
American Institute of Physics.@DOI: 10.1063/1.1632896#

I. INTRODUCTION

Ordered arrays of particles on a substrate have attracted
increased attention recently because of their unique functions
especially in optical properties, some examples of which in-
clude antireflection coating,1 data storage, a new sensor, and
a template for photonic crystals.2 The important particle size
would be from submicron down to nanometers, or the nano-
particles in the broad sense. It is of crucial importance to
have them self-assembled from the viewpoint of industrial
manufacturing. Although the assembly of particles can be
made by the Langmuir-Blodgett technique3 and the convec-
tive assembly method,4 these methods may be accompanied
by difficulties in handling materials or limitation of particle
size. The adsorption of colloidal particles on a flat substrate
and their spontaneous ordering would thus be a first possi-
bility.

In general, the key factor for making up an ordered
structure would be to make the density of elemental particles
be high enough so that repulsive characteristics of the ele-
ments would appear. The freezing of simple fluid upon cool-
ing or pressurizing is a typical example: the molecules form
crystal phase with, e.g., fcc structure when the density ex-
ceeds a certain critical value. Thus a strategy for establishing
two-dimensional order for colloidal system would first be the
introduction of an adsorptive substrate: if the attraction of the
substrate can be sufficient to make the surface coverage high
enough, the adsorbed particles must make up an ordered ar-
ray which can accommodate a larger number of particles.

Electrostatic attraction by a countercharged surface is
thought to be applicable to electrostatically stabilized colloi-
dal particles.

Experimentally, the direct observation of structures of
adsorbed nanoparticles on a substrate has been done with the
scanning probe microscope~SPM!, the atomic force micro-
scope~AFM!, and the scanning electron microscope~SEM!.
Johnson and Lenhoff5 observed structures of positively
charged latex particles dispersed on a mica substrate with
AFM in air and found a high degree of short-range order
among adsorbed particles in their experiments studying the
effect of electrolyte concentration on adsorption kinetics and
the ordering of adsorbed particles. Semmleret al.6,7 also
showed the AFM images in which adsorbed latex particles
were uniformly distributed over a mica substrate at low elec-
trolyte concentration through their experiments examining
the effect of electrostatic interaction and particle size poly-
dispersity on adsorption process and surface coverage. An-
telmi and Spalla,8 using SPM, examined the possibility of the
lateral migration of adsorbed latex particles on a sapphire
substrate and attributed two-dimensional aggregation mainly
to the migration of the particles along the substrate. Yamagu-
chi et al.9,10 fabricated a latex-particle monolayer with rela-
tively regular intervals on a glass or alkylated glass plate
observed with SEM. Though no detailed analysis has been
reported on the structure on a substrate, these results men-
tioned above would be sufficient to show the possibility of
the formation of an ordered structure.

On the other hand, computer simulation is a useful tool
to analyze the behavior of particle adsorption onto a sub-
strate. The random sequential adsorption~RSA! model,11 fol-
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lowed by some improvements,12–19 has been mainly used to
describe the long-time adsorption behavior of colloidal par-
ticles onto a strongly attractive substrate, and to predict the
maximum surface coverage, known as the jamming limit.
The RSA model is, however, a two-dimensional model,
which includes neither the effect of particle concentration in
bulk nor surface diffusion of adsorbed particles. Due to the
lack of these factors, two-dimensional models are not suit-
able to deal with order formation. Therefore, a three-
dimensional model is strongly required for this purpose. Few
of the three-dimensional models, however, have been pro-
posed so far because of the difficulty in treating the boundary
condition of a simulation cell with an adsorptive surface: the
periodic boundary condition cannot be imposed for the di-
rection normal to the surface.

Oberholzeret al.20 and Gray and Bonnecaze21 have dealt
with this problem in their respective different approaches to
keep the bulk chemical potential constant. The former has
developed a technique incorporating a grand canonical
Monte Carlo reservoir and a Brownian dynamics cell, exam-
ining the effect of salt concentration on adsorption kinetics
and surface coverage for polystyrene latex particles and a
protein lysozyme, though the structure of adsorbed particles
was not examined. The latter carried out Brownian dynamics
simulations with an open boundary cell considering a mean-
field force due to particles in the bulk acting on particles in
the simulation cell, and studied systematically the effect of
particle potentials, wall potentials, volume fractions, and salt
concentration on order–disorder boundaries of the adsorbed
phase in addition to the effect of them onto short-time kinet-
ics, long-time kinetics, and surface coverage. Further, they
conducted simulations22 of the system with charge-bidisperse
mixtures of particles. An extensive analysis of the depen-
dence of wall potential and particle potential on order–
disorder transition was done in the above study, but the
mechanism of order formation still remains to be elucidated.

Our main objective is to clarify the mechanism of order
formation and to develop a model to describe the rate pro-
cess of the order formation. As the first step to our objective,
we propose a new three-dimensional model to simulate the
adsorption of colloidal particles onto an adsorptive surface
under a specified bulk concentration, based on the Brownian
dynamics technique. The adsorption process of electrostati-
cally stabilized colloidal particles with a radius of 50 nm
onto a planar surface with countercharge is simulated with
the particle–particle and particle–surface interactions mod-
eled on the DLVO theory.23 The detailed structure of the
adsorbed phase is examined to find out the key factor for
establishing an ordered state.

II. MODEL AND METHOD

A. Brownian dynamics

A direct simulation of colloidal dispersion by molecular
dynamics would be practically impossible because of the
large number of the solvent molecules, which leads to a great
increase in the computational cost. Brownian dynamics
method, devised by Ermak,24 treats only solute particles, re-
garding the solvent as a continuum medium and representing

the thermal effect of the solvent by random Brownian forces
acting on the solute particles; it is suitable for the simulations
of the colloidal dispersion.

The motion of a particlei including the Brownian mo-
tion is represented by the Langevin equation:

mi

dvi

dt
5Fi

P2jvi1Fi
B , ~1!

wheremi is the particle mass,vi is the velocity vector,Fi
P is

the external force due to the particle–particle and particle–
substrate potentials, which is modeled based on the DLVO
theory, as explained later,jvi is the hydrodynamic drag
force, andFi

B is the random force causing the Brownian mo-
tion. The friction factorj is given by Stokes’ law,

j56pha, ~2!

whereh is the solvent viscosity anda is the radius of the
colloidal particle. No hydrodynamic interactions between
particles are considered in the present study because particles
keep apart from each other due to the repulsive double-layer
force.

When the size of the solute particle is much larger than
that of the solvent molecule, which applies to most of the
colloidal dispersions, Eq.~1! can be expressed by the follow-
ing discrete form:24

r i~ t1Dt !5r i~ t !1D
Fi

P

kBT
Dt1Dr i

B , ~3!

wherer i(t) is the position vector at timet, Dt is a time step,
kB is the Boltzmann constant,T is the temperature, andD is
the diffusion coefficient given by the Stokes–Einstein rela-
tion, D5kBT/6pha. The random displacementDr i

B caused
by the random forceFi

B forms the Gaussian distribution of
the following character:

^Dr i
B~ t !&50, ^~Dr i ,k

B ~ t !!~Dr j ,l
B ~ t !!&52DDtd i j dkl ,

~4!

where k and l are indices for the coordinate directions
(x,y,z), andd i j is the Kronecker delta function.

B. DLVO potential

The external forceFi
P for suspension particles with sur-

face charge can be calculated from the particle–particle and
particle–substrate potentials based on the DLVO theory,23

which is composed of the electrostatic and the van der Waals
interactions.

The electrostatic potential is given by the following
equations20,25 scaled bykBT:

Eel~pp)5S 4pkBTee0a

e2 D S cp14gVka

11Vka D 2 1

r

3exp@2ka~r 22!#, ~5!

Eel~ps)5S 4pkBTee0a

e2 D S cp14gVka

11Vka D
3F4 tanhS cs

4 D Gexp@2kah#, ~6!

1525J. Chem. Phys., Vol. 120, No. 3, 15 January 2004 Order formation of colloidal particles on a substrate

Downloaded 04 Jun 2007 to 130.54.110.22. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



where Eel~pp) is the particle–particle electrostatic potential,
Eel~ps) is the particle–substrate electrostatic potential, andr
andh are the distance between particle centers and the dis-
tance between the substrate and the particle surface, respec-
tively, both of which are scaled by the radiusa. e is the
relative permittivity of the solvent,e0 is the vacuum permit-
tivity, e is the elementary charge,k is the inverse Debye
length, andcs and cp are the electrical potentials of the
substrate and the particle, respectively: both the potentials
are scaled bykBT/e. g andV are given by

g5tanhS cp

4 D and V5
cp24g

2g3
. ~7!

The van der Waals potential is expressed by the dimen-
sionless form with the scaling factorkBT,

EvdW~pp)52
App

6kBT F 2

r 224
1

2

r 2
1 lnS 12

4

r 2D G , ~8!

EvdW~ps)52
Aps

6kBT F1

h
1

1

h12
1 lnS h

h12D G , ~9!

whereEvdW~pp) is the van der Waals potential between two
particles,EvdW~ps) is the van der Waals potential between a
particle and a substrate, andApp andAps are Hamaker’s con-
stants between two particles and between a particle and a
substrate, respectively.

The particle–particle potential curve is shown in Fig. 1
and the particle–substrate potential curve in Fig. 2. The
particle–particle interaction is repulsive and the particle–
substrate interaction is attractive under the condition em-
ployed in the present study. Hereka is the ratio of the radius
of the particles to the thickness of the electric double layer,
which determines the range of the electrostatic interaction
and is related to the salt concentrationC through the follow-
ing equation:

k215
0.304

AC
nm, ~10!

at 25 °C for a 1:1 electrolyte.

C. Simulation model

The simulation cell used is composed of two parts, as
illustrated in Fig. 3: the main cell and the virtual bulk cell.
As for the main cell, a flat substrate of uniform electric
charge opposite to that of the particles is set at the bottom of
the main cell, and the colloidal particles adsorb onto the
substrate because of the electrostatic interaction between the
particles and the substrate. The nearest distance between the
particle surface and the substrate is assumed to be 0.4 nm
because of the steric exclusion. The equation of motion of
adsorbed particles is assumed to be the same as that of bulk
particles. However, the interaction between particles and the
substrate is so strong under the condition employed in the
present study that the particle adsorption is efficiently irre-
versible, as described in Sec. III A. Consequently, the motion
of particles on the substrate is substantially confined tox, y
directions. At the top of the main cell, the particles do not
come across the boundary to the virtual bulk cell, but reflect
back into the main cell. Periodic boundary conditions are
applied in thex and y directions. A reservoir region, which
maintains the desired particle concentration, is set in the up-
per part of the main cell. In order not to have the decrease in

FIG. 1. Potential curves of particle–particle interactions for five values of
ka.

FIG. 2. Potential curves of particle–substrate interactions for five values of
ka.

FIG. 3. A schematic drawing of the simulation cell.
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the bulk concentration as a result of adsorption of particles
on the substrate, new particles are supplied in the reservoir
region if the concentration averaged over every 100 time step
is less than the desired one.

The virtual bulk cell forms a bulk phase on its own in
which particle interaction follows the periodic boundary con-
dition in all the directions. The particles in the virtual bulk
cell are assumed to exert forces onto the particles in the main
cell, but not to be affected by the particles in the main cell.
The reason we set the virtual bulk cell is as follows: the
problem of the main cell without this portion would be that
the particles tend to localize in the vicinity of the top of the
main cell because no interaction exists between the particles
and the top of the main cell; the concentration of the particles
near the top would become unrealistically high. To solve this
difficulty, the virtual bulk cell is placed on the top of the
main cell. Figure 4 shows the particle distributiongz in thez
direction with and without the virtual bulk cell. The distribu-
tion functiongz is the average over the last 106 time steps of
the simulation. The major deficit in the case without the vir-
tual bulk cell is the appearance of the unrealistic peak around
the top of the main cell, which means that the particles in the
main cell are gathering there if the virtual bulk cell is not
mounted. On the other hand, if the main cell is equipped with
this virtual cell, thegz for 16,z/a,20 maintains a value
almost equal to the bulk one and the particles are distributed
uniformly around the top of the main cell. For this reason, it
is apparent that the virtual bulk cell makes it possible to
simulate the colloidal dispersion system with an adsorptive
substrate under a specified bulk concentration.

D. Simulation details

The side length of the simulation cell was varied in the
range of 30a to 88a depending on the thickness of the elec-
tric double layer so that at least 10310 particles were able to
adsorb onto the substrate to avoid the major effects of the
periodic boundary conditions and the shape of the simulation
cell. To confirm that the box size was large enough, we car-
ried out simulations with twice the side lengths for various
values ofka, and no significant difference of structural re-
sults was found. The height of the main cell was set to be
20a, which would be sufficient for particles near the top of
the main cell not to be affected from the adsorbed layer, as

seen in Fig. 4~simulations with the height 30a yielded no
marked differences!. The cutoff distance of the interparticle
potential was set as half the height of the virtual bulk cell,
which was considered to be sufficient to express the par-
ticles’ behavior in the bulk dispersion phase.

The structures of the adsorbed particles on the substrate
were examined by changing the following parameters:ka
andf, the volume fraction of the particles in the bulk phase.
The solvent, the materials of the particles, and the substrate
were modeled on water, polystyrene latex with positive sur-
face charge, and mica, respectively. The dimensionless sur-
face potential of the particlecp was calculated with the fol-
lowing equation25 which relatescp with the surface charge
densitysp assuming the constant charge condition:

esp

kee0kBT
5cp1

cp

ka
2

t1
2ka

t22t1ka
, ~11!

where

t152 sinhS cp

2 D2cp , t254 tanhS cp

4 D2cp . ~12!

The calculated surface potential varied depending on the salt
concentration or the thickness of the electric double layer.
For instance,cp was about 100 mV whenka510. The simu-
lation parameters and the physical properties used in the
present study are summarized in Table I and Table II, respec-
tively.

The initial configuration of the particles was made up at
random so as to have the desired concentration; then the
system was equilibrated without the adsorptive substrate for
105 time steps, applying the periodic boundary condition in
all directions. After equilibration of the system, the adsorp-
tive substrate was set at the bottom of the main cell, and the
main simulation was carried out until the system came to a
stable state, i.e., the surface coverage stayed constant.

FIG. 4. A comparison of particle distribution functionsgz between the two
simulations: with and without the virtual bulk cell forka55, f50.09.

TABLE I. Simulation parameters.

ka @2# 1 2 5 10 20
L/a @2# 88 66 44 36 30
Hv /a @2# 24 14 8 6 5
Hm /a @2# 20
f @vol/vol# 8.031024– 2.831021

Dt (ns) 50

TABLE II. Physical parameters.

a ~nm! 50
sp ~mC/m2! 27.4
cs ~mV! 2100
D ~m2/s! 4.88310212

App ~J! 0.95310220

Aps ~J! 1.60310220

T ~K! 298
h ~Pa•s! 8.9431024

e @2# 78.3
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E. Data analysis

As demonstrated later, the snapshots of adsorbed par-
ticles in the simulation would be useful information to decide
whether the structures are ordered or not. There may be,
however, subtle conditions in between the ordered and dis-
ordered state. A more quantitative decision becomes possible
if the pair correlation functiong(r ) and the static structure
factor S(k) are considered.

The pair correlation functiong(r ) is expressed by the
following equation:

g~r !5
1

2prDr

S

Ns~Ns21! K (
i 51

Ns

DNi~r !L , ~13!

whereDr is the thickness of the annulus,Ns is the number of
the particles adsorbed on the substrate,S is the area of the
substrate, andDNi(r ) is the number of particles at a distance
betweenr 2Dr /2 andr 1Dr /2 from a reference particle. The
pair correlation functions are averaged over 100 ensembles
sampled every 104 time step from the configuration data.

The static structure factorS(k), which is obtained by the
Fourier transformation of the pair correlation function, was
thought to be a useful criterion for freezing in a two-
dimensional system when the height of the first peakS(k0) is
higher than 4.4–5.0, as reported by Ranganathan and
Pathak,26 Caillol et al.,27 and Broughtonet al.28 Given that
the structure at the freezing state corresponds to the hexago-
nal structure,S(k) can be used for judging whether or not
structures are ordered. In the present study, the criterion of
the height of the first peak for an ordered state is set to be
4.7, which is the middle value between 4.4 and 5.0, reported
as above.

III. RESULTS AND DISCUSSION

A. Formation of ordered structures

In this section, we examine the effect of salt concentra-
tion and particle concentration in bulk onto the order–
disorder transition of the adsorbed particle phase, to clarify
the bulk condition needed for the order formation.

1. Effect of salt concentration

Time evolution of surface coverageu for five different
values ofka underf51.031022 is shown in Fig. 5, while
the snapshots at the end of the simulation, the pair correla-
tion functionsg(r ), and the static structure factorsS(k) are
shown in Figs. 6~a!–6~e!. Note that no desorption of par-
ticles was observed because of the strong attraction between
the particles and the substrate under the simulation condi-
tions employed in the present study; the adsorption process is
essentially irreversible. It is seen from Fig. 5 that the surface
coverage forka51 and 2 increases with time rapidly and
then reaches a certain value, after which it remains almost
constant; the surface coverage for largerka goes gradually
up to a plateau value, and the final surface coverage is
greater for a larger value ofka. The above variation in the
adsorption rate and surface coverage against salt concentra-
tion is thought to be natural in the light of the interparticle
interaction. For a lower salt concentration, the interaction
forces become strong and long-ranged. Then the strong

particle–substrate attraction makes it easier for the bulk par-
ticles to adsorb onto the substrate. At the same time a large
exclusive area of a particle due to the strong particle-particle
repulsion leads to low surface coverage.

The structures of adsorbed particles on the substrate for
ka51 and 2 can be concluded to attain an ordered state
becauseg(r ) exhibits a split in the second peak and the first
peak ofS(k) exceeds 4.7, as shown in Figs. 6~a! and 6~b!.
On the other hand, the structures for largerka are disor-
dered, as shown byg(r ) of a liquidlike state and lower first
peaks ofS(k) around 2.5 in Figs. 6~c!–6~e!. These results
indicate that salt concentration affects the order–disorder
transition of the structure on the substrate as well as the
adsorption rate: ordered structures can be formed more easily
for small ka than for largeka.

2. Effect of bulk concentration

We performed simulations varying the volume fraction
of particlesf for the followingka: 1, 2, 5, 10, and 20. As a
typical example of the results, adsorption kinetics withka
55 are shown in Fig. 7, in which the final plateau values of
surface coverageu f depend evidently onf. Compared with
the irreversible monolayer adsorption of molecules, which
would show a constant amount of adsorbed molecules re-
gardless of the bulk concentration, this dependence onf in
the colloidal adsorption is peculiar. As given in a detailed
explanation in Refs. 21 and 22, this behavior would be at-
tributed to an energy barrier created by the electrostatic re-
pulsion between adsorbed particles and bulk particles, and
the existence of the energy barrier could be verified, though
indirectly, by a depletion region near the substrate in Fig. 4
~Fig. 9 in Ref. 21!. The analysis of the structure based on
g(r ) andS(k) clarified that there exists a boundary for order
formation betweenf50.06 andf50.08. Quite naturally, the
final coverage forf50.08 is larger than that forf50.06.
The difference of the two structures can be simply explained
by the following: with increasing surface coverage, the dis-
ordered arrangement of particles with various interparticle
distances would produce some portions of high-energy inter-
actions, and then the ordered structure with an almost uni-
form interparticle distance becomes more stable. To make the

FIG. 5. Time evolution of the surface coverage for five values ofka at
f50.01.
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order–disorder boundary clear, we investigated the time-
evolution ofg(r ) andS(k) and specified the critical cover-
ageuc for order formation as the lowest coverage to form
ordered structures. The critical coverageuc for eachka is
summarized in Table III.

The peculiar behavior would also be attributed to the
limited simulation time, and then we investigated infinite-
time coverageu` using the extrapolation method by Schaaf
et al.29 according to the asymptotic power law,

u`2u~ t !;t22/3. ~14!

As demonstrated in Fig. 8, which is the recast of Fig. 7, the
dependence of the infinite-time coverageu` on bulk concen-
tration is less than that of the final coverage from the simu-
lation. However, the difference inu` would be important

because that forf50.06 is smaller than the critical coverage
uc while it is larger for f50.08: order or disorder of ad-
sorbed structures seems to be dependent on bulk concentra-
tion.

In the same manner, we estimated the extrapolated
infinite-time coverageu` for other values ofka, and the
obtainedu` normalized by the critical surface coverageuc

are plotted against the bulk concentration for five different
values of ka in Fig. 9. The normalized surface coverage
u` /uc is dependent on bulk concentration, and especially for
largeka, the dependency is quite significant. Figure 9 also
demonstrates that the bulk concentration required to reach an
ordered state (u` /uc>1.0) remarkably increases with in-
creasingka, where these high bulk concentrations for large
ka are thought to serve to compensate the decrease in the
bulk potential associated with the increase ofka.

Here it should be noted that these results were obtained
with no hydrodynamic interactions between particles and be-
tween a particle and the substrate. However, this would not
significantly affect the adsorbed amount of particles because

FIG. 6. Snapshots at the end of the simulation, the pair correlation functions, and the static structure factors atf50.01 for ~a! ka51, ~b! ka52, ~c! ka
55, ~d! ka510, and~e! ka520. The dotted line for the static structure factor denotesS(k)54.7.

FIG. 7. Time evolution of surface coverage for variousf at ka55.

TABLE III. Critical values of ordered states for variouska together with
the hard disk data of Alder and Wainwright32

ka @2# 1 2 5 10 20 Hard disk

uc @2# 0.78731021 0.156 0.315 0.456 0.576 0.72
aeff

c (nm) 166 121 85 71 62 ¯

Eav
c @kBT# 16 8.2 2.5 1.7 0.6 ¯

PcS

NSkBT
@2#

31.5 21.8 15.3 13.1 12.7 9.64
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the above discussion suggests that the particle adsorption is
kinetically limited by the energy barrier: hydrodynamic in-
teractions between particles do not prevail, as mentioned ear-
lier, and hydrodynamic drag forces due to the substrate
would act on an adsorbing particle only after it overcomes
the energy barrier.

B. Determinant factor for order formation

As for the crystallization transition of charge-stabilized
colloidal dispersions, the simulation study of Stevens and
Robbins,30 examining the effect of shear on the solid–liquid
boundary, revealed that the nonequilibrium phase diagram
shows considerable commonality to the bcc and fcc systems.
This kind of the commonality of the order–disorder bound-
ary is also expected in the two-dimensional structures. In this
section, taking notice of the commonality toka, we examine
physical properties of the adsorbed phase and their critical
values at the order–disorder transition. As mentioned above,
surface coverage was one of the factors that influence the
transition, but appeared not to have a common critical value
for variouska; we therefore examine other properties of the
adsorbed structures and try to find out what is the determi-
nant factor, which is common to any value ofka, for order
formation.

1. The difference of structures for different ka

Before discussing the determinant factor common to any
ka, we examine the structure difference due to the change of
ka. The snapshots of the ordered structures for differentka
are shown in Figs. 10~a!–10~e!. All the structures in Fig. 10
are in an ordered state, but the characteristic length of the
structures is quite different, reflecting the difference of the
exclusive area around a particle due to the particle–particle
repulsive interaction. The effective radii including the exclu-
sive area, which are estimated fromg(r ) of the ordered
structure as half of the nearest particle–particle distance, are
summarized in Table III. The effective radius decreases with
increasingka, which indicates that salt concentration can
control the periodicity of the ordered structures.

2. Average potential of the adsorbed particles

First, we consider an average potential of an adsorbed
particle due to the interactions between the adsorbed par-
ticles. The average potentialEav was calculated as the sum of
the potential acting on a particle, and the average over all
particles and over many ensembles was then taken:

Eav5
1

Ns K (
i 51

Ns

(
j 51
j Þ i

Ns

Epp~r i j !L , ~15!

wherer i j is the distance between adsorbed particlesi and j,
and Epp is the sum of the electrostatic potentialEel~pp) and
the van der Waals potentialEvdW~pp) . Considering that the
potential of a particle has been sometimes used for predicting
an effective radius of a particle~discussed later!, the average
potential would be a likely candidate for the determinant
factor. If the average potential is the determinant factor for
order formation, an ordered structure would appear when the
average potential exceeds a certain value common to differ-
ent values ofka.

The critical average potentials between the order and
disorder state,Eav

c , are summarized in Table III. The critical
average potentialEav

c corresponds to the average potential of
the structures with the critical surface coverageuc. It shows,
contrary to the expectation, that the critical average poten-
tials for order formation remarkably increase with decreasing
ka. Consequently, the average potential is proved not to be
the determinant factor for the order formation.

3. Two-dimensional pressure on the substrate

Second, we examine the two-dimensional pressure of the
adsorbed particles owing to the interparticle interaction. The
two-dimensional pressurePs is given by the following equa-
tion according to the virial theorem:31

PsS

NskBT
512

1

2NskBT K (
i 51

Ns

(
j . i

Ns

r i j

dEpp~r i j !

dr i j
L . ~16!

In the same manner as that for the average potential, the
critical two-dimensional pressuresPc for different ka were
calculated, which are shown in Table III. Similarly to the

FIG. 8. The extrapolation of the results in Fig. 7 following the asymptotic
power law oft22/3.

FIG. 9. Extrapolated coverage against the bulk concentration for five differ-
ent values ofka.
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case of the average potential, the border values needed to
form the ordered structure are different for eachka. Thus
the two-dimensional pressure is not the determinant factor.
On the other hand, Table III also shows that higher pressure
is required to form ordered structures for smallerka, and
that aska increases, the values ofuc and Pc are likely to
converge to that of the two-dimensional hard-disk system
obtained from the simulation by Alder and Wainwright.32

The tendency—the smaller the value ofka the higher the
pressure—is consistent with the experimental results of
Takano and Hachisu,33 who experimentally demonstrated a
phase transition from disordered to ordered state in a colloi-
dal dispersion and concluded that the phase transition must
be of a Kirkwood–Alder transition type on the basis of the
comparison of the transition pressure obtained from their ex-
periment with that from the simulation result by Alder
et al.34 It would thus be reasonable to consider the order–
disorder transition of adsorbed structures on a substrate as
the Kirkwood–Alder transition type as well as that of colloi-
dal dispersions, taking account of the qualitative accordance
of the tendency of the pressure.

The above discussion, therefore, reveals that the order–
disorder transition of the structure formed by the adsorbed
particles must be of the Kirkwood–Alder transition type,
though the two-dimensional pressure is found not to be the
determinant factor for the order formation common to vari-
ouska.

4. One-directional average force

Then, the ‘‘force’’ of an adsorbed particle would be
worth discussing because it seems reasonable that the con-
figuration of adsorbed particles is affected by forces acting
among adsorbed particles, and we accordingly define the
one-directional average force acting on an adsorbed particle,
Fav. Technically the sample of the force is calculated as
follows. First Fx1

i is figured out as the sum of the
x-component forces on particlei acting from particlesj ex-
isting on the right-hand side of it, i.e., satisfyingxj.xi ~Fig.
11!, and is expressed by the following equation:

Fx1
i 5 (

j 51
xj .xi

Ns

Fi j
x , ~17!

whereFi j
x is thex component of the force acting on particle

i from j. In the same manner,Fx2
i , Fy1

i , andFy2
i are cal-

culated as, respectively, thex-components from left-hand
side particles (xj,xi), they-components from particles sat-
isfying yj.yi , and they-components from particles with
yj,yi . Then, averaging of the absolute values over four
components, over all particles, and over many ensembles is
taken as given by the following equation:

Fav5
1

Ns
K (

i 51

Ns S uFx1
i u1uFx2

i u1uFy1
i u1uFy2

i u
4 D L . ~18!

FIG. 10. Snapshots of ordered structures for~a! ka51, f50.001,~b! ka52, f50.02,~c! ka55, f50.11,~d! ka510, f50.18, and~e! ka520, f50.26.
The side length of each snapshot is 1.5mm.

FIG. 11. A schematic for the calculation of the one-directional force of an
adsorbed particlei.

FIG. 12. The one-directional average force of an adsorbed particle as a
function of final coverage for five values ofka. Closed plots denote the
formation of an ordered structure.
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As seen in Fig. 12, the average forces for five different
values ofka exhibit a common boundary valueFc for order
formation with commonality similar to what Stevens and
Robbins30 found. Consequently, the average forceFav is
found to be the determinant factor for order formation com-
mon to differentka, which means that a structure composed
of adsorbed particles on a substrate is expected to form an
ordered structure only when the average forceFav exceeds
the limiting valueFc. In the ordered structure the adsorbed
particles must be localized at each fixed position. Then the
critical forceFc is interpreted as the force needed to keep the
ordered structure by limiting the particles’ diffusion caused
by the Brownian motion. Here it should be noted that the
average force might look similar to the two-dimensional
pressure~Sec. III B 2! in the sense that the both two figure
out the sum of the forces, but the force summation in the
pressure calculation is weighted with the interparticle dis-
tancer as given in the second term of Eq.~16!. Since the
characteristic length of the adsorbed structures is different
depending on the value ofka, ther weighting would lead to
the failure of the two-dimensional pressure as the determi-
nant factor.

Looking deep into the particle–particle interaction po-
tential, we found that the magnitude ofFc in the order of
10212N corresponds to the location at which the interaction
potential energy of the order ofkBT acts between the par-
ticles~the potential energy, of course, varies withka to some
extent, as discussed in Sec. III B 1!. Because the energy that
particles can normally possess is also in the order ofkBT, the
magnitude of the obtainedFc would be quite reasonable. It
would deserve much attention that the common factor is not
the potential, nor the pressure, but the ‘‘force’’ acting be-
tween the adsorbed particles.

C. Estimation of critical surface coverage
for order formation

Here we propose a new approach to predict the surface
coverage at the order–disorder transition by means of apply-
ing the common boundary valueFc to a force-based model,
which is one of the advantages of having discovered the
one-directional average force. A comparison of the proposed
model with other models previously developed will be made
in the following.

The critical surface coverage for order formation can be
estimated by the following simple equation:

u5umaxS a

aeff
D 2

, ~19!

whereumax is the maximum surface coverage for a hard disk.
Since we are interested in the surface coverage at the order–
disorder transition, the close-packed coveragep/2) is ap-
propriate as the value ofumax, while umax of 0.547 for the
RSA jamming limit11 is suitable only for the case with no
rearrangement of the structure of adsorbed particles. As for
the effective hard-disk radiusaeff , a potential-based model
and an energetically based model have been proposed.

Russelet al.35 have claimed that the phase transition
from disorder to order would occur when the interparticle

interaction potential is about 1kBT and provided an analyti-
cal approximation for the calculation ofaeff by defining it as
the radial position where the electrostatic potential is equal to
1kBT:

aeff5
1

2k
lnS A

ln AD , ~20!

with

A5S 4pkTee0a

e2 D S cp14gVka

11Vka D 2

ka exp~2ka!, ~21!

where Eq.~5! is used as the electrostatic potential. The re-
sults of this potential-based model are compared with the
critical surface coverageuc in Fig. 13. On the whole, the
potential-based model gives a fairly good prediction, and an
adjustment in the cut-off potential may improve the
estimation.6 However, as long as the constant cut-off poten-
tial is used, the potential-based model will not give a consis-
tent estimation throughout various values ofka: the results
of the average potential listed in Table III indicate that the
border potentials for order formation cannot stay constant for
various values ofka.

More recently, Gray and Bonnecaze21 have proposed an
energetically based model, including the effect of the wall
potential. This model is based on the balance between the
particle–substrate attractive energy and the repulsive energy
between adsorbed particles that is composed of energy from
a newly adsorbing particle and incremental repulsions be-
tween already adsorbed particles.

Eel~ps)~h50!5^Eel~pp!&1Ns

]^Eel~pp!&
]Ns

, ~22!

where Eel~ps)(h50) is the binding energy of an adsorbed
particle with the substrate, and^Eel~pp)& is the average inter-
particle energy per particle. Substitution of the particle–
particle and particle–substrate potentials of Eqs.~5! and ~6!
yields

FIG. 13. A comparison of the surface coverage as a function ofka between
models and the critical surface coverage obtained from the simulation.
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1

4
nS cp14gVka

11Vka Dexp@2ka~r 22!#S 3

r
1kaD

1tanhS cs

4 D50, ~23!

wheren is the coordination number of adsorbed particles and
n56 when a hexagonal arrangement is assumed. We can
obtainaeff as half of the average nearest-neighbor distancer
satisfying Eq.~23!. The result of Gray’s model is also shown
in Fig. 13. As seen, this model highly overestimates surface
coverage for all values ofka because, as the authors men-
tioned, this model reflects the equilibrium state though the
adsorption system employed is kinetically limited by the en-
ergy barrier formed by the adsorbed particles.

The force-based model we propose here definesaeff as
the radial position where the one-directional average force is
equal to the critical value,Fc. Assuming a perfect hexagonal
lattice with interparticle distancer as in Fig. 14, the average
force acting on a particle placed at the center of the hexagon,
Fav

hex, is simply given by Eq.~24! since uFx1
i u5uFx2

i u
5(A3/2)Fpp32, uFy1

i u5uFy2
i u5Fpp1(1/2)Fpp32,

Fav
hex5

Fpp321
1

2
Fpp341

A3

2
Fpp34

4
5

21A3

2
Fpp,

~24!

whereFpp is the force composed of the electrostatic and van
der Waals forces acting between two particles. To be exact,
Fav

hex is dependent on the orientation of the structure relative
to thex, y axis, but the dependency was found to be smaller
than 62%, which would be negligible. Then the effective
radiusaeff(5r/2) can be obtained by the trial calculation of
the distancer between particles satisfying the equationFav

hex

5Fc. More practically,aeff can be derived by the following
analytic form similar to Eq.~20!, under the assumption that
the van der Waals force is negligible in comparison with the
electrostatic force,

aeff5
1

2k
lnF B

H lnS B

~ ln 2B!2
1

B

ln 2BD J 2

1
B

lnS B

~ ln 2B!2
1

B

ln 2BD G , ~25!

with

B5
21A3

2

1

Fc S 4pkBTee0

e2 D
3S cp14gVka

11Vka D 2

~ka!2 exp~2ka!. ~26!

Equation~25! holds true especially forka<10 because of
the assumption, but even forka520, the difference between
aeff from the trial calculation~considering the van der Waals
force! and from Eq.~25! turned out to be about 0.5%. The
result of our model is given also in Fig. 13. The surface
coverage estimated by the proposed model gives better
agreement throughout all values ofka than those of other
models. What is more, the advantage of our model lies in the
applicability to the system with adhesive forces or frictional
forces because this model is based on the force acting on an
adsorbed particle.

The force-based model is capable of predicting the sur-
face coverage at the order–disorder transition, but includes
only two-dimensional information. The bulk concentration or
the time needed to reach ordered structures is also important
as well as the surface coverage, and should be predicted by
an analytical model. To do this, the incorporation of the ad-
sorption kinetics into the model would be essential and could
be done by extending the force-based model. Work along this
line is under progress.

IV. CONCLUSIONS

A three-dimensional simulation model for a colloidal
dispersion system with an adsorptive substrate under a speci-
fied bulk concentration is proposed. Through simulating col-
loidal adsorption under various conditions and examining the
condition for order formation, the following conclusions are
drawn.

~1! There exists critical surface coverage required to form an
ordered structure, and extrapolated infinite-time cover-
age seems to depend on bulk concentration especially for
largeka probably because the decrease in the bulk po-
tential must be compensated by the increase of bulk con-
centration. Also, the order–disorder transition of ad-
sorbed structures is considered to be dependent on bulk
concentration.

~2! The phase transition of the adsorbed particles on a sub-
strate from a disordered state to an ordered state appears
to be of the Kirkwood–Alder type through the examina-
tion of the two-dimensional pressure.

~3! The determinant factor for the order formation is found
to be what we call a ‘‘one-directional average force’’

FIG. 14. A schematic for the calculation of the average force of a particle
placed at the center of a perfect hexagonal lattice.

1533J. Chem. Phys., Vol. 120, No. 3, 15 January 2004 Order formation of colloidal particles on a substrate

Downloaded 04 Jun 2007 to 130.54.110.22. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



acting on an adsorbed particle, which stays constant for
all values ofka examined. The ordered structures are
formed when this force exceeds a certain limiting value,
which presumably corresponds to a force needed to have
adsorbed particles fixed at a position against the thermal
Brownian motion.

~4! A new model to estimate the surface coverage at the
order–disorder transition is proposed, utilizing the limit-
ing value of the one-directional average force. A com-
parison with simulation results demonstrated that this
model gives a better estimation than the other models.

The present simulation model assumes a flat and smooth
substrate on which the adsorbed particles move freely. On
the other hand, a system with no surface diffusion will never
attain an ordered structure. Since some experimental
results5–10show possibilities of order formation, the property
of a substrate would be in between the two conditions of free
surface diffusion and no surface diffusion. The simulation
should thus include frictional forces or adhesive forces to
examine these intermediate systems, which is under investi-
gation.
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