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Algebraic Block Red-Black Ordering Method for
Parallelized ICCG Solver With Fast Convergence
and Low Communication Costs

Takeshi IwashitaMember, IEEEand Masaaki Shimasakilember, IEEE

Abstract—This paper proposes a new parallelized incomplete . .
Cholesky conjugate gradient (ICCG) solver effective on a small- .
scale multiprocessor system. The new method is based on a new re- ° °
ordering technique, namely the block red-black ordering method. T
Its parallel performance is evaluated in a finite edge-element eddy- B RO R
current analysis. A numerical test shows that the proposed method o .
is effective on a small number of processors due to fast convergence R [ R B
and low communication costs. e L e o o0

Index Terms—Algebraic block red-black ordering, black-box _i;';"?":: R B R
type solver, incomplete Cholesky conjugate gradient (ICCG) === e—
method, parallel processing. % R B R B

nxb
I' INTRODUCTION R Red Block Black Block

HE PRESENT paper proposes a new technique for par- N . .
allel processing the incomplete Cholesky conjugate grlélg. 1. Partitions of blocks in block red-black ordering.
dient (ICCG) method [1] on parallel computers using a small

number of processors (2—-8 processors), for example, SMP Rgeral or many blocks, and red-black ordering is applied to the
or small-scale PC clusters. An effective use of these small-scplgcks. An increase in the block-size results in an improvement
parallel computation environments has recently become signgf convergence. The advantages of this method are: 1) fewer
cant in fast electromagnetic (EM) field analyses for the practic&ynchronization points (only one in parallelized substitution)
design of EM machines. and 2) an easy set of optimal block-size for achieving the
While the ICCG method is the most popular solver fopest convergence. This paper proposes an application of this
symmetric positive-definite linear systems arising in EM fielhew ordering to a black-box type solver for unstructured

computations, parallel processing the ICCG method is difficiihite-element analyses, that is, the algebraic block red-black
due to the forward-backward substitutions included in th§tdering method.

iteration kernels. Several strategies have been presented for
the parallelization of the ICCG method [2], [3]. In the IEEE
COMPUMAG-Evian 2001, the authors reported a black-box _ _ _ .
type parallelized ICCG solver, which is called the algebraic This paper solves a linear system of equations having a posi-
multicolor ordering method [4]. The previous method, which i&ve or semi-positive definite symmetric coefficient matrix by
oriented to high-class parallel supercomputers, achieves bBtgans of the ICCG method. Parallel processing forward and
very high parallelism and fast convergence. But, if the numbBfckward substitutions is mainly dlscusged here, l_:)ecause other
of used processors is limited, another method that attaf@nels of the ICCG method can be easily parallelized [2].

better solver performance must be developed. The strategy for _

obtaining better performance is based on improvement of cdh- Block Red-Black Ordering

vergence and reduction of communication (synchronization) This subsection explains block red-black ordering [5] that is a

costs. Based on this strategy, the authors have proposed gheallel processing technique of the ICCG method proposed in

block red-black ordering method in finite difference analyseke context of structured finite difference analysis. In this tech-

[5]. In this method, the entire set of grid points is divided intmique, all grid-points are first divided into several blocks and

red-black ordering is applied to the blocks. Fig. 1 shows parti-
. . tions of blocks based on block red-black ordering in a two-di-
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parallelized
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Fig. 2. Parallelized substitutions in block red-black ordering method.

advantage in that only one synchronization (or communicatio
point exists in one substitution. From the viewpoint of conve
gence, a larger block-size results in a better convergence. T
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Assignment for Black Block i-1

(1)

(ii)

Assignment for Red Block i

Assignment of all the unknowns having relationships with
Black Block i-1

An appropriate number of unknowns are added
if the number of unknowns in Red Block i is less than bs

}
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Assignment for Black Block 1
(1) Assignment of all the unknowns having relationships with
Red Block i

(ii) An appropriate number of unknowns are added
if the number of unknowns in Black Block i is less than bs

[ Assignment for Red Block i+1 ]

property is explained by using ordering graph theory [5], [6).

Based on this property, an optimal block-size is easily set wheyg. 3.

Allocation of theith red block and théth black block.

the number of used processors is given.

Proc. 1 [:T
B. Algebraic Block Red-Black Ordering Proc i i Red blocks
Proc
This paper develops the block red-black ordering method in syehzo- - ez 2
a black-box type method, which is called the algebraic bloc irzz ; Black blocks
red-black ordering method. The new method algebraically pe Proc. 3 o
forms the division of unknowns into groups (blocks) and thi Proc. 4 || ﬁj_

assignment of colors (red or black). This is a key procedure of

the algebraic block red-black ordering and is described in detdily. 4. Renumbered coefficient matrix (four processdis,= Nb = 4).
The block-sizés is first given. The method of determining

an optimal block-size is discussed in the following subsectio@. Parallelized ICCG Method Based on Algebraic Block

The procedure for determining the color and the block numbRed-Black Ordering

of unknowns is given as follows.

Fig. 3 summarizes an assignment procedure foittheed and
black blocks. This setup procedure guarantees the independenc
between blocks in each color, which is required for parallel pro-

This subsection describes the procedure of parallelized for-
Step 1: Firsbs unknowns are assigned Red-Block 1 ward and backward substitutions in the algebraic block red-black
Step 2: All the unknowns having data relationships withrdering method. Since floating operations in the substitutions
Red-Block lare assigned imlack-Block 1 In this step does not depend on a choice of ordering, the total computa-
and all following steps, the data relationships between thienal cost for the algebraic block red-black ordering method
unknowns are found by examining positions of nonzeris the same as that for the sequential ICCG method.
entries in the coefficient matriA. If the (p;, p;)-entry of Let Az = b be the renumbered linear system obtained from
A is nonzero, the;th unknown has a data relationshighe preceding subsection. Fig. 4 illustrates the renumbered
with thep;th unknown. coefficient matrix A. When the solution vecto is split
Step 3: If the number of unknowns Black-Block lis less corresponding to the blocks as

thanbs, an appropriate number of unknowns are added to
the block.

Step 4: All the unknowns related to tBéack-Block lare
assigned irRed-Block 2 An appropriate number of un-
knowns are also added to the block if the number of un4 =
knowns in the block does not reath

Above procedures from Step 2 to Step 4 are recursively .
performed until the color and the block number of all the L .
unknowns are determined. % Ary,. B

14b1,b1 (0]

&) @

T=(Tr ZIp)= (5,-7,1

the coefficient matrix is also written as

Try,. Ty

AT‘1, r1 o Ale B

AbNb,R o AI’Nb;

bne

cessing. After the assignment of the unknowns to the blocks, the @)
unknowns are reordered from the red blocks to the black blocks.

The coefficient matrix and the vectors are also renumbered. Tlikere N is the number of red blocksyb is the number of
computational costs for the setup and the renumbering procbtsck blocks, and the subscripts, B, r;, andb; denote the
are usually negligible in terms of the total computation time [7linknowns of all red blocks, all black blocks, tfté red block,
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and theith black block, respectively. In (2);1(17 s represents TABLE |

the relationship betweeiy, andzs. The incomplete factorized DISCRETIZATION DATA

matrix of A for preconditioning is given by Number of volume elements | 327680
~ Number of nodes 342225
Lr1 , T o Number of unknowns 1011920

Time step 1 msec
~ O Lr Nr; TN
L= -

= by first-order brick-type edge elements. Table | lists the dis-
Ly, r Ly, s, (0]

cretization data. The EM field equations are solved by using the
: . Galerkin method with thel-formulation and the backward time
j,bm R 0 j,bm” bavs difference method. A gauge conditign= 0 is imposed in the
3) conductive region, wherg is the electric scalar potential. No
gauge condition is imposed in the nonconductive region, which
where leads to a semi-positive definite coefficient matrix. Therefore,
A~iiT @) the shifted coefficient matrix, which is positive-definite, is used
- ) in the incomplete factorization [9]. The shift parameter that is
From (3), the forward substitutiohy = 7 is given by the Called the acceleration factor is chosen to be 1.07. The original
following steps. For the unknowns in tih red block, the sub- linéar system is assembled with natural ordering. _
stitution is given by The present analyses_ were |m|_olemen_teo_l on two kinds
. of parallel computers. First, one is a distributed memory
y,, =L '7,,. (5) parallel supercomputer Fujitsu VPP-800, and second one

Each processor simultaneously performs (5) for one or sevei a7§(l)\:l)lF;—typt(ej (Isgg(;edh_mﬁmory) pﬁrallel computer Fujitsu
red blocks, which are assigned to the processor. After the resufts” d of Snl]KI ZPARCW Ic |st_z;\)|mu tlprocessor_?gsts/r;;%rgé
of the forward substitution for the red bloclg are communi- posed o -compatib’e processors. 1he i

cated among the processors, the forward substitution fotlthe has high-speed data tran_sfer units for Commun_lcatlon among
black block is given by processor elements, and its peak performance is 8 Gflops per

processor element. On the other hand, the GP-7000F does

U, =IL;! (qu- _j,thgR)‘ (6) hot have a special hardwz_are support for communications,
' and its peak performance is 1.2 Gflops per processor. The

Since the processors share the valueygf each processor parallelized program code is written by using FORTRAN and

computes (6) for the black blocks assigned to the processomiPl. The convergence criterion of the ICCG method is given

parallel. The backward substitution is also parallelized in th®y ||r||o/||bll2 = ||7[|2/||bll2 < 10~7, wherer andb are the

same way. Accordingly, Fig. 2 also illustrates the proceduresidual vector and the right-hand side vector of the original

of the parallelized substitution based on #igebraic block linear system, respectively. The parallel performance of the

red-black ordering method. In one parallelized substitutioproposed method is evaluated in the first time step.

only one communication (synchronization) point exists. If the

numbers of nonzero entries are seriously different among blocBs, Parallel Performance

load balance can be improved by adjusting the number of|, grder to evaluate the proposed method, we compare the
additional unknowns in Steps 3 and 4 in Section II-B. Thge\, method with the block ICCG method [7] and the algebraic
dggree of parallelism obtalned_from the present method §,iticolor ordering method that was proposed in [4] (COM-
given by the number of blocks in one color, that Xr and  pymAG-Evian). In the following discussion, we use the nota-
Nb. Since the proposed method is based on a concept of blegls BICCG, AMC, and ABRB to represent the block ICCG
red-black ordering, a larger block-size generally results inraethod, the algebraic multicolor ordering method, and the al-
better convergence rate. Therefore, a block-size as largegasraic block red-black ordering method, respectively.
possible for the number of processors is an optimal block-size.1) Numerical Tests on VPP-800Fable Il shows the elapsed
In this case, the degree of parallelism of the method is equimhe, the number of iterations, and the speed-up ratio com-
to the number of processors, and each processor carries garied with sequential implementation of the ICCG method in
computations regarding one red block and one black blogkumerical tests on the VPP-800 (Supercomputer). Both of our
Thus, the optimal number of block-siZze,,. is given by  methods, the AMC and the ABRB show a better solver perfor-
bsons = 12N, 0 mance than the BICCG. In the BICCG, some sets of entries
opt p in the coefficient matrix are ignored for parallel processing in
wheren and N,, are the total number of unknowns and théhe incomplete factorization, which results in an increase of

number of processors, respectively. iterations due to a decline in the preconditioning effect [7].
Next, we compare the ABRB with the AMC. In this numerical
Ill. RESULTS test, the ABRB attains better solver performance on two or

i i four processors. This is due mainly to a high convergence

A. Test Model and Computation Environment rate and reduction in communication costs. When the number
In this analysis, we use the IEEJ standard benchmark modélprocessors increases, the optimal block-size in the ABRB

of three-dimensional (3-D) eddy current analyses [8] for evaluis- also increased, which results in a decline in convergence.
tion of the proposed method. The analyzed model is discretiz&dcordingly, the AMC obtains a better solver performance in
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TABLE I
NUMERICAL RESULTS ONVPP-800 (®PER COMPUTER). (a) ICCGON IP
(NATURAL ORDERING). (b) BLock ICCG METHOD. (c) ALGEBRAIC
MULTICOLOR ORDERING METHOD. (d) ALGEBRAIC RED-BLACK
ORDERING METHOD

TABLE Il
NUMERICAL RESULTS ONGP-7000F (SMP). (a) ICC®GN IP (NATURAL
ORDERING). (b) BLock ICCG METHOD. (¢) ALGEBRAIC MULTICOLOR
ORDERING METHOD. (d) ALGEBRAIC RED-BLACK ORDERING METHOD

N, | Elapsed time (sec) | # of iterations
N, | Elapsed time (sec) | # of iterations 1 3704 368
1 2119 366
(@)
@ i .
N, | Elapsed time (sec) | # of iterations | Speed-up
N, | Elapsed time (sec) | # of iterations | Speed-up 2 2507 534 1.48
2 1394 530 1.52 4 1888 790 1.96
4 1028 779 2.06 g 1031 843 3.590
8 550.5 834 3.85
(b)
(®) : :
Np | # of color | Elapsed time | # of iterations | Speed-up
N, | # of color | Elapsed time | # of iterations | Speed-up (sec)
(sec) 2 40 3415 464 1.08
2 60 1194 390 1.717 P! 20 2084 464 1.78
4 60 606.3 390 3.49 3 40 1160 464 3.19
8 60 308.4 390 6.87 2 60 2905 390 1.28
© 4 60 1546 390 2.40
8 60 1172 390 3.16
N, | Elapsed time (sec) | # of iterations | Speed-up 2 80 3883 533 0.95
3 1070 374 1.98 4 80 2070 533 1.79
7 5522 383 3.84 8 80 1190 533 3.11
8 312.5 424 6.78
©
(d) g R
N, | Elapsed time (sec) | # of iterations | Speed-up
2 2337 378 1.58
the case of 8 processors. But, the elapsed time of the ABRB is 4 1296 385 2.86
8 1067 430 3.47

almost equal to that of the AMC. Moreover, while the above
result of the AMC is based on the optimal number of colors (60 (d)
colors) obtained in many numerical tests with various numbers

of colors [4], the ABRB attains its good solver performanc
with the block-size set automatically. This is important in
case in which many different models are solved in the desi
of devices or machines.

2) Numerical Tests on GP-7000Ffable Ill lists the results
of numerical tests performed on the GP-7000F (SMP). First
compare the ABRB with the AMC. Since the GP-7000F do
not have a high-speed data transfer unit, the ABRB attain
better parallel performance than the AMC in the case of atlﬂ/
number of processors. In particular, when two or four processors
are used, the advantage of the ABRB is large. This is because the REFERENCES
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