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Stop Model With Input-Dependent Shape Function and Its Identification Methods

Tetsuji Matsuo, Member, IEEE, Yasushi Terada, and Masaaki Shimasaki, Member, IEEE

Abstract—We propose an input-dependent shape function for the stop model to remove its property of equal vertical chords regardless of dc bias. We compare several identification methods for the stop model and show that the input-dependent shape function improves the ability to represent the stop model effectively. A least-squares identification method using both symmetric and asymmetric $B-H$ loops achieves the most precise representation of hysteretic characteristics for a silicon steel sheet. However, if only symmetric loops are available for identification, a newly proposed identification method gives more accurate representation than other methods including the least-squares method.

Index Terms—Hysteresis, identification, input-dependent shape function, least-squares method, silicon steel sheet, stop model.

I. INTRODUCTION

Accurate electromagnetic-field analyses for ferromagnetic materials require a precise hysteresis model. For example, the Preisach model [1] and its extended models [2], [3] have been widely used to precisely describe various hysteretic characteristics for arbitrary input sequences. However, in finite-element analyses, the Preisach model poses several obstacles such as a large memory requirement and a high computational cost to calculate the magnetic field $H$ from magnetic flux density $B$ [4]. Because the latter difficulty arises in the electromagnetic-field analysis using the magnetic vector potential formulation, some efficient methods [3]–[5] have been proposed for providing output $H$ from $B$ by the Preisach model.

Some other efficient hysteresis models have been proposed recently, such as the play and stop models [6]–[8], neural-network models [9], [10], and a chemical-reaction model [11]. For example, the play model can be implemented more simply than the Preisach model; moreover, its representation capability has been proven to be equivalent to that of the scalar static Preisach model [7], [12]. The stop model can also be an efficient tool for the electromagnetic-field analysis because: 1) it can directly provide a hysteretic output of $H$ from an input of $B$; 2) it can be implemented as simply as the play model; and 3) it can represent the complex hysteretic characteristics that the Preisach model can. Vector versions of the stop model have been proposed in [6] and [13], [14].

A previous study [15], [16] has proposed an identification method for the scalar stop model from measured $B-H$ loops.

It showed that the stop model can simulate an inverse of the Preisach model. However, another study [17] has shown that the stop model cannot sufficiently represent the hysteretic characteristics of a silicon steel sheet because the magnetic characteristics of the silicon steel sheet do not satisfy the property of equal vertical chords regardless of dc bias [15], [16]. Representation by the stop model requires that the property be satisfied.

The present study first proposes an input-dependent shape function for the scalar stop model to remove the property of equal vertical chords regardless of dc bias. Then, several identification methods for the stop model are compared to show that the input-dependent shape function improves the stop model’s representation capability effectively.

II. STOP MODEL AND PROPERTY OF EQUAL VERTICAL CHORDS REGARDLESS OF DC BIAS

The stop model describes a hysteretic relation between $B$ and $H$ as

$$H = S(B) = \int_0^{B_S} g(\eta, s_B(B)) \, d\eta$$

where $S(B)$ is the hysteretic function represented by the stop model, $B_S$ is the saturation magnetic flux density, $s_B(B)$ is the stop hysteron operator, $g(\eta, s)$ is the shape function, and $\eta$ is a positive parameter that gives the height of the stop hysteron. It is assumed that the hysteretic function $H = S(B)$ exhibits its hysteretic property when $|B| < B_S$ and becomes a single-valued function when $|B| \geq B_S$.

The stop hysteron operator of ordinary type is given by

$$s_B(B) = \max \left( \min \left( B-B^0+s_0, \eta \right), -\eta \right)$$

where $B^0$ and $s_0$ are the values of $B$ and $s_B(B)$ at the previous time point. Fig. 1(a) illustrates characteristics of the ordinary stop hysteron operator. However, the function $S(B)$, given by (1) and (2), has a hysteretic property even when $|B| \geq B_S$.

In order for $S(B)$ to become a single-valued function when $|B| \geq B_S$, the operator $s_B(B)$ is defined as the following:

$$s_B(B) = \begin{cases} \max \left( \min \left( B-B^0+s_0, \eta \right), -\eta \right) & (\eta < B_S) \\ B & (\eta = B_S) \end{cases}$$

Therein

$$B^0* = \max \left( \min (B^0, B_S) - B_S \right).$$

Fig. 1(b) illustrates characteristics of this operator $s_B(B)$ for $\eta < B_S$.
The stop model (1) has the property of equal vertical chords regardless of dc bias [15], [16] as follows. Let $h^+(a, B)$ and $h^-(a, B)$ be the outputs on ascending and descending curves, respectively, for a back-and-forth input variation given by (5) having amplitude $a \ (0 \leq a \leq B_S)\)

$$B = u + B_0 (-a \leq u \leq a)$$

where $B_0 ([B_S] \leq |B_S - a|)$ is an arbitrary dc bias (see Fig. 2). It is assumed that the input $B$ has no extrema other than $B_0 \pm a$. A previous work [15], [16] has shown that the vertical difference $\Delta h$ between $h^a(a, u + B_0)$ does not depend on $B_0$

$$h^+(a, u + B_0) - h^-(a, u + B_0) = \Delta h(a, u),$$

In other words, the back-and-forth input variations of the same amplitude produce equal vertical chords regardless of the dc bias.

A previous study [17] has shown that magnetic characteristics of a silicon steel sheet do not satisfy the property of equal vertical chords regardless of dc bias. Accordingly, this stop model cannot represent hysteretic characteristics of the silicon steel sheet accurately.

The present paper examines the representation accuracy of the stop model for two kinds of $B-H$ loops: symmetric loops ($B_0 = 0$), and $B-H$ loops that make first-order reversal curves from negative saturation ($B_0 = -B_S + a$). For simplicity, the latter loops are called “asymmetric loops” in this paper.

Symmetric and asymmetric $B-H$ loops of a nonoriented silicon steel sheet (JIS: 50A290) are measured at 1 Hz by a single sheet tester [18], [19], where the amplitudes of $B-H$ loops are given by $a \approx k\Delta u$ and $\Delta u = B_S / M$ ($k = 1, \ldots, M$, $M = 20$, $B_S = 1.46 \text{T}$).

Fig. 3 shows the $B-H$ curves given by the stop model identified from the measured symmetric $B-H$ loops, where the shape function $g(\eta, s)$ is determined by the identification method in [15], [16] with 20 stop hysterons. Fig. 3(b) shows that identification from the symmetric loops results in an inaccurate representation of the asymmetric loops [17].

For comparison, Fig. 4 shows a plot of hysteretic characteristics of a Ni–Zn ferrite ring. The characteristics are represented by the stop model identified from 20 measured symmetric $B-H$ loops of the ferrite ring. Fig. 4 shows that the stop model precisely reconstructs the hysteretic characteristics.
III. STOP MODEL WITH INPUT-DEPENDENT SHAPE FUNCTION

The present study induces an input-dependent shape function for the stop model to remove the property of equal vertical chords regardless of dc bias

\[ H = S(B) = \int_{0}^{B_s} g(\eta, s_{\eta}(B)) \, d\eta. \]  

(7)

Therein, \( g(\eta, s, B) \) is the input-dependent shape function.

For simplicity, the shape function is set in this study as

\[ g(\eta, s, B) = g_0(\eta, s)w(B) \]  

(8)

where \( w(B) \) is called the weighting function. Equations (7) and (8) imply that

\[ S(B) = w(B)S_0(B) \]  

(9)

where \( S_0(B) \) is the stop model having the input-independent shape function \( g_0 \), which is given by

\[ S_0(B) = \int_{0}^{B_s} g_0(\eta, s_{\eta}(B)) \, d\eta. \]  

(10)

The vertical chord of this stop model \( S(B) \) depends on the dc bias because it is given by

\[ \Delta h(a, u) = w(u + B_0)\Delta h_0(a, u) \]  

(11)

where \( \Delta h_0 \) is the vertical chord of \( S_0(B) \). Equation (11) implies that \( \Delta h(a, u) \) does not depend on the position of \( B-H \) loops along the \( H \) direction if the amplitude and dc bias of the back-and-forth input variations are identical. Therefore, this stop model has the property of equal vertical chords in the same manner as the nonlinear (input-dependent) Preisach model proposed by Maywegrozn [2]. Because \( S(B)/w(B) \) represents the stop model having an input-independent shape function, \( H(B)/w(B) \) should have the property of equal vertical chords regardless of dc bias. Thereby, it is represented precisely by this stop model.

The present study uses the fact that the vertical chords are large where \( \Delta h(B_{B_S}, B) \) is large, i.e., the vertical chords are large where the vertical chord of the major \( B-H \) loop is large, as seen in Fig. 5(a). This fact implies that the dependency of the vertical chords on the dc bias is evaluated roughly from \( \Delta h(B_{B_S}, B) \) because the major loop has the maximum vertical chord among all the \( B-H \) loops. The weighting function is set accordingly as

\[ w(B) = \Delta h(B_{B_S}, B) = h_{M^+}^{B_{B_S}}(B) - h_{M^-}^{B_{B_S}}(B) \]  

(12)

where \( h_{M^+}^{B_{B_S}}(B) \) denotes ascending and descending curves of the measured major hysteresis loop of \( H(B) \), respectively. Hysteric characteristics of \( H(B)/w(B) \) with (12) are expected to roughly satisfy the property of equal vertical chords regardless of dc bias because its major \( B-H \) loop has a constant vertical chord.
IV. NEW IDENTIFICATION METHOD

A. Identification Method Using Loop Shapes

The identification method proposed in [15], [16] uses only loop widths along the $H$ direction and does not use shapes of $B-H$ loops. The present paper proposes a new identification method that uses shapes of symmetric $B-H$ loops.

The periodic input (5) for the symmetric loop ($B_0 = 0$) induces the response of the stop hysteron as

$$s_\eta(B) = \begin{cases} B & (\eta > a) \\ \min(B-\eta+a, \eta) & (\eta < a, \text{ when increasing}) \\ \max(B+\eta-a, -\eta) & (\eta < a, \text{ when decreasing}) \end{cases}$$

By setting $\kappa(\eta, s) = \partial g_0(\eta, s)/\partial s$ ($-\eta \leq s \leq \eta, \eta \leq B_S$), the shape function $g_0$ is written as

$$g_0(\eta, s) = \int_{-\eta}^{s} \kappa(\eta, s) ds + g_0(\eta, -\eta).$$ (14)

From (7), (8), and (14), $S(B)/w(B)$ is written as

$$\frac{S(B)}{w(B)} = \int_0^{B_S} \frac{s_\eta(B)}{\kappa(\eta, s)} ds + \frac{-H_S}{w(-B_S)}$$ (15)

where $-H_S = H(-B_S)$ is represented as

$$-H_S = w(-B_S) \int_0^{B_S} g_0(\eta, \eta) d\eta.$$ (16)

From (13) and (15), the descending curve of the symmetric $B-H$ loop having amplitude $a$, $h^{-}(a, B) (-a \leq B \leq a)$, is given by

$$\frac{h^{-}(a, B)}{w(B)} = \frac{-H_S}{w(-B_S)} = D(a, B) = \hat{D}(c, B)$$ (17)

$$D(a, B) = \int_c^{2B_S \min(B, B+\eta-a)} \int_{-\eta}^{B_S} \kappa(\eta, s) ds d\eta$$ (18)

$$\hat{D}(c, B) = \int_c^{2B_S \min(B, B+\eta-a)} \int_{-\eta}^{B_S} \hat{\kappa}(c, s) ds d\eta$$ (19)

where $c = a - B, t = \eta - s$, and $\hat{\kappa}(t, s) = \kappa(\eta, s) (-t/2 \leq s \leq -t + B_S, 0 \leq t)$. The integral domains for $D(a, B)$ and $\hat{D}(c, B)$ are illustrated in Fig. 9(a) and (b), respectively. Equation (19) implies that

$$\kappa(a, B) = \hat{\kappa}(c, B) = -\partial \hat{D}(c, B) / \partial c \partial B.$$ (20)

B. Numerical Implementation of Identification Method

This new identification method can be implemented as described below.

The stop model (7) using (8) in the discretized form is written as

$$S(B) = w(B) \sum_{n=1}^{N_S} \hat{g}_n(s_{\eta_n}(B))$$ (21)

where $\eta_n = n \Delta \eta, \Delta \eta = B_S/N_S (n = 1, \ldots, N_S, N_S$; the number of stop hysterons) and $\hat{g}_n$ is an input-independent shape function.
function for \( s_{\eta_0}(B) \). The shape function is assumed to be piecewise linear as

\[
\tilde{g}_n(s) = \tilde{g}_n(s_{m-1}) + \frac{\tilde{r}_{n,m}^{-1/2}}{\Delta s} (s - s_{m-1}) \quad (s_{m-1} \leq s \leq s_m, m = -n + 1, \ldots, n)
\]

(22)

where \( s_m = m\Delta s \) \((m = -N_s, \ldots, N_s)\), \( \Delta s = B_S/N_s \), and \( \tilde{r}_{n,m}^{-1/2} = \tilde{g}_n(s_m) - \tilde{g}_n(s_{m-1}) \). It is noteworthy that the piecewise linear shape function \( \tilde{g}_n \) has \((2n+1)\) nodes, whereas the identification method in [15], [16] uses a shape function having only \((n+1)\) nodes.

Measured descending curves of symmetric loops, \( h^{-}(\eta_k, B) \), \((k = 1, \ldots, N_s)\) are used for identification as follows. For inputs \( B = b_j \) \((b_j = jB_S/N_s, j = -k, \ldots, k)\), \( h^{-}(\eta_k, b_j) \) is given as

\[
\frac{h^{-}(\eta_k, b_j)}{w(b_j)} - \frac{-H_S}{w(-B_S)} = \sum_{n=1}^{N_s} \sum_{m=-n+1}^{n-1} \tilde{r}_{n,m}^{-1/2} \min(n, j + n - k)
\]

(23)

\[-H_S = w(-B_S) \sum_{n=1}^{N_s} \tilde{g}_n(-\eta_n)
\]

(24)

where \([x]\) indicates the smallest integer not less than \(x\). Equation (23) is the discretized description of (17). Summation in (23) is performed in the hatched region in Fig. 10(a), which cor-

Fig. 9. Integral domains: (a) integral domain for \( D(a, B) \), and (b) integral domain for \( D(c, B) \).

Fig. 10. Calculations of (23) and (26): (a) \( \tilde{h}_{n,m}^{-1/2} \) and (b) \( \tilde{r}_{n,m}^{-1/2} \).

responds to Fig. 9(a). The descending curves yield \( \tilde{r}_{n,m}^{-1/2} \) \((n = 1, \ldots, N_s, m = -n + 1, \ldots, n)\) as the following:

\[
\tilde{r}_{n,m}^{-1/2} = \tilde{h}_{n,m}^{-1} - \tilde{h}_{n+1,m}^{-1} - \tilde{h}_{n+1,m+1}^{-1} \quad (n = 1, \ldots, N_s, m = -n + 1, \ldots, n)
\]

(25)

\[
\tilde{h}_{n,m}^{-1} = \frac{h^{-}(\eta_k, b_{nm})}{w(b_{nm})} \quad (n = 1, \ldots, N_s, m = -n + 1, \ldots, n)
\]

(26)

\[
\tilde{h}_{N_s,N_s}^{-1} = \frac{h^{-}(\eta_{N_s}, b_{N_s})}{w(b_{N_s})}
\]

(27)
is also assumed to be piecewise loops: 1) the ascending and descending loops used for – of the curves than those in Fig. 8 because of the increase in the is the corresponding sequence of symmetrization.

Fig. 11. Stop model identified by the proposed method without symmetrization.

\[
\tilde{h}_{m,n}^- = h_{n+1,-n}^- , \quad \tilde{h}_{m,n}^- = h_{\min(n+2,N_s),-n}^- \\
(n = 0, \ldots, N_s - 1) \tag{28}
\]

\[
\tilde{h}_{N_s,m+1}^- = h_{N_s,m}^- (m = -N_s + 1, \ldots, N_s) . \tag{29}
\]

The calculation of (25) is illustrated in Fig. 10(b).

The weighting function \( w(B) \) is also assumed to be piecewise linear as

\[
w(B) = w_{j-1} + \frac{w_j - w_{j-1}}{b_j - b_{j-1}} (B - b_{j-1}) \quad (b_{j-1} \leq B \leq b_j) \tag{30}
\]

where

\[
w_j = h_M^+(b_j) - h_M^-(b_j) \quad (j = -N_s + 1, \ldots, N_s - 1) \tag{31}
\]

\[
w_{\pm N_s} = 2w_{\pm(N_s-1)} - w_{\pm(N_s-2)} . \tag{32}
\]

Fig. 11 shows hysteretic characteristics identified by the above method using (30)–(32) with 20 hysterons, where the ascending curves are not precisely represented. Fig. 12 shows symmetrized characteristics of this stop model that are given by symmetrizing the shape function as

\[
s_{m,m-\frac{1}{2}} = \left( \tilde{s}_{m,m-\frac{1}{2}} + \tilde{s}_{m,m+\frac{1}{2}} \right) . \tag{33}
\]

Fig. 12 shows that the symmetrized model yields smoother \( B-H \) curves than those in Fig. 8 because of the increase in the number of nodes of the piecewise linear shape functions.

V. IDENTIFICATION BY THE LEAST-SQUARES METHOD

A least-squares method can be applied for identification of the stop model [7], [20]. The least-squares method determines the shape function \( \tilde{s}_{m,n} \) so as to minimize

\[
\sum_{i}^{I} \left| H(B_i) - S(B_i) \right|^2 \tag{34}
\]

where \( B_i \) \((i = 1, 2, \ldots, I, I: \) the number of input points) is an input sequence and \( H(B_i) \) is the corresponding sequence of the measured magnetic field. It has been shown in [20] that the height difference \( \Delta \eta \) of the stop hysterons should not be smaller than the amplitude difference \( \Delta \alpha \) of the \( B-H \) loops used for identification (see the Appendix).

The discretized stop model (21) using (22) is identified by the least-squares method using (12) [i.e., (30)–(32)] with 20 hysterons, where the input sequence is given by both the symmetric and asymmetric \( B-H \) loops: 1) the ascending and descending curves of symmetric loops; 2) the first-order reversal curves from the negative saturation; and also 3) the first-order reversal curves from the positive saturation. The second and third types of curves are given from the descending curves of the asymmetric loops as \( \pm(B, h^{-}\alpha(B)) \) \((-B_3 \leq B \leq -B_3 + 2 \alpha)\). The third curves are required for symmetry.

The hysteretic characteristics identified by the least-squares method above are shown in Fig. 13. That figure shows that the least-squares method achieves a more precise representation than do the other identification methods as shown in Figs. 8 and
TABLE I
AVERAGE REPRESENTATION ERRORS (%) GIVEN BY THE FIVE IDENTIFICATION METHODS USING $w(B) = 1$

<table>
<thead>
<tr>
<th>method</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>symmetric loops</td>
<td>2.40</td>
<td>3.19</td>
<td>1.36</td>
<td>1.43</td>
<td>0.64</td>
</tr>
<tr>
<td>asymmetric loops</td>
<td>4.95</td>
<td>4.27</td>
<td>3.21</td>
<td>1.50</td>
<td>5.21</td>
</tr>
<tr>
<td>total error</td>
<td>3.89</td>
<td>3.77</td>
<td>2.47</td>
<td>1.47</td>
<td>3.71</td>
</tr>
</tbody>
</table>

TABLE II
AVERAGE REPRESENTATION ERRORS (%) GIVEN BY THE FIVE IDENTIFICATION METHODS USING THE $w(B)$ OF (12)

<table>
<thead>
<tr>
<th>method</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>symmetric loops</td>
<td>2.05</td>
<td>2.18</td>
<td>1.10</td>
<td>0.99</td>
<td>0.35</td>
</tr>
<tr>
<td>asymmetric loops</td>
<td>3.76</td>
<td>3.23</td>
<td>2.42</td>
<td>0.88</td>
<td>4.12</td>
</tr>
<tr>
<td>total error</td>
<td>3.03</td>
<td>2.80</td>
<td>1.88</td>
<td>0.94</td>
<td>2.92</td>
</tr>
</tbody>
</table>

12. However, the small discrepancy between the measured $H$ and the simulated one remains because the weighting function (12) is so simple that $H(B)/w(B)$ does not completely satisfy the property of equal vertical chords regardless of dc bias. Future work will address further improvement of the representation accuracy to find a more effective weighting function.

VI. COMPARISON OF IDENTIFICATION METHODS

The identification methods (below) examined in the previous sections are compared, where the weighting function (12) [i.e., (30)–(32)] is used for the input-dependent shape function:

(a) an identification method using loop widths of symmetric loops (corresponding to Figs. 3 and 8);
(b) an identification method using loop widths of asymmetric loops with symmetrization of the shape function;
(c) an identification method using descending curves of symmetric loops with symmetrization of the shape function (corresponding to Fig. 12);
(d) a least-squares method (corresponding to Fig. 13);
(e) a least-squares method using only the symmetric loops for identification.

Tables I and II list the average discrepancies between the measured $H(H(B))$ and the simulated one ($S(B)$). They are given by the five identification methods listed above using input-independent and input-dependent shape functions, respectively. The discrepancy (%) is given as the ratio of the root-mean-square of $|H(B) - S(B)|$ to the $H_S = 601$ A/m, where the input sequence of $B$ is given by the symmetric and asymmetric loops.

Tables I and II show that the least-squares method (d) using symmetric and asymmetric loops achieves the most precise representation of both the symmetric and asymmetric loops, whereas identification by the least-squares method (e) using only the symmetric loops results in poor representation accuracy of asymmetric loops. The newly proposed method (c) gives the smallest total representation error among identification methods (a), (c), and (e), which use only the symmetric loops. Comparison of Tables I and II shows that the simple weighting function (12) reduces the representation error effectively.

Next, two $B$–$H$ curves shown in Fig. 14 are simulated by the stop model identified by methods (a)–(d) using the weighting function (12) to examine the response to input sequences other than those used for identification. Obtained $B$–$H$ curves are plotted in Fig. 15, where the least-squares method achieves the most accurate representation.

VII. CONCLUDING REMARKS

The present paper proposed an input-dependent shape function for the stop model to remove the property of equal vertical chords regardless of dc bias. The present paper also proposed a new identification method for the stop model, which uses the descending curves of measured symmetric loops.

Comparison of results from several identification methods for the stop model shows:

- the input-dependent shape function using a simple weighting function effectively reduces the representation error;
• the least-squares method achieves the most accurate representation of both symmetric and asymmetric loops;
• if only the symmetric loops are available for identification, the newly proposed identification method gives a smaller representation error than the other methods, including the least-squares method.

APPENDIX

For convenience of the identification procedure, it is assumed that
\[
\tilde{g}_n(s_{n-1}) = 0, \quad (n = 1, \ldots, N_s - 1)
\]
\[
\tilde{g}_{N_s}(s_{N_s}) = \frac{-H_S}{u(-B_S)}. \tag{36}
\]
A given input sequence of \(B_i (i = 1, \ldots, N_s)\) uniquely determines the corresponding values of \(s_{n}(B_i) (n = 1, \ldots, N_s)\). Therefore, (21), (22), (35), and (36) lead to the corresponding output sequence \(S(B_i)\) written in the form of the sum of \(-H_S\) and a linear combination of \(f_{m,i}\), as
\[
S(B_i) = \alpha_i \cdot \kappa - H_S \tag{37}
\]
where \(\kappa = (\kappa_1, (1/2), \kappa_2, (1/2), \ldots, \kappa_{N_s}, (1/2))^T\) (transpose), and \(\alpha_i\) is the coefficient vector of the linear combination.

Identification by the least-squares method yields \(\kappa\) so as to minimize
\[
||A\kappa - b||^2 \tag{38}
\]
where \(A\) is the coefficient matrix of which the \(i\)th row is \(a_i^T\) and \(b\) is the vector of which the \(i\)th component is \(H(B_i) + H_S\).

Fig. 16 shows simulated \(B-H\) loops that are not used for identification by the least-squares method, where the solid lines are given by the stop model with 40 hysterons and the dashed lines are with 20 hysterons. Fig. 16 shows that the stop model using 40 hysterons yields unnatural \(B-H\) loops because of over-fitting to the \(B-H\) loops used for identification. A previous study [15], [16] has shown that a periodic input of \(B\) with amplitude \(a\) leads to a hysteretic response of the stop hysteron having height \(\eta < a\), and a reversible response of those with \(\eta \geq a\). This implies that the amplitude difference \(\Delta a\) of periodic inputs of \(B\) should not be larger than \(\Delta \eta\) [20]. This size limit would allow the identification to distinguish the responses of hysterons having heights \(k\Delta \eta (k = 1, 2, \ldots)\).
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