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Abstract. An omega regular language is the omega language which is recognized by a Buchi automaton. It has been known that the measure of an omega regular language recognized by a deterministic Buchi automaton is a rational number. This paper shows the measure of every omega regular language is a rational number.

1 Introduction

An omega regular language is the omega language which is recognized by a Buchi automaton. Many studies on omega regular languages and Buchi automata appear in the literatures [Staiger97, Thomas], which contain the proofs of most propositions in Sections 2 of this paper. An important property is that the recognizing power of non-deterministic Buchi automata is properly stronger than that of deterministic Buchi automata.

Yen Hsu-Chun and Lin Yih-Kai showed that the measure of an omega regular language recognized by a deterministic Buchi automaton is a rational number [Lin&Yen]. Unfortunately, their method cannot be applied to non-deterministic Buchi automata. Therefore, the characterisation on the general omega regular language has remained open.

The main result of this paper is that the measure of every omega regular language is a rational number. In order to prove this theorem, we will use two notions, which are irreducibility and sparseness. The definition of irreducibility is the following: an omega regular language $X \subseteq \Sigma^\omega$ is irreducible iff for each word $v \in \Sigma^*$ there is a word $w \in \Sigma^*$ such that $x \in X$ iff $v \cdot w \cdot x \in X$ for any $x \in \Sigma^\omega$. The definition of sparseness is the following: an omega regular language $X$ is sparse iff for each word $v \in \Sigma^*$ there is a word $w \in \Sigma^*$ such that $v \cdot w \cdot x \not\in X$ for any $x \in \Sigma^\omega$. The notion of irreducibility is not new at this paper. Staiger called irreducible sets strongly connected in the literature [Staiger83]. The purpose of these two notions is to show the detachment lemma (3.13). The detachment lemma states that an omega regular language can be divided into a sparse set and some other subsets each of which is the concatenation of a regular language and an irreducible set. We will show some other lemmata on the measures. Lemma 4.13 states that the measure of an irreducible set is 1 or 0. Lemma 4.14 states that the measure of a sparse set is 0. These three lemmata are crucial. And then, we will show the lemma such that the measure of each finite-state set is a rational number. The main lemma is proved with these lemmata above and the theorem by
Lin and Yen. Our main result is an immediate consequence of this main lemma, for an omega regular language is finite-state.

2 Buchi Automaton

Definition 2.1 (Buchi Automaton) A Buchi automaton is defined by five components \((\Sigma, S, T, s_0, F)\), where each component has the following meaning:

- \(\Sigma\) : alphabet, the set of symbols
- \(S\) : the set of states
- \(T \subset S \times \Sigma \times S\) : transition relation
- \(s_0 \in S\) : the initial state
- \(F\) : the set of final states

Actually, final states are not final, but are to be visited infinitely many times. We call them final states only because of the traditional reason.

Let \(B\) be a Buchi automaton such as \(B = (\Sigma, S, T, s_0, F)\). Then \(L(B)\) is a subset of \(\Sigma^\omega\) which defined as the following. For \((\sigma_1, \sigma_2, ...) \in \Sigma^\omega\), \((\sigma_1, \sigma_2, ...) \in L(B)\) iff there is \((s_1, s_2, ...) \in S^\omega\) such that \((s_{i-1}, \sigma_i, s_i) \in T\) for each \(i = 1, 2, ...,\) and that there are infinitely many \(i\)'s such that \(s_i \in F\). We say that the Buchi automaton \(B\) recognises the set \(L(B)\)

Definition 2.2 (Regularity) A set \(X \subset \Sigma^\omega\) is regular iff \(X = L(B)\) for some Buchi automaton \(B\).

Notation 2.3 A subset of \(\Sigma^\omega\) is called an omega language, and a regular subset of \(\Sigma^\omega\) is called an omega regular language. We sometimes call a omega language a set in this paper. Thus, an omega regular language is called a regular set. Note that what is called a set not always an omega language.

Remark 2.4 We call a subset of \(\Sigma^*\) a language. We use the notion of regular languages as the ordinal definition, which is defined with ordinal finite automata.

Proposition 2.5 (Buchi '60) A regular set is an \(F\sigma\delta\)-set.

Proof. By Buchi [Büchi], or also by Remark 3.4 on Page 354 in the literature [Staiger97].

Proposition 2.6 If \(W \subset \Sigma^*\) is a regular language. Then \(W \cdot \Sigma^\omega\) is recognised by a deterministic Buchi automaton.

Proof. By Proposition 3.4 on Page 355 with Theorem 3.1 on Page 354 in the literature [Staiger97].
Notation 2.7 For \( w = (w_1, w_2, ..., w_m) \in \Sigma^* \) and \( x = (x_1, x_2, ..., x_n) \in \Sigma^* \) or \( X = (x_1, x_2, ...) \in \Sigma^w \), we write \( w \cdot x \) or \( wx \) for the concatenation of \( w \) and \( x \) which is \((w_1, ..., w_m, x_1, ..., x_n) \) or \((w_1, ..., w_m, x_1, x_2, ...) \). For a word \( w \in \Sigma^* \) and a set \( X \subset \Sigma^w \), \( w \cdot X = \{w \cdot x \mid x \in X\} \). For sets \( W \subset \Sigma^* \) and \( X \subset \Sigma^w \), \( W \cdot X = \{w \cdot X \mid w \in W\} \).

Definition 2.8 (States) For \( X \subset \Sigma^w \) and \( w \in \Sigma^* \), we write \( X/w \) for \( \{x \in \Sigma^w \mid w \cdot x \in X\} \), and \( S(X) \) for \( \{Y \subset \Sigma^w \mid w \in \Sigma^*, Y = X/w\} \). We call a set in \( S(X) \) States of \( X \).

Remark 2.9 \((X - Y)/w = X/w - Y/w\)

Definition 2.10 (Finite-state sets) A set \( X \subset \Sigma^w \) is finite-state iff \( S(X) \) is finite.

Proposition 2.11 Each regular set is finite-state.

Proof. In [Thomas].

Proposition 2.12 For a finite-state set \( X \subset \Sigma^w \) and a set \( Y \subset \Sigma^w \), the set of words \( \{w \in \Sigma^* \mid X/w = Y\} \) is a regular language.

Proof. Easy.

3 Irreducible set

Definition 3.1 (Accessibility) For \( X, Y \in \Sigma^w \), the relation \( X \mapsto Y \) holds iff \( Y \in S(X) \), that is, there is \( w \in \Sigma^* \) such that \( Y = X/w \). This relation \( \mapsto \) is called accessibility.

Remark 3.2 Accessibility is reflexive and transitive.

Proposition 3.3 Let \( D \) be a non-empty finite set, and a relation \( \leq \) be a preorder over \( D \), that is, a reflexive transitive relation. Then, there is a maximal element with respect to the preorder \( \leq \).

Proof. Induction on the number of the elements of \( D \).

Definition 3.4 (Irreducibility) A finite-state set \( X \in \Sigma^w \) is irreducible iff \( Y \mapsto X \) for each \( Y \in S(X) \).

Remark 3.5 Irreducible sets are called strongly connected in the literature [Staiger83].

Proposition 3.6 For a finite-state set \( X \subset \Sigma^w \), there exists at least one irreducible set in \( S(X) \).
Proof. An irreducible set is a maximal element with respect to $\rightarrow^*$, and the domain $S(X)$ is non-empty and finite. Hence, it exists by Proposition 3.3.

Definition 3.7 (Sparseness) A finite-state set $X$ is sparse iff $Y \rightarrow^* \emptyset$ for each $Y \in S(X)$.

Proposition 3.8 If $X \in \Sigma^\omega$ is sparse and $Y \in S(X)$ is irreducible, then $Y = \emptyset$.

Proof. We have $Y \rightarrow^* \emptyset$ by the definition of sparseness. Hence $\emptyset \rightarrow^* Y$ because $Y$ is irreducible. Thus $Y = \emptyset$.

Definition 3.9 ($*$-operation) For sets $X,Y \subset \Sigma^\omega$, the set $X * Y \in \Sigma^\omega$ is defined as:

$$X * Y = \{w \cdot x \in X \mid \exists v \in \Sigma^*. x \in X/w = Y/v\} = \cup\{w \cdot (X/w) \mid X/w \in S(Y)\}.$$  

Remark 3.10 Let $X$ and $Y$ be subsets of $\Sigma^\omega$. Put $W = \{w \in \Sigma^* \mid X/w \in S(Y)\}$. Then, there is a prefix-free subset $V \subset W$ such that for each $w \in W$ there are $v \in V$ and $u \in \Sigma^*$ such that $v \cdot u = w$. It holds that $X * Y = \bigcup_{v \in V} v \cdot (X/v)$ for this $V$.

Remark 3.11 In general, for each $W \subset \Sigma^*$ there is a prefix-free subset $V \subset W$ such that for each $w \in W$ there are $v \in V$ and $u \in \Sigma^*$ such that $v \cdot u = w$. If $W$ is a regular language, then so is $V$.

Proposition 3.12 For sets $X,Y \in \Sigma^\omega$ and a word $w \in \Sigma^*$, $(X/w) * Y = (X * Y)/w$.

Proof. For $x \in \Sigma^\omega$, $x \in (X * Y)/w$ iff $wx \in X * Y$, which is equivalent to

$$\exists u,v \in \Sigma^*. \exists y \in \Sigma^\omega. wx = uy \& y \in X/u = Y/v.$$  

This is equivalent to

$$\exists u',v' \in \Sigma^*. \exists y \in \Sigma^\omega. u = uw' \& x = u'y \& y \in X/u = Y/v \quad \cdots (1)$$

or

$$\exists u,w',v \in \Sigma^*. \exists y \in \Sigma^\omega. w = uw' \& w'x = y \& y \in X/u = Y/v \quad \cdots (2)$$

By deleting the variable $u$, the upper case (1) is transformed into the equivalent formula:

$$\exists u',v \in \Sigma^*. \exists y \in \Sigma^\omega. x = u'y \& y \in X/u = Y/v.$$  

We consider the lower case (2). Suppose that

$$w = uw' \& w'x = y \& y \in X/u = Y/v.$$  

Then

$$x \in X/uw' = X/w = Y/wu'.$$

This implies

$$\exists u',v' \in \Sigma^*. \exists y' \in \Sigma^\omega. x = u'y' \& y' \in X/uw' = Y/v'.$$
by instantiating \( u' \) with empty word, \( u' \) with \( vu' \), and \( y' \) with \( x \). Therefore, the lower case (2) implies
\[
\exists u', v' \in \Sigma^*. \exists y' \in \Sigma^w. \ x = u'y' \land y' \in X/wu' = Y/v'.
\]
In the formula with disjunction, the right part of disjunction implies the left part. Hence, the whole formula is equivalent to the left part. Thus it is equivalent to:
\[
\exists u, v \in \Sigma^*. \exists y \in \Sigma^w. \ x = uy \land y \in X/wu = Y/v.
\]
This is equivalent to
\[
\exists u, v \in \Sigma^*. \exists y \in \Sigma^w. \ x = uy \land y \in (X/w)/u = Y/v.
\]
This is equivalent to \( x \in (X/w) \ast Y \).

**Lemma 3.13 (Detachment lemma)** For each finite-state set \( X \), there are a sparse set \( Z \), a finite index set \( I \) and indexed families \( \{W_i\}_{i \in I} \) and \( \{Y_i\}_{i \in I} \) such that
\[
X = Z \cup \bigcup_{i \in I} W_i \cdot Y_i
\]
where each \( W_i \) is a prefix-free regular language, each \( Y_i \) is an irreducible set, and \( W_i \cdot Y_i \cap W_j \cdot Y_j = \emptyset \) and \( Z \cap W_j \cdot Y_j = \emptyset \) for any \( i \neq j \).

**Proof.** The proof is done by induction on the number of the elements of \( S(X) - \{\emptyset\} \).

(Base case) If \( S(X) - \{\emptyset\} = \emptyset \), then \( X = \emptyset \) and the assertion of this lemma holds.

(Induction step) We show that the case of \( X \) can be reduced to the case of another \( X' \) where \( S(X') - \{\emptyset\} \) has less elements than \( S(X) - \{\emptyset\} \).

By the Proposition 3.6, there is at least one irreducible set in \( S(X) \). If the only irreducible set in \( S(X) \) is the empty set, then \( X \) is sparse, and the assertion of the lemma holds. Therefore we assume that there are non-empty irreducible set \( Y \in S(X) \). Put \( Y \in S(X) \) as such an irreducible set. Each \( Z \in S(Y) \) is also irreducible by the definition of irreducibility.

If \( S(X) = S(Y) \), then \( X \) is already irreducible, and the assertion of the lemma holds, because \( X = \emptyset \cup \{()\} \cdot X \) where \( \emptyset \) is sparse and the set \( \{(())\} \) is the singleton of empty words, which is a regular language. Therefore, we assume that \( S(X) \neq S(Y) \), that is, \( X \not\subset S(Y) \).

First we will show that \( X \ast Y \) can be decomposed as \( X \ast Y = \bigcup_{i \in I} W_i \cdot Y_i \) and it holds that for each \( i \in I \) the set \( W_i \) is a prefix-free regular language, and \( Y_i \in S(Y) \).

Let \( I \) be a index set which has the same number of elements as \( S(Y) \) has, and \( \{Y_i \mid i \in I\} \) be equal to \( S(Y) \). Put \( V_i = \{v \in \Sigma^* \mid X/v = Y_i\} \). Then \( X \ast Y = \bigcup_{i \in I} V_i \cdot Y_i = \bigcup_{i \in I} \bigcup_{v \in V_i} v \cdot (X/v) \). As Remark 3.10, there is a prefix-free subset \( W \subset \bigcup_{i \in I} V_i \) such that \( X \ast Y = \bigcup_{w \in W} w \cdot (X/w) \). Put \( W_i = W \cap V_i \). Then \( W_i \) is prefix-free.

As Proposition 2.12, each \( V_i \) is a regular language, then so is \( \bigcup_{i \in I} V_i \), because \( I \) is finite. As Remark 3.11, the subset \( W \) is a regular language, and then so is \( W_i \).
Therefore we have $X*Y = \bigcup_{i \in I} W_i \cdot Y_i$ where for each $i \in I$, $W_i$ is a prefix-free regular language and $Y_i \in S(Y)$. Moreover, each $V_i$ and $V_j$ are disjoint for $i \neq j$. Therefore each $W_i$ and $W_j$ are disjoint. In addition, $W_i \cup W_j$ is prefix-free. These facts imply that each $W_i \cdot Y_i$ and $W_j \cdot Y_j$ are disjoint.

Next we discuss $X - X*Y$.

The mapping $Z \mapsto Z - Z*Y$ is a function of $S(X)$ into $S(X - X*Y)$. That is because if $Z \in S(X)$ then $Z = X/w$ for some $w$. Hence $Z*Y = (X*Y)/w$ by Proposition 3.12, so $Z - Z*Y = X/w - (X*Y)/w = (X - X*Y)/w \in S(X - X*Y)$. Moreover, the mapping $Z \mapsto Z - Z*Y$ is a surjection. That is because if $Z' \in S(X - X*Y)$ then for some $w$, it holds that $Z' = (X - X*Y)/w = (X/w) - (X/w)*Y$ and $X/w \in S(X)$. Note that this mapping maps $Y$ into $Y - Y*Y = \emptyset$, and of course $\emptyset - \emptyset*Y = \emptyset$. Hence, the number of elements of $S(X - X*Y) - \{\emptyset\}$ is less than or equal to that of $S(X) - \{\emptyset, Y\}$. Thus, induction hypothesis holds for $S(X - X*Y)$.

By the induction hypothesis, there are a sparse set $Z$ and families $\{W'_i\}_{i \in I'}$ and $\{Y'_i\}_{i \in I'}$ such that $X - X*Y = Z \cup \bigcup_{i \in I'} W'_i \cdot Y'_i$ where $Z$, $\{W'_i\} = i \in I'$ and $\{Y'_i\} = i \in I'$ satisfies the disjointness in the assertion of this lemma.

Therefore

$$X = X*Y \cup (X - X*Y) = Z \cup \left( \bigcup_{i \in I'} W'_i \cdot Y'_i \right) \cup \left( \bigcup_{i \in I} W_i \cdot Y_i \right)$$

The disjointness in the assertion holds because $X*Y$ and $X - X*Y$ are disjoint.

## 4 Measure

**Remark 4.1** We fix the alphabet $\Sigma$ which consists of $n$ symbols.

**Notation 4.2** We use the notations $U$ and $U(w)$ such as $U = \Sigma^\omega$ and $U(w) = w \cdot \Sigma^\omega \subset \Sigma^\omega$ for $w \in \Sigma^*$.

**Definition 4.3 (Measure)** For a set $X \subset \Sigma^\omega$, the measure $\mu(X)$ is defined as:

$$\mu(X) = \inf \left\{ \sum_{i \in I} n^{-\text{length}(w_i)} \left| X \subset \bigcup_{i \in I} U(w_i) \right. \right\}.$$

**Definition 4.4 (Measurability)** A set $X \subset \Sigma^\omega$ is measurable iff $\mu(X) + \mu(U - X) = 1$.

**Remark 4.5** This $\mu(X)$ is usually called the outer measure if $X$ is not measurable.

**Remark 4.6** The following propositions 4.7 and 4.8 are easily seen form the discussion in the literature [Itô].
Proposition 4.7 If \( X \subset U \) is a \( \text{F}\sigma\delta \)-set, then \( X \) is measurable.

Proposition 4.8 If the set of words \( \{w_i \in \Sigma^* \mid i \in I\} \) is prefix-free, then, it holds that
\[
\mu \left( \bigcup_{i \in I} w_i \cdot X_i \right) = \sum_{i \in I} 2^{-\text{length}(w_i)} \mu(X_i).
\]

Lemma 4.9 A regular set is measurable.

Proof. By Propositions 2.5 and 4.7.

Theorem 4.10 (Lin & Yen '00) For each deterministic Buchi automaton \( B \), the measure \( \mu(L(B)) \) is rational.

Proof. By Lin and Yen [Lin&Yen].

Remark 4.11 Lin and Yen proves the theorem above with the property of Markov chains. A deterministic Buchi automaton is regarded as a Markov chain in their proof. Unfortunately, their method cannot be applied to non-deterministic Buchi automata.

Lemma 4.12 If \( X \) is irreducible, then for each \( Y \in S(X) \), \( \mu(X) = \mu(Y) \).

Proof. Because \( S(X) \) is finite, then there exists \( m = \max\{\mu(Y) \mid Y \in S(X)\} \). Put \( E = \{Y \in S(X) \mid \mu(Y) = m\} \). Then the assertion of this lemma is equivalent to \( E = S(X) \). We will prove this by reductio ad absurdum.

Suppose that \( S(X) - E \) is not empty. Put \( Y \) and \( Y' \) as \( Y \in E \) and \( Y' \in S(X) - E \). Because \( X \) is irreducible, there is a sequence of sets \( Y = Y_1, Y_2, ..., Y_{l-1}, Y_l = Y' \) such that \( Y_{i}/\sigma_i = Y_{i+1} \) for some \( \sigma_i \in \Sigma \). Because \( Y_1 \in E \) and \( Y_l \not\in E \), there is a pair \( (Y_i, Y_{i+1}) \) such that \( Y_i \in E \) and \( Y_{i+1} \not\in E \). Note that
\[
Y_i = \bigcup_{\sigma \in \Sigma} \sigma \cdot (Y_i/\sigma).
\]
By Proposition 4.8,
\[
\mu(Y_i) = \frac{1}{n} \sum_{\sigma \in \Sigma} \mu(Y_i/\sigma)
\]
Therefore,
\[
m \leq \frac{1}{n} \mu(Y_{i+1}) + \frac{n-1}{n} m < \frac{1}{n} m + \frac{n-1}{n} m = m,
\]
that is, \( m < m \). This is contradiction.

Lemma 4.13 For each irreducible set \( X \), \( \mu(X) = 1 \) or \( \mu(X) = 0 \).

Proof. We will prove this theorem by reductio ad absurdum.

Put \( m = \mu(X) \). If \( m \) is neither 1 nor 0, then there is \( \epsilon \) such that \( 0 < \epsilon < m(1 - m) \).

As the definition of \( \mu \), there is a set \( \{w_i \mid i \in I\} \) such that \( X \subset \bigcup_{i \in I} U(w_i) \) and that
\[ m < \sum_{i \in I} n^{-\text{length}(w_i)} < m + \epsilon. \]

Without loss of generosity we can assume that \( \{w_i \mid i \in I\} \) is prefix-free.

Then, there is a finite subset \( J \subset I \) such that
\[
\frac{\epsilon}{1 - m} < \sum_{j \in J} n^{-\text{length}(w_j)}.
\]

Put \( V = \bigcup_{j \in J} U(w_j) \), \( b = \mu(V) \) and \( l = \max\{\text{length}(w_j) \mid j \in J\} \). The number \( l \) exists because \( J \) is finite. Note \( b > \frac{\epsilon}{1 - m} \). Let \( K \) be the set \( \{v \in \Sigma^* \mid U(v) \not\subset V\} \). Then \( \bigcup_{v \in K} U(v) = U \setminus V \). The number \( n^l(1 - b) \) of all the elements of \( K \) is \( n^l \).

Thus, the following equations hold:
\[
X - V = X \cap \left( \bigcup_{v \in K} U(v) \right) = \bigcup_{v \in K} X \cap U(v) = \bigcup_{v \in K} v \cdot (X/v).
\]
By Lemma 4.12, \( \mu(X/v) = m \), hence by Proposition 4.8,
\[
\mu(X - V) = \sum_{v \in K} n^{-l} \mu(X/v) = (1 - b) \cdot m.
\]

Therefore,
\[
\mu(X \cup V) = \mu(V) + \mu(X - V) = b + m(1 - b) = m + b(1 - m) > m + \epsilon.
\]

On the other hand,
\[
X \subset \bigcup_{i \in I} U(w_i) \quad \text{and} \quad V \subset \bigcup_{i \in I} U(w_i).
\]
Thus
\[
X \cup V \subset \bigcup_{i \in I} U(w_i).
\]

Therefore
\[
\mu(X \cup V) \leq \mu \left( \bigcup_{i \in I} U(w_i) \right) < m + \epsilon.
\]

Those make contradiction.

\hspace{1cm} \blacksquare

**Lemma 4.14** The measure of a sparse set is 0.

**Proof.** Let \( X \subset U \) be sparse. Put \( Y \in \mathcal{S}(X) \) as \( \mu(Y) = \max\{\mu(Z) \mid Z \in \mathcal{S}(X)\} \).

Such \( Y \) exists because \( \mathcal{S}(X) \) is finite. Put \( w \in \Sigma^* \) as \( Y/w = \emptyset \) and \( l = \text{length}(w) \).

Then \( Y = \bigcup\{Y/v \mid v \in \Sigma^*, \text{length}(v) = l\} \). Hence
\[
\mu(Y) = \mu(Y/w) + \sum_{\text{length}(v) = l, v \neq w} \mu(Y/v) \leq \sum_{\text{length}(v) = l, v \neq w} \mu(Y) = (1 - 2^{-l})\mu(Y).
\]

because \( Y/v \in \mathcal{S}(X) \). Thus, \( \mu(Y) \leq (1 - 2^{-l})\mu(Y) \), which implies \( \mu(Y) = 0 \).

We have \( \mu(X) \leq \mu(Y) \) because of \( X \in \mathcal{S}(X) \), therefore \( \mu(X) = 0 \).

\hspace{1cm} \blacksquare
Lemma 4.15 The measure of a finite-state set is rational.

Proof. By the detachment lemma 3.13, \( X = Z \cup \bigcup_{i \in I} W_i \cdot Y_i \) where \( Z \) is sparse, the indexed set \( I \) is finite, each \( W_i \) is a regular language, each \( Y_i \) is regular, and all the summands of the union operator are disjoint to each other.

By Proposition 4.8, we have \( \mu(W_i \cdot Y_i) = \mu(W_i \cdot U) \cdot \mu(Y_i) \), hence \( \mu(X) = \mu(Z) + \sum_{i \in I} \mu(W_i \cdot U) \cdot \mu(Y_i) \).

By Proposition 4.14, \( \mu(Z) = 0 \), therefore, \( \mu(X) = \sum_{i \in I} \mu(W_i \cdot U) \cdot \mu(Y_i) \).

By Lemma 4.13, \( \mu(Y) \) is 1 or 0. Put \( J = \{ j \in I \mid \mu(Y_j) = 1 \} \), Then, \( \mu(X) = \sum_{j \in J} \mu(W_j \cdot U) \).

This summation is finite. By Lemma 4.10 and Proposition 2.6, each summand \( \mu(W_j \cdot U) \) is rational. It implies \( \mu(X) \) is finite.

Theorem 4.16 The measure of an omega regular language is rational.

Proof. By Proposition 2.11 and Lemma 4.15.

References


Acknowledgement

I am grateful for Lin Yih-Kai, Yamazaki Hideki, Ito Masami, Ludwig Staiger and Takahashi H. Masako for discussions and comments.