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Introduction

Let $\Omega$ be an exterior domain in $\mathbb{R}^n (n \geq 3)$, i.e., a domain having a compact complement $\mathbb{R}^n \setminus \Omega$ with the smooth boundary $\partial \Omega$. Consider the initial-boundary value problem of the Stokes equations in $\Omega \times (0, \infty)$:

\[
\begin{aligned}
\frac{\partial u}{\partial t} - \Delta u + \nabla p &= 0 \quad \text{in } x \in \Omega, \ 0 < t < \infty, \\
\text{div } u &= 0 \quad \text{in } x \in \Omega, \ 0 < t < \infty, \\
u &= 0 \quad \text{on } \partial \Omega, \quad u(x, t) \to 0 \quad \text{as } |x| \to \infty, \\
u|_{t=0} &= a,
\end{aligned}
\]

where $u = u(x, t) = (u_1(x, t), \ldots, u_n(x, t))$ and $p = p(x, t)$ denote the unknown velocity vector and pressure of the fluid at the point $(x, t) \in \Omega \times (0, \infty)$, while $a = a(x) = (a_1(x), \ldots, a_n(x))$ is the given initial velocity vector field.

It was shown by Solonnikov [22], [23] that for every $a \in L^q(\Omega)$ with $1 < q < \infty$, there exists a unique solution $u$ of (S) in $\mathcal{C}([0, \infty); L^q(\Omega))$ with $\partial_t u, \partial^2_t u \in C((0, \infty); L^r(\Omega))$ for all $q \leq r < \infty$. As for asymptotic behaviour of $u(t)$ as $t \to \infty$, Iwashita [8] proved the following $L^q - L^r$-estimates

\[
\begin{align}
\|u(t)\|_{L^r} &\leq C t^{-\frac{n}{2} \left(\frac{1}{q} - \frac{1}{r}\right)} \|a\|_{L^q} \quad \text{for } 1 < q \leq r \leq \infty, \\
\|\nabla u(t)\|_{L^r} &\leq C t^{-\frac{n}{2} \left(\frac{1}{q} - \frac{1}{r}\right) - \frac{1}{2}} \|a\|_{L^q} \quad \text{for } 1 < q \leq r \leq n,
\end{align}
\]

where $C = C(n, q, r)$ is a constant independent of $t > 0$ and $a \in L^q(\Omega)$. See also Chen [3].

The first purpose of this note is to investigate the above $L^q - L^r$-estimates for $q = 1$. It is an open question whether (S) has a solution when $a$ belongs to $L^1(\Omega)$. For every $a \in L^1(\Omega)$ with certain regularity, we shall establish (0.1) and (0.2) with some additional term on the right hand side. In this decade, many authors discussed on the $L^2$ decay of weak solutions to the Navier-Stokes equations in exterior domains([16], [9], [17], [1], [2], [12]). In particular, they made an effort to get the optimal decay rate in $L^2$ as $t \to \infty$. In exterior domains, the best decay rate up to the present was given by Borchers-Miyakawa
[2]; if the solution $u$ of (S) satisfies $\|u(t)\|_{L^2} = O(t^{-\alpha})$ as $t \to \infty$, then weak solutions $v$ of the Navier-Stokes equations with the same initial data $a$ are subordinate to the estimate

$$
(0.3) \quad \|v(t)\|_{L^2} = \begin{cases} 
O(t^{-\alpha}) & \text{provided } 0 \leq \alpha \leq n/4, \\
O(t^{-n/4}) & \text{provided } n/4 < \alpha.
\end{cases}
$$

This indicates that the decay order in $L^2$ of the Navier-Stokes flows seems to be dominated by the linear Stokes flow, and their best rate might be $t^{-n/4}$ which is formally obtained by taking $q = 1$ and $r = 2$ in (0.1). Our result may be regarded as concrete characterization of the initial data $a$ with which the Stokes flow $u(t)$ exhibits this marginal behaviour as $t \to \infty$. Simultaneously, it is an interesting question whether or not $\|u(t)\|_{L^2} = o(t^{-n/4})$.

Our second purpose is to show that more rapid decay of $\|u(t)\|_{L^r}$ than (0.1) occurs only in a special situation. Indeed, we shall prove that $\|u(t)\|_{L^r} = o(t^{-\frac{2n}{2(r-1)}})$ for some $1 < r \leq \infty$ if and only if there holds

$$
\int_0^\infty dt \int_{\partial\Omega} T[u,p](y,t) \cdot \nu dS_y = 0,
$$

where $T[u,p] = \{\partial u_i/\partial x_j + \partial u_j/\partial x_i - \delta_{ij}p\}_{i,j=1,...,n}$ denotes the stress tensor, and $\nu = (\nu_1, \ldots, \nu_n)$ and $dS$ denote the unit outward normal and the surface element of $\partial\Omega$, respectively.

## 1 Results

Before stating our results, we first introduce some function spaces. Let $C_{0,\rho}^\infty(\Omega)$ denote the set of all $C^\infty$ vector functions $\phi = (\phi_1, \ldots, \phi_n)$ with compact support in $\Omega$, such that $\text{div } \phi = 0$. $L^r_\sigma(\Omega)$ is the closure of $C_{0,\rho}^\infty(\Omega)$ with respect to the $L^r$-norm $\|\cdot\|_r \equiv \|\cdot\|_{L^r(\Omega)}$; $(\cdot, \cdot)$ denotes the duality pairing between $L^r(\Omega)$ and $L^{r'}(\Omega)$, where $1/r + 1/r' = 1$. $L^r(\Omega)$ stands for the usual (vector-valued) $L^r$-space over $\Omega$, $1 \leq r \leq \infty$. It is known that for $1 < r < \infty$, $L^r_\sigma(\Omega)$ is characterized as

$$
L^r_\sigma(\Omega) = \{u \in L^r(\Omega); \text{div } u = 0 \quad \text{in } \Omega, \quad u \cdot \nu = 0 \quad \text{on } \partial\Omega \text{ in the sense } W^{1-1/r',r'}(\partial\Omega)^* \}
$$

and that there holds the Helmholtz decomposition

$$
L^r(\Omega) = L^r_\sigma(\Omega) \oplus G^r(\Omega) \quad \text{(direct sum), } 1 < r < \infty,
$$

where $G^r(\Omega) = \{\nabla p \in L^r(\Omega); p \in L^r_{loc}(\Omega)\}$. We denote by $P_r$ the projection operator from $L^r(\Omega)$ onto $L^r_\sigma(\Omega)$ along $G^r(\Omega)$. Then the Stokes operator $A_r$ is defined by $A_r = -P_r \Delta$ with the domain $D(A_r) = \{u \in W^{2,r}(\Omega) \cap L^r_\sigma(\Omega); u|_{\partial\Omega} = 0\}$. It is proved by Giga-Sohr [6] that $-A_r$ generates a uniformly bounded holomorphic semigroup $\{e^{-tA_r}\}_{t \geq 0}$ of class $C_0$ in $L^r_\sigma(\Omega)$ for $1 < r < \infty$. Hence one can define the fractional power $A_r^\alpha$ for $0 \leq \alpha \leq 1$. There holds an embedding $D(A_r^\alpha) \subset W^{2\alpha,r}(\Omega)$ with

$$
\|u\|_{W^{2\alpha,r}(\Omega)} \leq C(\|u\|_r + \|A_r^\alpha u\|_r), \quad u \in D(A_r^\alpha),
$$

(1.2)
where $C = C(n, r, \alpha)$ is independent of $u$.

For $a \in L_\sigma^r(\Omega)$, $u(t) = e^{-tA}a$ gives a unique solution of (S) together with a scalar function $p$ such that
\begin{equation}
\nabla p \in C((0, \infty); L^r(\Omega)).
\end{equation}
We call such $p$ the pressure associated with $u$. In particular, if $1 < r < n$, by (S) and the Sobolev embedding([6, Corollary 2.2]), we may take $p$ so that $p \in C((0, \infty); L^{nr/(n-r)}(\Omega))$.

Throughout this paper, we impose the following assumption on the initial data.

**Assumption.** For some $n/(n-2) < q_* < \infty$ and $\varepsilon > 0$ the initial data $a$ belongs to $L^1(\Omega) \cap D(A_{q_*}^{\varepsilon})$.

Our first result now reads:

**Theorem 1.** Let the Assumption hold. Then we have
\begin{align}
&\|e^{-tA}a\|_r \leq C t^{-\frac{n}{2}(1-\frac{1}{r})} (\|a\|_1 + \|a\|_{q_*} + \|A^\varepsilon a\|_{q_*}), \quad 1 < r \leq \infty, \\
&\||\nabla e^{-tA}a||_r \leq C t^{-\frac{n}{2}(1-\frac{1}{r})} - \frac{1}{2} (|a|_1 + \|a\|_{q_*} + \|A^\varepsilon a\|_{q_*}), \quad 1 \leq r \leq n,
\end{align}
for all $t > 2$ with $C = C(n, q_*, \varepsilon, r)$ independent of $a$.

**Remarks.** 1. In (1.4), we do not know whether $r = 1$ is possible. It is shown by the author [15] that $u \in C([0, \infty); L^1(\Omega))$ with its associated pressure $p \in C((0, \infty); L^{n/(n-1)}(\Omega))$ if and only if the net force exerted to $\partial \Omega$ by the fluid is equal to zero:
\begin{equation}
\int_{\partial \Omega} T[u, p](y, t) \cdot \nu dS_y = 0 \quad \text{for all } 0 < t < \infty,
\end{equation}
where $T[u, p] = \{\partial u_i/\partial x_j + \partial u_j/\partial x_i - \delta_{ij}p\}_{i,j=1,\ldots,n}$ denotes the stress tensor, and $\nu = (\nu_1, \ldots, \nu_n)$ and $dS$ denote the unit outward normal and the surface element of $\partial \Omega$, respectively. Hence, it seems to be difficult to take $r = 1$ in (1.4) for all $a$ satisfying the Assumption.

2. On the other hand, in (1.5), we may include $r = 1$. This is closely related to the fact that $\nabla \Gamma_t$ belongs to the Hardy space $H^1(\mathbb{R}^n)$, where $\Gamma_t(x) = (4\pi t)^{-n/2} e^{-|x|^2/4t}$ denotes the Gauss kernel. In the half-space $\mathbb{R}^+_n$, Giga-Matsui-Shimizu [7] obtained a sharper estimate than (1.5) like $H^1 - L^r$-type.

We next investigate the more rapid decay than (1.4):

**Theorem 2.** Let $a$ be as in the Assumption. If
\begin{equation}
\|e^{-tA}a\|_r = o(t^{-\frac{n}{2}(1-\frac{1}{r})}) \quad \text{for some } 1 < r \leq \infty
\end{equation}
as $t \to \infty$, then there holds
\begin{equation}
\int_0^\infty dt \int_{\partial \Omega} T[u, p](y, t) \cdot \nu dS_y = 0.
\end{equation}
Conversely, if (1.8) holds, then we have

\[
\begin{align*}
\|e^{-tA}a\|_r &= o(t^{-\frac{n}{2}(1-\frac{1}{r})}), & \text{for all } 1 < r \leq \infty \\
\|
abla e^{-tA}a\|_r &= o(t^{-\frac{n}{2}(1-\frac{1}{r})-\frac{1}{2}}), & \text{for all } 1 < r \leq n
\end{align*}
\]

as \( t \to \infty \).

Remarks. 1. Theorem 2 shows a significant difference of asymptotic behaviour of solutions between the whole space \( \mathbb{R}^n \) and exterior domains. In \( \mathbb{R}^n \), the Stokes semi-group \( e^{-tA} \) is essentially identical with the heat operator so that we have \( \lim_{t \to \infty} \|e^{-tA}a\|_{L^1(\mathbb{R}^n)} = 0 \) for all \( a \in L^1(\mathbb{R}^n) \) with \( \text{div } a = 0 \). Hence both (1.9) and (1.10) are always true in \( \mathbb{R}^n \). Furthermore, if we impose some momentum condition on \( a \), then the better decay than (1.9) and (1.10) can be obtained. See Miyakawa [18, Lemma 3.3].

2. (1.7) is a condition on the solution \( u(t) \) to (S) at \( t = \infty \). On the other hand, (1.8) is restriction on the solution on the whole interval \( t \in (0, \infty) \). So, it turns out that the more rapid decay in \( L^r \) than \( t^{-\frac{n}{2}(1-\frac{1}{r})} \) as \( t \to \infty \) has an influence even on the global behaviour on \( (0, \infty) \) of the solution \( u(t) \).

3. As we have seen in (0.1), for \( a \in L^q_{\sigma}(\Omega) \) with the lower integral exponent \( q \), the better decay of \( \|e^{-tA}a\|_r \) for \( q \leq r \leq \infty \) as \( t \to \infty \) is expected. Theorem 2 states that, in general situations in exterior domains, we cannot realize the better decay than Theorem 1, and that the condition on the net force exerted \( \partial \Omega \) such as (1.6) and (1.8) controls the asymptotic behaviour of the solutions \( u(x,t) \) as \( |x| \to \infty, t \to \infty \). As for the influence of the net force on the solutions of the stationary problems, see e.g., Finn [4], [5] and Kozono-Sohr[13]. See also [14].

## 2 Representation formula

In this section, we shall establish a representation formula of the solution to (S) for the initial boundary data \( a \) satisfying the Assumption. To this end, we need to investigate the behaviour of the integral identity \( \int_{\partial\Omega} T[u,p](y,t) \cdot \nu(y) dS_y \) as \( t \to 0 \). We observe also its behaviour as \( t \to \infty \). In what follows we shall denote by \( C \) various constants. In particular, \( C = C(\ast, \cdots, \ast) \) denotes constants depending only on the quantities appearing in the parenthesis.

**Lemma 2.1** Let \( n/(n-2) < q_* < \infty \) and let \( q \) be as \( 1/q - 1/n = 1/q_* \), i.e., \( q = nq_*/(n + q_*) \). For every \( 1 < l < q \), there is a constant \( C = C(n,q_*,l) \) such that

\[
\int_{\partial\Omega} (|\nabla u(y,t)| + |p(y,t)|) dS_y \leq C t^{-\frac{n}{2}(1-\frac{1}{q_*})} (\|a\|_1 + \|a\|_{q_*})
\]

for all \( 1 \leq t < \infty \) and all \( u \in L^1(\Omega) \cap L^{\infty} (\Omega) \), where \( u(t) = e^{-tA}a \) with its associated pressure \( p \). If, in addition, a satisfies the Assumption, then there holds

\[
\int_{\partial\Omega} (|\nabla u(y,t)| + |p(y,t)|) dS_y \leq C t^{\alpha - 1} (\|a\|_1 + \|a\|_{q_*} + \|A^\alpha a\|_{q_*})
\]
with $\alpha \equiv \left(\frac{1-1/q}{1-/q^*}\right)\varepsilon$ for all $0 < t \leq 1$, where $C = C(n, q^*, \varepsilon)$.

Let us recall the fundamental tensor $\{E_{ij}(x, t)\}$, $i, j = 1, \cdots, n$ to (S) defined by
\[
E_{ij}(x, t) = \Gamma(x, t)\delta_{ij} + \frac{\partial^2}{\partial x_i \partial x_j} (\Gamma(\cdot, t) \ast G)(x), \quad i, j = 1, \cdots, n,
\]
where
\[
\Gamma(x, t) = \frac{1}{(4\pi t)^\frac{1}{2}} e^{-\frac{|x|^2}{4t}}, \quad G(x) = \frac{1}{(n-2)\omega_n|x|^{2-n}} (\omega_n: \text{area of the unit sphere in } \mathbb{R}^n).
\]

Our representation formula now reads:

**Theorem 2.1 (Representation formula)** Let $a$ be as in the Assumption. The solution $u(t) = e^{-tA}a$ to (S) can be represented as
\[
u_i(x, t) = \int_{\Omega} \Gamma(x - y, t)a_i(y)dy
+ \int_0^t d\tau \int_{\partial\Omega} \sum_{j,k=1}^n E_{ij}(x - y, t - \tau)T_{jk}[u, p](y, \tau)v_k(y)dS_y, \quad i = 1, \cdots, n,
\]
for all $(x, t) \in \Omega \times (0, \infty)$, where $T_{jk}[u, p](y, \tau) = \frac{\partial u_j}{\partial y_k}(y, \tau) + \frac{\partial u_k}{\partial y_j}(y, \tau) - \delta_{jk}p(y, \tau)$, $j, k = 1, \cdots, n$ and $\nu(y) = (\nu_1(y), \cdots, \nu_n(y))$ is the unit outward normal to $y \in \partial\Omega$.

Knightly [10, (6)] gave the representation formula to solutions of the Navier-Stokes equations by assuming $u(x, t) = o(1)$, $\nabla u(x, t), p(x, t) = o(|x|)$ as $|x| \to \infty$ locally uniformly in $t$. Mizumachi [19, Proposition 1] also showed under the stronger hypothesis than ours on the boundary integral in Lemma 2.1 which is due to Solonnikov [22].

3 $L^1 - L^r$ estimates; Proof of Theorem 1

To prove (1.4), we shall first restrict ourself to the case
\[
1 < r < n/(n-2).
\]
By Theorem 2.1, $u(t) = e^{-tA}a$ can be expressed as
\[
u_i(x, t) = \nu_i(x, t) + w(x, t)
\]
for all $(x, t) \in \Omega \times (0, \infty)$, where $\nu(x, t) = (\nu_1(x, t), \cdots, \nu_n(x, t))$ and $w(x, t) = (w_1(x, t), \cdots, w_n(x, t))$ with
\[
u_i(x, t) \equiv \int_{\Omega} \Gamma(x - y, t)a_i(y)dy, \quad i = 1, \cdots, n.
\]
\[
w_i(x, t) \equiv \int_0^t d\tau \int_{\partial\Omega} \sum_{j,k=1}^n E_{ij}(x - y, t - \tau)T_{jk}[u, p](y, \tau)v_k(y)dS_y, \quad i = 1, \cdots, n.
\]
By the Hausdorff-Young inequality, we have

\begin{equation}
\|v(t)\|_r \leq \|\Gamma(\cdot,t)\|_r \|a\|_1 \leq C t^{-\frac{n}{2}(1-\frac{1}{q})} \|a\|_1 \quad \text{for all } t > 0
\end{equation}

with \( C = C(n, r) \) independent of \( a \). As for the estimate of \( \|w(t)\|_r \), we notice that the fundamental tensor \( \{E_{ij}\}_{i,j=1}^n \) can be expressed as

\begin{equation}
E_{ij}(\cdot,t) = (\delta_{ij} + R_i R_j) \Gamma(\cdot,t), \quad i, j = 1, \ldots, n,
\end{equation}

where \( R_i = \frac{\partial}{\partial x_i} (-\Delta)^{-\frac{1}{2}} \), \( i = 1, \ldots, n \) denote the Riesz transforms. Since \( R_i \) is bounded from \( L^r(\mathbb{R}^n) \) into itself, we have

\begin{equation}
\|\partial_x^m \partial_t^k E_{ij}(\cdot,t)\|_r \leq C t^{-\frac{n}{2}(1-\frac{1}{q}) - \frac{m}{2} - \frac{k}{2}} \quad \text{for all } t > 0,
\end{equation}

which yields

\begin{equation}
\|w(t)\|_r \leq \sum_{i,j,k=1}^n \int_0^t d\tau \int_{\partial\Omega} \|E_{ij}(\cdot-y, t-\tau) T_{jk}[u,p](y, \tau) \nu_k(y)\|_r dS_y
\end{equation}

\begin{equation}
\leq \sum_{i,j,k=1}^n \int_0^t d\tau \int_{\partial\Omega} |T_{jk}[u,p](y, \tau) \nu_k(y)| \|E_{ij}(\cdot-y, t-\tau)\|_r dS_y
\end{equation}

\begin{equation}
\leq C \int_0^t (t-\tau)^{-\frac{n}{2}(1-\frac{1}{q})} \left( \int_{\partial\Omega} (|\nabla u(y, \tau)| + |p(y, \tau)|) dS_y \right) d\tau
\end{equation}

By (2.2) there holds

\begin{equation}
\int_0^1 (t-\tau)^{-\frac{n}{2}(1-\frac{1}{q})} \left( \int_{\partial\Omega} (|\nabla u(y, \tau)| + |p(y, \tau)|) dS_y \right) d\tau
\end{equation}

\begin{equation}
\leq C (t-1)^{-\frac{n}{2}(1-\frac{1}{q})} (\|a\|_1 + \|a\|_{q_*} + \|A^\varepsilon a\|_{q_*}) \int_0^1 \tau^{\alpha-1} d\tau
\end{equation}

\begin{equation}
\leq C t^{-\frac{n}{2}(1-\frac{1}{q})} (\|a\|_1 + \|a\|_{q_*} + \|A^\varepsilon a\|_{q_*})
\end{equation}

for all \( t > 2 \). Next, we take \( 1 < q \equiv n q_*/(n + q_*) \) so that

\[ 1/q_* < 1/l - 2/n. \]

For such \( l \), there holds

\begin{equation}
\frac{n}{2} \left( \frac{1}{l} - \frac{1}{q_*} \right) + 1 < 0.
\end{equation}

By (2.1) and (3.8) we have

\begin{equation}
\int_0^{t/2} (t-\tau)^{-\frac{n}{2}(1-\frac{1}{q})} \left( \int_{\partial\Omega} (|\nabla u(y, \tau)| + |p(y, \tau)|) dS_y \right) d\tau
\end{equation}

\begin{equation}
\leq C(\|a\|_1 + \|a\|_{q_*}) \int_0^{t/2} (t-\tau)^{-\frac{n}{2}(1-\frac{1}{q}) - \frac{1}{2} \left( \frac{1}{l} - \frac{1}{q_*} \right) d\tau
\end{equation}

\begin{equation}
\leq C(\|a\|_1 + \|a\|_{q_*}) t^{-\frac{n}{2}(1-\frac{1}{q})} \left( 1 - (t/2)^{-\frac{n}{2}(1-\frac{1}{q}) + 1} \right)
\end{equation}

\begin{equation}
\leq C(\|a\|_1 + \|a\|_{q_*}) t^{-\frac{n}{2}(1-\frac{1}{q})}
\end{equation}
for all \( t > 2 \). It follows from (3.1) that \(-\frac{n}{2}(1 - \frac{1}{r}) > -1\), and hence again by (2.1) and (3.8) we have
\[
\int_{t/2}^{t} (t - \tau)^{-\frac{n}{2}(1 - \frac{1}{r})} \left( \int_{\partial \Omega} (|\nabla u(y, \tau)| + |p(y, \tau)|) dS_y \right) d\tau 
\]
\[
\leq C(\|a\|_1 + \|a\|_{q_*}) t^{-\frac{n}{2}(1 - \frac{1}{r})} \int_{t/2}^{t} (t - \tau)^{-\frac{n}{2}(1 - \frac{1}{r})} d\tau 
\]
\[
\leq C(\|a\|_1 + \|a\|_{q_*}) t^{-\frac{n}{2}(1 - \frac{1}{r}) + 1 - \frac{n}{2}(1 - \frac{1}{r})} 
\]
\[
= C(\|a\|_1 + \|a\|_{q_*}) t^{-\frac{n}{2}(1 - \frac{1}{r})} 
\]
for all \( t > 2 \). Gathering (3.7), (3.9) and (3.10), we obtain from (3.6)
\[
(3.11) \quad \|w(t)\|_r \leq C t^{-\frac{n}{2}(1 - \frac{1}{r})}(\|a\|_1 + \|a\|_{q_*} + \|A^\epsilon a\|_{q_*}), \quad t > 2 
\]
provided \( 1 < r < n/(n-2) \). Now it follows from (3.2), (3.3) and (3.11) that
\[
(3.12) \quad \|e^{-tA}a\|_r \leq C t^{-\frac{n}{2}(1 - \frac{1}{r})}(\|a\|_1 + \|a\|_{q_*} + \|A^\epsilon a\|_{q_*}), \quad t > 2 
\]
provided \( 1 < r < n/(n-2) \). In case \( n/(n-2) \leq r \leq \infty \), we may take \( \tilde{r} \) so that \( 1 < \tilde{r} < n/(n-2) \). Then by (0.1) and (3.12)
\[
(3.13) \quad \|e^{-tA}a\|_r \leq C t^{-\frac{n}{2}(1 - \frac{1}{r})}(\|a\|_1 + \|a\|_{q_*} + \|A^\epsilon a\|_{q_*}) 
\]
for all \( t > 4 \). From (3.12) and (3.13) we obtain (1.4).

Next, we shall prove (1.5). In case \( 1 < r \leq n \), we have by (0.2) and (1.4) just proved that
\[
\|\nabla e^{-tA}a\|_r = \|\nabla e^{-\frac{t}{2}A}e^{-\frac{t}{2}A}a\|_r 
\]
\[
\leq C t^{-\frac{n}{2}(1 - \frac{1}{r})}(\|a\|_1 + \|a\|_{q_*} + \|A^\epsilon a\|_{q_*}) 
\]
\[
(3.14) \quad \|\nabla w(t)\|_1 \leq C t^{-\frac{n}{2}(1 - \frac{1}{r})}(\|a\|_1 + \|a\|_{q_*} + \|A^\epsilon a\|_{q_*}), \quad t > 2 
\]
for all \( t > 4 \), which yields (1.5) except for \( r = 1 \).

Finally, it remains to prove (1.5) for \( r = 1 \). Similarly to (3.3) , we can show easily that \( \|\nabla v(t)\|_1 \leq C t^{-1/2}\|a\|_1 \) for all \( t > 0 \) with \( C = C(n) \) independent of \( a \). Hence it suffices to prove
\[
(3.15) \quad \|\nabla w(t)\|_1 \leq C t^{-\frac{n}{2}(1 - \frac{1}{r})}(\|a\|_1 + \|a\|_{q_*} + \|A^\epsilon a\|_{q_*}) \quad \text{for all } t > 2. 
\]

It is well-known that \( \nabla \Gamma(\cdot, t) \in H^1 \) with \( \|\nabla \Gamma(\cdot, t)\|_{H^1} \leq C t^{-\frac{1}{2}} \), where \( H^1 \) denotes the Hardy space on \( \mathbb{R}^n \). Since the Riesz transform \( R_i, i = 1, \ldots, n \) is bounded from \( H^1 \) into itself, we have by (3.4)
\[
\|\nabla E_{ij}(\cdot, t)\|_1 \leq C \|\nabla \Gamma(\cdot, t)\|_{H^1} \leq C t^{-\frac{1}{2}}, \quad i, j = 1, \ldots, n \quad \text{for all } t > 0. 
\]
See e.g., Stein [24, Chapter III, 1.2.4]. Hence, as we have derived (3.6) from (3.5), we obtain
\[
\|\nabla w(t)\|_1 \leq C \int_0^t (t - \tau)^{-\frac{1}{2}} \left( \int_{\partial \Omega} (|\nabla u(y, \tau)| + |p(y, \tau)|) dS_y \right) d\tau.
\]
(3.16)

Now it is easy to see that the same procedure as in (3.7), (3.9) and (3.10) works to the estimate of the right hand side of (3.16), and we get (3.15). This completes the proof of Theorem 1.

4 More rapid decay; Outline of the proof of Theorem 2

Without loss of generality, we may assume
\[
\|e^{-tA}a\|_r = o(t^{-\frac{n}{2}(1-\frac{1}{r})}) \quad \text{for some } 1 < r < n/(n-1) \text{ as } t \to \infty.
\]
(4.1)

Indeed, if (1.7) holds for some $n/(n-1) \leq r \leq \infty$, then by choosing $1 < r_0 < r_1 < n/(n-1)$ and $0 < \theta < 1$ with $1/r_1 = (1 - \theta)/r_0 + \theta/r$, we have
\[
\|e^{-tA}a\|_{r_1} \leq \|e^{-tA}a\|_{r_0}^{1-\theta} \|e^{-tA}a\|_{r_1}^{\theta} = O(t^{-\frac{n}{2}(1-\frac{1}{r_0})(1-\theta)}) \cdot o(t^{-\frac{n}{2}(1-\frac{1}{r_1})}) = o(t^{-\frac{n}{2}(1-\frac{1}{r_1})})
\]
as $t \to \infty$, which yields (4.1). By Theorem 2.1, we have similarly to (3.2) that
\[
u_i(x, t) = v_i(x, t) + \tilde{w}_i(x, t) + \sum_{j=k=1}^n E_{ij}(x, t) \int_{0}^{t} \int_{\partial \Omega} T_{jk}[u, p](y, \tau) \nu_k(y) dS_y, \quad i = 1, \ldots, n,
\]
(4.2)

for all $(x, t) \in \Omega \times (0, \infty)$, where $v = (v_1, \ldots, v_n)$ is the same as in (3.2) and $\tilde{w} = (\tilde{w}_1, \ldots, \tilde{w}_n)$ is defined by
\[
\tilde{w}_i(x, t) \equiv \sum_{j=k=1}^n \int_{0}^{t} \int_{\partial \Omega} \{E_{ij}(x - y, t - \tau) - E_{ij}(x, t)\} T_{jk}[u, p](y, \tau) \nu_k(y) dS_y, \quad i = 1, \ldots, n.
\]
(4.3)

Let us first show that
\[
\|v(t)\|_r = o(t^{-\frac{n}{2}(1-\frac{1}{r})}) \quad \text{for } 1 \leq r \leq \infty \text{ as } t \to \infty.
\]
(4.4)

Indeed, defining $\hat{a}(x) = a(x)$ for $x \in \Omega$ and $= 0$ for $x \in \mathbb{R}^n \setminus \Omega$, we have
\[
v(x, t) = \int_{y \in \mathbb{R}^n} \Gamma(x - y, t) \hat{a}(y) dy = e^{t\Delta} \hat{a}(x) = e^{\frac{1}{2} \Delta}(e^{\frac{1}{2} \Delta} \hat{a})(x)
\]
for $(x, t) \in \Omega \times (0, \infty)$, where $e^{t\Delta}$ denotes the heat semi-group in $\mathbb{R}^n$. Hence there holds
\[
\|v(t)\|_r \leq \|e^{\frac{1}{2} \Delta}(e^{\frac{1}{2} \Delta} \hat{a})\|_{L^r(\mathbb{R}^n)} \leq C t^{-\frac{n}{2}(1-\frac{1}{r})} \|e^{\frac{1}{2} \Delta} \hat{a}\|_{L^1(\mathbb{R}^n)}, \quad 1 \leq r \leq \infty, \ t > 0.
\]
(4.5)
Since \( a \in L^1(\Omega) \cap L^q_{\sigma}(\Omega) \) for \( q_* > n/(n-2) \), it follows from [15, Lemma 2.2] that
\[
\int_{\mathbb{R}^n} \tilde{a}_i(y) \, dy = \int_{\Omega} a_i(y) \, dy = 0, \quad i = 1, \ldots, n.
\]
By an elementary argument, we can show that this mean value property yields
\[
\| e^{\frac{t}{2} \Delta} \tilde{a} \|_{L^1(\mathbb{R}^n)} \to 0 \quad \text{as } t \to \infty.
\]
From this and (4.5) we obtain (4.4).

By a slightly technical calculation, we can also show
\[
(4.6) \quad \| \hat{\nu}(t) \|_r = o(t^{-\frac{n}{2}(1-\frac{1}{r})}), \quad 1 < r < n/(n-1) \quad \text{as } t \to \infty.
\]

On the other hand, there holds
\[
\liminf_{t \to \infty} t^{\frac{1}{n} (1-\frac{1}{r})} \left\| \sum_{j=1}^{n} E_{ij}(\cdot, t) \int_0^t f_j(\tau) \, d\tau \right\|_r
\]
\[
\geq \left( \int_{y \in \mathbb{R}^n} \left\| \sum_{j=1}^{n} E_{ij}(y, 1) \int_0^\infty f_j(\tau) \, d\tau \right\|_r \, dy \right)^{\frac{1}{r}}, \quad i = 1, \ldots, n
\]
for all \( 1 < r < \infty \), where
\[
f_j(\tau) = \int_{\partial \Omega} \sum_{k=1}^{n} T_{jk}[u, p](y, \tau) \nu_k(y) \, d\nu_y, \quad j = 1, \ldots, n.
\]

First, if we take \( l \) as in (3.8), then Lemma 2.1 yields \( \int_0^\infty f_j(\tau) \, d\tau < \infty, j = 1, \ldots, n \). Since \( E_{ij}(x, t) = t^{-n/2} E_{ij}(x/\sqrt{t}, 1) \), we have
\[
t^{\frac{1}{2} (1-\frac{1}{r})} \left\| \sum_{j=1}^{n} E_{ij}(\cdot, t) \int_0^t f_j(\tau) \, d\tau \right\|_r
\]
\[
= t^{-\frac{n}{2r}} \left\| \sum_{j=1}^{n} E_{ij}(\cdot/\sqrt{t}, 1) \int_0^t f_j(\tau) \, d\tau \right\|_r
\]
\[
\geq t^{-\frac{n}{2r}} \left( \int_{|x| \geq R} \left\| \sum_{j=1}^{n} E_{ij}(x/\sqrt{t}, 1) \int_0^t f_j(\tau) \, d\tau \right\|_r \, dx \right)^{\frac{1}{r}}
\]
(by changing variable \( x \to y = x/\sqrt{t} \))
\[
= \left( \int_{|y| \geq R/\sqrt{t}} \left\| \sum_{j=1}^{n} E_{ij}(y, 1) \int_0^t f_j(\tau) \, d\tau \right\|_r \, dy \right)^{\frac{1}{r}}
\]
\[
\to \left( \int_{y \in \mathbb{R}^n} \left\| \sum_{j=1}^{n} E_{ij}(y, 1) \int_0^\infty f_j(\tau) \, d\tau \right\|_r \, dy \right)^{\frac{1}{r}} \quad \text{as } t \to \infty,
\]
which implies (4.7).

Now, assume that (1.7) holds. Then it follows from (4.2), (4.4) and (4.6) and (4.7) that

\[(4.8) \quad \sum_{j=1}^{n} E_{ij}(y, 1) \int_{0}^{\infty} f_j(\tau) d\tau = 0, \quad i = 1, \ldots, n \quad \text{for all } y \in \mathbb{R}^n.\]

Since \( \hat{E}_{ij}(\xi, 1) = \left( \delta_{ij} - \frac{\xi_i \xi_j}{|\xi|^2} \right) e^{-|\xi|^2} \), \( i, j = 1, \ldots, n \), we have by (4.8) that

\[\sum_{j=1}^{n} (\delta_{ij} - \omega_j \omega_j) \int_{0}^{\infty} f_j(\tau) d\tau = 0, \quad i = 1, \ldots, n\]

for all \( \omega = (\omega_1, \ldots, \omega_n) \in \mathbb{R}^n \) with \( |\omega| = 1 \). Obviously, we conclude that

\[\int_{0}^{\infty} f_1(\tau) d\tau = \cdots = \int_{0}^{\infty} f_n(\tau) d\tau = 0,\]

which implies (1.8).

Conversely, if (1.8) holds, then we have by (4.2), (4.4) and (4.6) that

\[\|u(t)\|_r \leq \|v(t)\|_r + \|\tilde{w}(t)\|_r + \sum_{i,j=1}^{n} \|E_{ij}(\cdot, t)\|_r \int_{0}^{t} f_j(\tau) d\tau\]

\[= o(t^{-\frac{3}{2}(1-\frac{1}{r})})\]

for all \( 1 < r < n/(n-1) \) as \( t \to \infty \). By the same technique as in (3.13) and (3.14), we get (1.8) and (1.9). This proves Theorem 2.
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