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Kyoto University
The Cowling–Price theorem for semisimple Lie groups

1. Introduction

The mathematical uncertainty principle, roughly speaking, states that a nonzero function and its Fourier transform cannot both be sharply localized. First of all, in the case of Euclidean space, G. H. Hardy showed that if a measurable function $f$ on $\mathbb{R}$ satisfies $|f(x)| \leq Ce^{-ax^2}$ and $|\hat{f}(y)| \leq Ce^{-by^2}$ and $ab > 1/4$, then $f = 0$ (a.e.). Here we use the Fourier transform defined by $\hat{f}(y) = (1/\sqrt{2\pi}) \int_{-\infty}^{\infty} f(x)e^{\sqrt{-1}xy} dx$. M. G. Cowling and J. F. Price [?] generalized Hardy’s theorem as follows. Suppose that $1 \leq p, q \leq \infty$ and one of them is finite. If a measurable function $f$ on $\mathbb{R}$ satisfies $\|\exp\{ax^2\}f(x)\|_{L^p(\mathbb{R})} < \infty$ and $\|\exp\{by^2\}\hat{f}(y)\|_{L^q(\mathbb{R})} < \infty$ and $ab \geq 1/4$, then $f = 0$ (a.e.). The case where $p = q = \infty$ and $ab > 1/4$ is covered by Hardy’s theorem. S. C. Bagchi and S. K. Ray [?] showed that if $ab > 1/4$, then Hardy’s theorem on $\mathbb{R}$ is equivalent to the Cowling-Price theorem.

Some generalizations of Hardy’s theorem and the Cowling–Price theorem to various homogeneous spaces were obtained (e.g. [?], [?], [?], [?] and [?]). In these papers, the theorems were proved by using the estimates of matrix elements of representations and the Phragmén–Lindelöf theorem.
The purpose of this paper is to prove an analogue of the Cowling–Price theorem for semisimple Lie groups. On the other hand, J. Sengupta [11] proved the Cowling–Price theorem on Riemannian symmetric spaces, by using the argument that the Fourier transform is decomposed into the composition of the Radon transform and the Euclidean Fourier transform. We consider the Helgason–Fourier transform as the Fourier transform on homogeneous vector bundles over Riemannian symmetric spaces. By using a similar argument to [11], we get the Cowling–Price theorem for the vector bundles. Form this result and the estimate of the Plancherel measures, we obtain the Cowling–Price theorem for semisimple Lie groups.

2. Notaion and preminaries

The standard symbols \( \mathbb{Z} \), \( \mathbb{R} \) and \( \mathbb{C} \) shall be used for the sets of the integers, the real numbers and the complex numbers, respectively. For \( z \in \mathbb{C} \), \( \Re z \) and \( \Im z \) denote its real and complex part, respectively. If \( U \) is a manifold, then we denote by \( C(U) \) the set of continuous complex valued functions on \( U \) and by \( C_{c}^{\infty}(U) \) the set of compactly supported smooth functions on \( U \). If \( S \subset U \) and \( f \) is a function on \( U \), then \( f|_{S} \) denotes the restriction of \( f \) to \( S \). If \( V \) is a vector space over \( \mathbb{R} \), \( V_{\mathbb{C}}, V^{*} \) and \( V_{\mathbb{C}}^{*} \) denote its complexification, its real dual and its complex dual, respectively. For a Lie group \( L \), \( \hat{L} \) denotes the set of equivalence classes of irreducible unitary representations of \( L \). As usual, we use lower case German letters to denote the corresponding Lie algebras.

If \( \mathcal{H} \) is a complex separable Hilbert space, \( \mathcal{B}(\mathcal{H}) \) denotes the Banach space comprised of all bounded operators on \( \mathcal{H} \) with operator norm \( \| \cdot \|_{\infty} \). For \( T \in \mathcal{B}(\mathcal{H}) \) and \( 1 \leq p < \infty \), we indicate the \( p \)-th norm by \( \| T \|_{p} \), that is, \( \| T \|_{p} = (\text{tr}(T^{*}T)^{p/2})^{1/p} \), \( T^{*} \) being the adjoint operator of \( T \). For a complex separable Hilbert space \( \mathcal{H} \) and a \( \sigma \)-finite measure space \( (X, \mu) \), we denote by \( L^{p}(X, \mathcal{B}(\mathcal{H})) \) the noncommutative \( L^{p} \)-space relative to the gage \( (L^{2}(X, \mathcal{B}(\mathcal{H})), L^{\infty}(X, \mathcal{B}(\mathcal{H}))) \).

Let \( G \) be a connected semisimple Lie group with finite centre, \( K \) a maximal compact subgroup of \( G \) and \( G/K \) the associated Riemannian symmetric space of noncompact type. Let \( G = KAN \) be an Iwasawa decomposition. Each \( g \in G \) can be uniquely decomposed as \( g = \)
$\kappa(g)\exp(H(g))n(g)$. We denote by $\theta$ the Cartan involution fixing the elements in $K$. Let $g = \mathfrak{k} + \mathfrak{p}$ be the Cartan decomposition of $g$ defined by $\theta$. Denote by $d$ the real rank of $G$. Let $\Delta$ be the set of restricted roots, $\Delta^+$ the set of all positive restricted roots and $\rho$ the half sum of the elements in $\Delta^+$. Denote by $a_+$ the positive Weyl chamber in $\mathfrak{a}$ and set $A_+ = \exp a_+$. Then $G = K\mathrm{Cl}(A_+)K$ is a Cartan decomposition, where $\mathrm{Cl}(A_+)$ denotes the closure of $A_+$ in $A$. Let $dk$ be the Haar measure on $K$ normalized as $\int_K dk = 1$. We normalize the Lebesgue measure $dH$ on $\mathfrak{a}$ by multiplying $(2\pi)^{-d/2}$. We write for $dg$ the Haar measure on $G$ given by $dg = D(\exp H)dk_1dk_2dH$, where $D(\exp H) = \prod_{\alpha \in \Delta^+} |\sinh \alpha(H)|^{m(\alpha)}$ and $m(\alpha)$ denotes the multiplicity of $\alpha$. Let $M$ be the centralizer of $A$ in $K$. Then $P = MAN$ is a minimal parabolic subgroup of $G$. The Killing form of $g$ induces an inner product $\langle \cdot, \cdot \rangle$ on $\mathfrak{a}$ and $\mathfrak{a}^*$. We write $|H| = \langle H, H \rangle^{1/2}$. Let $W$ be the restricted Weyl group. When $g = k \exp X$ for $k \in K$ and $X \in \mathfrak{p}$, we set $\sigma(g) = |X|$. For $\nu \in \mathfrak{a}^*$, there exists a unique element $H_\nu \in A$ such that $\nu(H) = \langle H, H_\nu \rangle$ for all $H \in \mathfrak{a}$. For $H \in \mathfrak{a}$ and $r \in \mathbb{R}_{>0}$, we set $B(H, r) = \{X \in \mathfrak{a} | |X - H| < r\}$.

For $\tau \in \hat{K}$, we denote by $\hat{M}(\tau)$ the subset of $\hat{M}$ contained in the restriction of $\tau$ to $M$. For $\delta, \tau \in \hat{K}$, we write $\hat{M}(\delta, \tau) = \hat{M}(\delta) \cap \hat{M}(\tau)$. We denote the degree of $\tau$ by $d(\tau)$ and the character of $\tau$ by $\chi_{\tau}$. We set $\xi_{\tau} = d(\tau)\chi_{\tau}$. We set for $k, k_1, k_2 \in K$, $g \in G$ that

$$L^p_{\tau}(G) = \left\{ f \in L^p(G) \mid f \ast_K \xi_{\tau} = f \right\},$$

$$L^p(G, \tau) = \left\{ F \in L^p(G, \mathrm{End}(V_\tau)) \mid F(gk) = \tau(k)^{-1}F(g) \right\},$$

$$L^p(G, V_\tau) = \left\{ f : G \to V_\tau \mid \int_G \|f(gk)\|_{V_\tau}^p dg < \infty, \ f(gk) = \tau(k)^{-1}f(g) \right\},$$

$$L^p(G, \tau, \tau) = \left\{ F \in L^p(G, \mathrm{End}(V_\tau)) \mid F(k_1gk_2) = \tau(k_2)^{-1}F(g)\tau(k_1)^{-1} \right\}.$$

Let $\mathcal{D}_r(G)$ (resp. $\mathcal{D}(G, \tau), \mathcal{D}(G, V_\tau), \mathcal{D}(G, \tau, \tau)$) be the subset of $L^p_r(G)$ (resp. $L^p(G, \tau), L^p(G, V_\tau), L^p(G, \tau, \tau)$) comprised of all compactly supported $C^\infty$-functions. For $f \in \mathcal{D}_r(G)$, we set $F_f(g) = \int_K f(gk)\tau(k)dk$. Then the mapping $f \mapsto F_f$ is a topological isomorphism of $\mathcal{D}_r(G)$ onto $\mathcal{D}(G, \tau)$ and its inverse is the mapping $F \mapsto d(\tau)\mathrm{Tr}F$, $(F \in \mathcal{D}(G, \tau))$ (cf.
For $f \in L^{p}(G, V_{\tau})$ and $v \in V_{\tau}$, we define $f \otimes v$ by
\[
\langle (f \otimes v)(g), w \rangle_{V_{\tau}} = \langle w, v \rangle_{V_{\tau}} f(g),
\]
for all $w \in V_{\tau}$.

For $f \in L^{p}(G, V_{\tau})$ and $v \in V_{\tau}$, we have
\[
||f \otimes v||_{L^{p}(G,\tau)} = ||f||_{L^{p}(G,V_{\tau})} ||v||_{V_{\tau}},
\]
and thus $f \otimes v \in L^{p}(G, \tau)$. For $F_{1}, F_{2} \in D(G, \tau)$, we define the convolution $F_{1} * F_{2}$ by
\[
(F_{1} * F_{2})(g) = \int_{G} F_{1}(x^{-1}g) F_{2}(x) dx.
\]
This definition is arranged so that $F_{1} * F_{2} \in D(G, \tau)$. And we also define the convolution for $\Psi \in D(G, \tau, \tau)$ and $f \in D(G, V_{\tau})$ by
\[
(\Psi * f)(g) = \int_{G} \Psi(x^{-1}g) f(x) dx.
\]
It is easy to show that $\Psi * (f \otimes v) = (\Psi * f) \otimes v$.

3. The vector-valued Helgason–Fourier transform

Let $(\sigma, H_{\sigma})$ be a unitary representation of $M$ and $\nu \in \sqrt{-1} a^{*}$. We denote by $\pi_{\sigma,\nu}$ the representation induced from $\sigma \otimes \nu \otimes 1$ of $P$ to $G$. The representation space $\mathcal{H}^{\sigma, \nu}$ is
\[
\mathcal{H}^{\sigma, \nu} = \{ \varphi \in L^{2}(K, H_{\sigma}) \mid \varphi(km) = \sigma(m)^{-1} \varphi(k), \ m \in M, \ k \in K \},
\]
with the norm
\[
||\varphi||_{\mathcal{H}^{\sigma, \nu}} = \int_{K} ||\varphi(k)||_{H_{\sigma}}^{2} dk.
\]
The action of $\pi_{\sigma,\nu}$ on $\mathcal{H}^{\sigma, \nu}$ is given by
\[
(\pi_{\sigma,\nu}(g)\varphi)(k) = e^{-(\nu + \rho)H(g^{-1}k)} \varphi(\kappa(g^{-1}k)).
\]
It is known that $(\pi_{\sigma,\nu}, \mathcal{H}^{\sigma, \nu})$ is unitary. We set
\[
\mathcal{H}_{\tau}^{\sigma, \nu} = \{ \varphi \in \mathcal{H}^{\sigma, \nu} \mid \varphi *_{K} \xi_{\tau} = \varphi \}.\]
For $P \in \text{Hom}_M(V_\tau, H_\sigma)$, $v \in V_\tau$, we write $\varphi_{P \otimes v}(k) = P(\tau(k)^{-1}v)$. Then the mapping $P \otimes v \mapsto \varphi_{P \otimes v}$ is a bijection of $\text{Hom}_M(V_\tau, H_\sigma) \otimes V_\tau$ onto $\mathcal{H}_t^{\sigma, \nu}$. For $f \in L^1(G)$, its Fourier transform on $G$ is defined by

\begin{equation}
\pi_{\sigma, \nu}(f) = \int_G f(g)\pi_{\sigma, \nu}(g)dg.
\end{equation}

R. Camporesi defined the Helgason–Fourier transform of $f \in L^1(G, V_\tau)$ by

\begin{equation}
\tilde{f}(k, \nu) = \int_G e^{-(\nu+\rho)H(g^{-1}k)}\tau(\kappa(g^{-1}k))^{-1}f(g)dg,
\end{equation}

for $k \in K$ and $\nu \in a_C^*$. The Plancherel formula for $f \in \mathcal{D}(G, V_\tau)$ is given by

$$
\|f\|_{L^2(G, V_\tau)}^2 = \sum_{P'} c_{P'} \sum_{\sigma'} \frac{1}{d_{\sigma'}} \int_{a'^*} \int_K \langle T_{\overline{\sigma}}, \tilde{f}(k, \nu' + \sqrt{-1}\mu_1), T_{\overline{\sigma}}, \tilde{f}(k, \nu' - \sqrt{-1}\mu_1) \rangle \nu, p_{\sigma'}(\nu') d\nu' dk,
$$

(see [2], p. 286). The relation between (4) and (5) is given by the following proposition.

**Proposition 3.1.** If $f \in L^1_\tau(G)$ and $T \otimes v \in \text{Hom}_M(V_\tau, H_\sigma) \otimes V_\tau$, then we have

\[ (\pi_{\sigma, \nu}(f) \varphi_{T \otimes v})(k) = T(\tilde{f}_v(k, \nu)), \]

where $f_v(g) = F_f(g)v$.

**Proof.** We have

\begin{align*}
T(\tilde{f}_v(k, \nu)) &= T\left( \int_G e^{-(\nu+\rho)H(g^{-1}k)}\tau(\kappa(g^{-1}k))^{-1} \int_K f(gk_1)\tau(k_1)dk_1 vdg \right) \\
&= \int_G f(g)e^{-(\nu+\rho)H(g^{-1}k)}T(\tau(\kappa(g^{-1}k))^{-1}v)dg \\
&= \int_G f(g)\pi_{\sigma, \nu}(g)\varphi_{T \otimes v}(k)dg \\
&= (\pi_{\sigma, \nu}(f) \varphi_{T \otimes v})(k). \quad \square
\end{align*}
Let \( f \in L^1(G, V_\tau) \). We have
\[
\tilde{f}(k, \nu) = \int_G e^{-(\nu + \rho)H(g^{-1})} \tau(\kappa(g^{-1}))^{-1} f(kg) dg = \int_A \int_N \int_K e^{-(\nu + \rho)H(k_1^{-1}n^{-1}a^{-1})} \tau(\kappa(k_1^{-1}n^{-1}a^{-1}))^{-1} f(k ank_1) dzn dndk_1
\]
\[= \int_A \int_N e^{-(\nu + \rho)H(a^{-1})} f(kan) dzn = \int_A e^{\nu H(a)} \int_N e^{\rho H(a)} f(kan) dzn da.
\]

For \( k \in K \) and \( a \in A \), we set
\[
Rf(k, a) = \int_N e^{\rho H(a)} f(kan) dn.
\]
We call \( Rf \) the (vector-valued) Radon transform of \( f \). And also, define the Fourier transform of \( f \in L^1(K \times A) \) on \( A \) by
\[
\mathcal{F}_A f(k, \nu) = \int_A e^{\nu H(a)} f(k, a) da
\]
for \( k \in K \).

Let \( \sigma \in \hat{M}(\delta, \tau) \). In the following, we write \( m_\sigma = [\tau|_M : \sigma] \) and \( n_\sigma = [\delta|_M : \sigma] \). Let \( \{P_{\sigma,j}\}_{j=1,2,\ldots,m_\sigma} \) and \( \{Q_{\sigma,j}\}_{j=1,2,\ldots,n_\sigma} \) be bases of \( \text{Hom}_M(V_\tau, H_\sigma) \) and \( \text{Hom}_M(V_\delta, H_\sigma) \), respectively, such that
\[
\text{Tr}(P_{\sigma,i}^* P_{\sigma,j}) = d(\sigma) \delta_{ij}, \quad \text{Tr}(Q_{\sigma,i}^* Q_{\sigma,j}) = d(\sigma) \delta_{ij}.
\]
For \( \sigma \in \hat{M}(\delta, \tau) \), we set \( T_{\sigma,ij} = Q_{\sigma,j}^* P_{\sigma,i} \in \text{Hom}_M(V_\tau, V_\delta) \). Let \( \{v_\ell\}_{\ell=1,2,\ldots,d(\tau)} \) and \( \{w_\ell\}_{\ell=1,2,\ldots,d(\delta)} \) be orthonormal bases of \( V_\tau \) and \( V_\delta \), respectively.

**Lemma 3.2.** The set
\[
\left\{ \frac{1}{\sqrt{d(\sigma)}} T_{\sigma,ij} \mid \sigma \in \hat{M}(\delta, \tau), \ i = 1, 2, \ldots, m_\sigma, \ j = 1, 2, \ldots, n_\sigma \right\}
\]
is an orthonormal basis of \( \text{Hom}_M(V_\tau, V_\delta) \).

**Proof.** For \( k = 1, 2, \ldots, m_\sigma \) and \( \ell = 1, 2, \ldots, n_\sigma \), we have
\[
\langle T_{\sigma,ij}, T_{\sigma,kl} \rangle_{\text{Hom}_M(V_\tau, V_\delta)} = \text{Tr}(T_{\sigma,kl}^* T_{\sigma,ij}) = d(\sigma) \delta_{ik} \delta_{j\ell}.
\]
In a similar fashion,

\[ \langle T_{\sigma,ij}, T_{\mu,kl} \rangle_{\text{Hom}_M(V_\tau, V_\delta)} = 0, \]

for \( \mu, \sigma \in \hat{M}(\delta, \tau) \) such that \( \mu \not\cong \sigma \). For \( T \in \text{Hom}_M(V_\tau, V_\delta) \), we obtain

\[ T = 1_{V_\delta} T 1_{V_\tau} = \sum_{\mu \in \hat{M}(\delta)} \sum_{j=1}^{n_\mu} \sum_{\sigma \in \hat{M}(\tau)} \sum_{i=1}^{m_\sigma} Q_{\mu, \dot{p}}^{*} Q_{\mu, \dot{\beta}} T P_{\sigma, i}^{*} P_{\sigma, i}. \]

Let

\[ (\sigma, i) \text{Hom}_M(V_\tau, V_\delta)(\mu, j) = \left\{ Q_{\mu, \dot{p}}^{*} Q_{\mu, \dot{\beta}} T P_{\sigma, i}^{*} P_{\sigma, i} \mid T \in \text{Hom}_M(V_\tau, V_\delta) \right\}. \]

Then we have

(7) \[ \text{Hom}_M(V_\tau, V_\delta) = \sum_{\sigma \in \hat{M}(\tau)} \sum_{\mu \in \hat{M}(\delta)} \sum_{i=1}^{m_\sigma} \sum_{j=1}^{n_\mu} (\sigma, i) \text{Hom}_M(V_\tau, V_\delta)(\mu, j). \]

From \( Q_{\mu, \dot{p}}^{*} T P_{\sigma, i}^{*} \in \text{Hom}_M(H_\sigma, H_\mu) \), we have \( (\sigma, i) \text{Hom}_M(V_\tau, V_\delta)(\mu, j) = 0 \) for \( \mu \not\cong \sigma \). Since \( Q_{\sigma, i} T P_{\sigma, \dot{p}}^{*} \in \text{End}_M(H_\sigma) \), there exists \( c(T) \in \mathbb{C} \) such that \( Q_{\sigma, \dot{p}}^{*} T P_{\sigma, i}^{*} = c(T) 1_{H_\sigma} \). Therefore,

\[ Q_{\sigma, \dot{p}}^{*} Q_{\sigma, \dot{p}} T P_{\sigma, i}^{*} P_{\sigma, i} = c(T) T_{\sigma, ij}. \]

Especially, we have

\[ Q_{\sigma, \dot{p}}^{*} Q_{\sigma, \dot{p}} T P_{\sigma, i}^{*} P_{\sigma, i} = T_{\sigma, ij}. \]

Hence \( c(T_{\sigma, ij}) = 1 \) and \( (\sigma, i) \text{Hom}_M(V_\tau, V_\delta)(\sigma, j) = C T_{\sigma, ij} \). From (7), we obtain

\[ \text{Hom}_M(V_\tau, V_\delta) = \sum_{\sigma \in \hat{M}(\tau)} \sum_{\mu \in \hat{M}(\delta)} \sum_{i=1}^{m_\sigma} \sum_{j=1}^{n_\mu} (\sigma, i) \text{Hom}_M(V_\tau, V_\delta)(\mu, j) \]

\[ = \sum_{\sigma \in \hat{M}(\delta, \tau)} \sum_{i=1}^{m_\sigma} \sum_{j=1}^{n_\sigma} C T_{\sigma, ij}. \]

Let \( \delta, \tau \in \hat{K} \). For \( T \in \text{Hom}_M(V_\tau, V_\delta) \), we set

\[ E(T, \nu, g) = \int_K \delta(k) T_{\tau}(\kappa(g^{-1}k))^{-1} e^{-(\nu + \rho)H(g^{-1}k)} dk. \]
The function $E(T, \nu, g)$ is so called the Eisenstein integral. In case $\xi_\delta \ast_K f = f$, R. Camporesi gave the expression of the Helgason–Fourier transform $\tilde{f}(k, \nu)$ in terms of the Eisenstein integrals.

**Proposition 3.3.** ([2])  If $\xi_\delta \ast_K f = f$, for $f \in \mathcal{D}(G, V_\tau)$, then

$$
\tilde{f}(k, \nu) = \sum_{\sigma \in \hat{M}(\delta, \tau)} \frac{d(\delta)}{d(\tau)} \sum_{i=1}^{m_\sigma} \sum_{j=1}^{n_\sigma} T_{\sigma,ij}^* \delta(k)^{-1} \int_G E(T_{\sigma,ij}, \nu, g) f(g) dg.
$$

We define the Helgason–Fourier transform $\hat{F}(k, \nu) \in \text{End}(V_\tau)$ of $F \in \mathcal{D}(G, \tau)$ by

$$
\hat{F}(k, \nu) = \int_G e^{-(\nu + \rho)H(g^{-1}k)} \tau(\kappa(g^{-1}k))^{-1} F(g) dg.
$$

From the definition of $\hat{F}$ for $F \in \mathcal{D}(G, \tau)$, we have $\hat{F}(k, \nu)v = \overline{(Fv)}(k, \nu)$ for $v \in V_\tau$. For $\Psi \in \mathcal{D}(G, \tau, \tau)$, we have

$$
\hat{\Psi}(k, \nu) = \int_{AN} e^{(\nu + \rho)(\log a)} \Psi(kan) dadn,
$$

Therefore, we define the Fourier transform of $\Psi \in \mathcal{D}(G, \tau, \tau)$ by

$$
\hat{\Psi}(\nu) = \int_{AN} e^{(\nu + \rho)(\log a)} \Psi(an) dadn.
$$

**Remark.**  R. Camporesi (cf. [2]) defined the Fourier transform of $\Psi \in \mathcal{D}(G, \tau, \tau)$ by

$$
\hat{\Psi}_\sigma(\nu)(P) = \sum_{j=1}^{m_\sigma} \frac{1}{d(\sigma)} \int_G \text{Tr}(\Psi(g) E(P^*_\sigma i P_{\sigma,j}, \nu, g)) dg P_{\sigma,j},
$$

for $P \in \text{Hom}_M(V_\tau, H_\sigma)$. Each $\nu \in V_\tau$ can be decomposed into

$$
\nu = \sum_{\sigma \in \hat{M}(\tau)} \sum_{i=1}^{m_\sigma} P^*_\sigma i P_{\sigma,i} \nu \in \sum_{\sigma \in \hat{M}(\tau)} \text{Hom}_M(V_\tau, H_\sigma) \otimes H_\sigma.
$$
Accordingly, for $v \in V_\tau$, the relation between $\hat{\Psi} \in \text{End}(V_\tau)$ and $\hat{\Psi}_\sigma$ is

$$
\hat{\Psi}(\nu)v = \sum_{\sigma \in \hat{M}(\tau)} \sum_{i=1}^{m_\sigma} P_{\sigma,i}^* \hat{\Psi}_\sigma(\nu)(P_{\sigma,i})v
$$

$$
= \sum_{\sigma \in \hat{M}(\tau)} \sum_{i=1}^{m_\sigma} \sum_{j=1}^{m_\sigma} P_{\sigma,i}^* \frac{1}{d(\sigma)} \int_G \text{Tr}(\Psi(g)E(P_{\sigma,j}^*P_{\sigma,i}, \nu, g))dg P_{\sigma,j}v.
$$

We have the following proposition.

**Proposition 3.4.** If $f \in \mathcal{D}(G, V_\tau)$ and $v \in V_\tau$, then the Helgason–Fourier transform of $f(g) \otimes v \in \mathcal{D}(G, \tau)$ is given by

$$(f\overline{g}) \otimes v(k, \nu) = \tilde{f}(k, \nu) \otimes v.$$ 

From the definition of $\hat{\Psi}$ for $\Psi \in \mathcal{D}(G, \tau, \tau)$, we have

**Proposition 3.5.** If $\Psi \in \mathcal{D}(G, \tau, \tau)$, then we have $\hat{\Psi}(k, \nu) = \hat{\Psi}(\nu)\tau(k)^{-1}$.

The next proposition can be proved by using a similar argument to the $K$-biinvariant case.

**Proposition 3.6.** Let $\Psi \in \mathcal{D}(G, \tau, \tau)$ and $F \in \mathcal{D}(G, \tau)$. Then we have

$$(\overline{\Psi * F})(k, \nu) = \hat{\Psi}(\nu)\hat{F}(k, \nu).$$

From Proposition 3.6, we have

**Corollary 3.7.** If $\Psi \in \mathcal{D}(G, \tau, \tau)$ and $f \in \mathcal{D}(G, V_\tau)$, then

$$(\overline{\Psi * f})(k, \nu) = \hat{\Psi}(\nu)f(k, \nu).$$

4. The Cowling–Price theorem for vector-valued Helgason–Fourier transform

In this section, we shall prove the Cowling–Price theorem for a vector-valued function over $G/K$. The following is the Cowling–Price theorem
for a vector-valued function on $\mathbb{R}^n$.

**Lemma 4.1.** Let $a, b > 0$, $1 \leq p, q \leq \infty$, $\min(p, q) < \infty$ and $V$ a finite-dimensional vector space. Let $f$ be a measurable $V$-valued function on $\mathbb{R}^n$ such that

$$
\|e^{ax^2}f(x)\|_{L^p(\mathbb{R}^n, V)} < \infty, \quad \|e^{by^2}\hat{f}(y)\|_{L^q(\mathbb{R}^n, V)} < \infty.
$$

If $ab \geq 1/4$, then $f = 0$ (a.e.).

**Proof.** For $v \in V$, we set $h(x) = \langle f(x), v \rangle_V$. Then

$$
\langle \hat{f}(y), v \rangle_V = \langle \int_{\mathbb{R}^n} e^{\sqrt{-1}xy} f(x) dx, v \rangle_V = \hat{h}(y).
$$

We have

$$
\int_{\mathbb{R}^n} |e^{ax^2}h(x)|^p dx = \int_{\mathbb{R}^n} e^{pax^2} |\langle f(x), v \rangle_V|^p dx
$$

$$
\leq \int_{\mathbb{R}^n} e^{pax^2} \|f(x)\|_V^p \|v\|_V^p dx < \infty.
$$

Similarly, from (8), we have $\|e^{by^2}\hat{h}(y)\|_{L^q(\mathbb{R}^n)} < \infty$. Applying the Cowling–Price theorem to $h$, we obtain $h = 0$ (a.e.). Then $f = 0$ (a.e.). \(\square\)

Let $\psi \in C_0^\infty(A)$ be a non-negative $W$-invariant function with \(\text{supp}(\psi \circ \exp) \subseteq B(0, 1)\) and \(\int_{A_+} \psi(\exp H) D(\exp H) dH = 1\). For $H \in A_+$, $\epsilon > 0$ and $k_1, k_2 \in K$, we set

$$
\Psi_\epsilon(k_1 \exp H k_2) = \epsilon^{-d} D(\exp H)^{-1} D(\exp \epsilon^{-1} H) \psi(\exp \epsilon^{-1} H) \tau(k_1 k_2)^{-1},
$$

and

$$
\psi_\epsilon(\exp H) = \epsilon^{-d} D(\exp H)^{-1} D(\exp \epsilon^{-1} H) \psi(\exp \epsilon^{-1} H).
$$

From the smoothness of $\Psi_\epsilon$, $\Psi_\epsilon$ is well-defined on $G$. And also, we set

$$
\int_{A_+} \psi_\epsilon(\exp H) D(\exp H) dH = 1.
$$

The next lemma is given by the same way to [13].
Lemma 4.2. (cf. [13]) If $f \in L^p(G, V_\tau)$ and $1 \leq p \leq \infty$, then
\[ \lim_{\epsilon \to 0} \| \Psi_\epsilon * f - f \|_{L^p(G, V_\tau)} = 0. \]

We have the following Cowling–Price theorem for $V_\tau$-valued functions.

Theorem 4.3. Let $1 \leq p, q \leq \infty$ and $a, b, C > 0$. Let $f$ be a measurable $V_\tau$-valued function such that
\[ \| e^{a\sigma(g)^2} f(g) \|_{L^p(G, V_\tau)} < C, \quad \| e^{b|\nu|^2} \tilde{f}(k, \nu) \|_{L^q(K \times \sqrt{-1}a^*, V_\tau, \mu(\nu)d\nu dk)} < C, \]
where $\mu(\nu)$ is a positive function on $\sqrt{-1}a^*$ of polynomial order. If $ab > 1/4$, then $f = 0$ (a.e.).

Proof. At first, by using a similar argument of J. Sengupta [11], we have $\tilde{f} = 0$.

Secondly, we shall show $f = 0$ (a.e.). If $1 \leq p', q' \leq \infty$ and $r^{-1} = p'^{-1} + q'^{-1} - 1 \geq 1$, then the Young inequality implies that
\[ \frac{1}{d(\tau)} \| u \|_{V_\tau} \| \Psi * f \|_{L^r(G, V_\tau)} = \| \Psi * F(f, u) \|_{L^r(G, \tau, \tau)} \leq \| \Psi \|_{L^p(G, \tau, \tau)} \| F(f, u) \|_{L^q(G, \tau, \tau)} = \frac{1}{d(\tau)} \| u \|_{V_\tau} \| \Psi \|_{L^p(G, \tau, \tau)} \| f \|_{L^q(G, V_\tau)}, \]
for $u \in V_\tau$ and $\Psi \in D(G, \tau, \tau)$. From the assumption, we have $\Psi * f \in L^1(G, V_\tau) \cap L^2(G, V_\tau)$. Corollary 3.7 implies $\Psi * f = \tilde{\Psi} \tilde{f} = 0$. Then we obtain $\Psi * f = 0$. As shown in Lemma 4.2, we can compose $\{ \Psi_\epsilon \}_{\epsilon > 0}$ such that
\[ \lim_{\epsilon \to 0} \| \Psi_\epsilon * f - f \|_{L^1(G, V_\tau)} = 0. \]
Therefore, this proves $f = 0$ (a.e.). □

5. The Cowling–Price theorem for semisimple Lie groups

We need the following lemma, which can be proved by a slight modification of [3].
Lemma 5.1. Let $1 \leq p \leq \infty$, $s > 0$ and $A > 0$. Let $g$ be an entire function on $\mathbb{C}$ such that

$$|g(x + \sqrt{-1}y)| \leq Ae^{x^2}, \quad (x, y \in \mathbb{R}),$$

$$\left( \int_{\mathbb{R}} |g(x)|^p |x|^s dx \right)^{1/p} \leq A.$$

Then $g$ is a constant function on $\mathbb{C}$. Moreover, if $p < \infty$ then $g = 0$.

Let $\mu(\sigma, \nu)$ be the Harish-Chandra $\mu$-function. We need an analogous one for general $\mu$-functions.

Lemma 5.2. Let $\sigma \in \hat{M}$ and $\nu \in \sqrt{-1}\alpha^*$. Then there exist $B_1, B_2 > 0$, $t \geq 0$ and $s \in \mathbb{R}$ such that

$$B_1 \mu(\sigma, \nu) \leq \prod_{\alpha \in \Delta^+} \left| \frac{\langle \nu, \alpha \rangle}{4 \langle \rho, \alpha \rangle} \right|^t \left( 1 + \left| \frac{\langle \nu, \alpha \rangle}{4 \langle \rho, \alpha \rangle} \right| \right)^s \leq B_2 \mu(\sigma, \nu).$$

Proof. In [15, p. 47], there exist $a_i, b_i, (i = 1, \ldots, m), c_j, d_j, (j = 1, \ldots, n)$ such that

$$\mu(\sigma, \nu) = \prod_{\alpha \in \Delta^+} \prod_{1 \leq i \leq m} \prod_{1 \leq j \leq n} \frac{\Gamma(\langle \nu, \alpha \rangle/4 \langle \rho, \alpha \rangle - a_i) \Gamma(-\langle \nu, \alpha \rangle/4 \langle \rho, \alpha \rangle - c_j)}{\Gamma(\langle \nu, \alpha \rangle/4 \langle \rho, \alpha \rangle - b_i) \Gamma(-\langle \nu, \alpha \rangle/4 \langle \rho, \alpha \rangle - d_j)}. $$

In [14, p. 96], Trombi proved that $a_i$ and $c_j$ must be real numbers. By considering zeros of the Plancherel measure (cf. [10], p. 536) and the property of $\Gamma(z)$, $b_i$ and $d_j$ must be real numbers. Let $m_0$ and $n_0$ be numbers of the case $b_i \neq 0$ and $d_j \neq 0$, respectively. In a similar fashion to [7], we can find $B_1, B_2 > 0$ such that

$$B_1 \mu(\sigma, \nu) \leq \prod_{\alpha \in \Delta^+} \left| \frac{\langle \nu, \alpha \rangle}{4 \langle \rho, \alpha \rangle} \right|^t \left( 1 + \left| \frac{\langle \nu, \alpha \rangle}{4 \langle \rho, \alpha \rangle} \right| \right)^s \leq B_2 \mu(\sigma, \nu),$$

where

$$t = m + n - m_0 - n_0$$

$$s = -ma_i + m_0b_i - nc_j + n_0d_j - m - n + m_0 + n_0. \quad \square$$

Finally, we shall prove the Cowling–Price theorem for $G$. 
Theorem 5.3. Let $1 \leqq p, q \leqq \infty$ and $a, b, C, C_{\sigma} > 0$. Let $f$ be a measurable function on $G$ such that
\[ \| e^{a\sigma(g^{2})} f(g) \|_{L^{p}(G)} < C, \quad \| e^{b|\nu|^{2}} \pi_{\sigma, \nu}(f) \|_{L^{q}(\sqrt{-1}a^{*}, B(H^{\sigma}))} < C_{\sigma}. \]
If $ab > 1/4$, then $f = 0$ (a.e.).

Proof. It is sufficient to prove the case when $f = \xi_{\delta} \ast_{K} f \ast_{K} \xi_{\tau}$. First assumption and $f_{\nu} \in L^{1}(G, V_{\tau})$ imply that
\[ \| e^{a\sigma(g^{2})} f_{\nu}(g) \|_{L^{p}(G, V_{\tau})} < C. \]
From $f \in L^{1}_{\tau}(G)$ and Proposition 3.1, we have
\[ (\pi_{\sigma, \nu}(f) \varphi_{P \otimes v})(k) = P(\tilde{f}_{\nu}(k, \nu)) \]
for $P \otimes v \in \text{Hom}_{M}(V_{\tau}, H_{\sigma}) \otimes V_{\tau}$. We also have $\pi_{\sigma, \nu}(f) \varphi_{P \otimes v} \in H_{\delta}^{\sigma, \nu} \cong \text{Hom}_{M}(V_{\delta}, H_{\sigma}) \otimes V_{\delta}$. Therefore, we obtain
\[ \tilde{f}_{\nu}(k, \nu) = 1_{V_{\tau}} \tilde{f}_{\nu}(k, \nu) = \sum_{\sigma \in \hat{M}(\delta, \tau)} \sum_{i=1}^{m_{\sigma}} P_{\sigma, i}^{*} P_{\sigma, i}(k, \nu) \]
where $P_{\sigma, i}^{*} Q_{\sigma, j} \in \text{Hom}_{M}(V_{\delta}, V_{\tau})$. And we see that
\[ \| \varphi_{P_{\sigma, j} \otimes v} \|^{2} = \langle \varphi_{P_{\sigma, j} \otimes v}, \varphi_{P_{\sigma, j} \otimes v} \rangle_{H_{\delta}^{\sigma, \nu}} = \frac{1}{d(\tau)} \langle v, v \rangle_{V_{\tau}} \text{Tr}(P_{\sigma, j}^{*} P_{\sigma, j}) = \frac{d(\sigma)}{d(\tau)} \| v \|_{V_{\tau}}^{2} \]
(cf. [2], p. 281). Hence we obtain
\[ \| \tilde{f}_{\nu}(k, \nu) \|_{L^{q}(K \times \sqrt{-1}a^{*}, V_{\tau}, \mu(\nu)dk \nu)} \leqq \sum_{\sigma \in \hat{M}(\delta, \tau)} \sum_{i=1}^{m_{\sigma}} \sum_{j=1}^{n_{\sigma}} \sum_{\ell=1}^{d(\delta)} \| \pi_{\sigma, \nu}(f) \varphi_{Q_{\sigma, j} \otimes w_{\ell}} \|_{L^{q}(\sqrt{-1}a^{*}, B(H^{\sigma}), \mu(\nu)du)} \frac{d(\sigma)}{d(\tau)d(\delta)} \| v \|_{V_{\tau}}. \]
Lemma 5.2, the second assumption and the Hölder inequality imply that

\[
\|e^{b_1|\nu|^2} \tilde{f}_v(k, \nu)\|_{L^1(K \times \sqrt{-1}a^*), \nu_r, z(\nu, \rho)dkd\nu} < \infty,
\]

where \(C_1 > 0\) and \(0 \leq b_1 < b\) such that \(ab_1 > 1/4\). Applying (9) and (10) to Theorem 4.3 and Lemma 5.1, we conclude \(f = 0\) (a.e.). □
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