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On the relation between Borel sum and
classical solution for Cauchy problem of

Airy’s and Beam’s PDE

Kunio Ichinobe (THIE #{k)

Graduate School of Mathematics, Nagoya University
(ZTTEEM AR, BHEBKRE)

1 Introduction

We consider the following two Cauchy problems for partial differential equations of non-
Kowalevski type

(A)r Oyu(t, =) = Bu(t, ), u(0,z) = p(z), (¢>0, z€R)
(B)r Ouwu(t,z) = —diu(t,z), u(0,z)=¢(z), (t>0, z€R)

where the equation (A)g is called the “Airy equation” and the equation (B)g is called
the “Beam equation”, respectively.

The purpose in this note is to give the relationship between the “Classical solution”
and the “Borel sum” of each Cauchy problem in complex C? plane. Precisely, we shall
show that the Classical solution of the Cauchy problem is derived from a deformation of
path of integration of the Borel sum in 0 direction under some conditions for the Cauchy
data.

We state the contents of the following sections. In Section 2 we shall give the “Classical
solution”. In Section 3 we shall give the definition of Borel summability, known results
and the “Borel sum”. In Section 4 our Claim which gives the relationship between the
Borel sum and the Classical solution will be stated and their proofs will be given. In
Section 5 we shall give the sketch of proof of Proposition 3.4 on the kernel function of the
Borel sum. In Section 6 we shall give a generalization of our Claim as a theorem without
proof, which will be given in a forthcoming paper.

2 Classical solution

Firstly, we shall give the “Classical solution”.
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When we consider the Classical solution, we always assume that ¢ > 0, z € R and for
the Cauchy data ¢ € S, the rapidly decreasing functions in Schwartz’ sense, for simplicity.
Then it is known that the Cauchy problem (A)g is uniquely solvable in S and the solution

is given by
1 oo ) Y
A — v
(2.1) us(t,z) = DL /_oo o(z +y)Ai ((3t)1/3) dy, t>0, zeR
Here Ai denotes the Airy function which is defined by the following Airy’s integral
3
(2.2) Ai(z) = i / exp | zs — il ds, ze€C,
271 ¥ 3 '

‘where the path v is any curve which begins at infinity in the sector Tr[6 < argz < 3m/2
and ends at infinity in the sector m/2 < argz < 5m/6. (see Figure 1 below)
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Figure 1: Airy’s path ~

In a similar way, the solution of (B)g in S is given by

(23) WB(t,2) = iz [ (o +9)Be (—2—-) d,
(4t)Y4 J - (4t)1/4
which is well-defined in Re t > 0 and = € R. Here Be is given by
1 i st
(2.4) Be(z) =5 ). &XP (zs - z—) ds, zeC.

We call these solutions (2.1) and (2.3) the “Classical solutions”.



3 Borel sum

Next, we shall give the “Borel sum”. Precisely, we shall give the Borel sums of divergent
solutions of the Cauchy problems (A)c and (B)¢ which are obtained from (A)g and (B)g
by changing the real variables into the complex variables.

In order to do so, we consider the following Cauchy problem for partial differential
equations, which generalizes the Airy and the Beam equations.

(CP)c Oru(T, 2) = adlu(r, z), u(0,z2) = @(2),

where (7, 2) € C2, ¢ > 2, a € C\{0} and the Cauchy data ¢ is assumed to be holomorphic
in a neighbourhood of the origin.
This Cauchy problem (CP)¢ has a unique formal solution

(3.1) i(t,2) = goa ol (z) E;Oun(z)T"

By Cauchy’s integral formula, we can see that the coefficients u,(2) have the following
estimates: There exist positive constants C and K for a fixed r > 0 such that the following
estimates hold

(3.2) max lun(2)] < CK™((g - 1)n)!, n=0,1,2,....

By the assumption g > 2, the formal solution 4(7, 2) is divergent. Precisely, the formal
solution (7, 2) is called the formal power series of Gevrey order (¢ — 1) in 7 variable.

We shall study the Borel summability of the divergent solution and we shall give the
Borel sum of the divergent solution.

Before stating the results, let us prepare some notations and definitions (cf. [Bal]).

3.1 Notations and Definitions

1. Sector. Ford € R, 8> 0and p(0 < p < 00), we define a sector S(d, 3, p) b

(3:3) S(d, 5, p) = { € Cilargr—d) < &0 < < p}',

where d, B and p are called the direction, the opening angle and the radius of this sector,
respectively.

2. Gevrey Formal Power Series. We denote by O[[r]] the ring of formal power series
in 7-variable with coefficients in O (the set of holomorphic functions at z = 0).
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For k > 0, we define O[[7]]1/k, the ring of formal power series of Gevrey order 1/k in
7-variable, in the following way: f(7,2) = 3%, fa(2)™ € O[[7]lix(C O[[r]]) if and only
if the coefficients f,(z) are holomorphic on a common closed disk B, := {z € C;|z| < r}
and there exist positive constants C and K such that for any n, we have

(3.4) max|f,(2)| < CKT (1+%),

where I' denotes the gamma function.
By using this terminology, we see that for our formal solution (7, 2) of (CP)c

(3.5) (T, 2) € O|[7]]g-1-

3. Gevrey Asymptotic Expansion. Let k > 0, f(7,2) = ¥ fa(2)7" € O[[7]l1/
and f (7, 2z) be an analytic function on S(d, 8, p) X By. Then we define that

(3.6) f(1,2) % f(7,2) in 8 =5(d,B,p),

if for any relatively compact subsector S’ of S, there exist some positive constants C and
K such that for any N, we have

N-1 o
(3.7 max f(r,2) = 3 fa(z)™ < CKN|7|"T (1 + %) , T€S.
z|<r n=0 ‘

4. Borel Summability. For k > 0, d € R and f(7, 2) € O[[7]]1&, We define that f(r, z)
is k-summable or Borel summable in d direction if there exist a sector S = S(d, 8, p) with
B > 7/k and an analytic function f(r,z) on S x B, such that f(r,z) = f(r,2) in S.

Remark 3.1 Let f(7,2) € O[[7]}yx be given. -

(i) If B < w/k, then for any direction d, there are infinitely many analytzc func-
tions f(r,z) on S(d, B, p) x B, satisfying f(r,2) = f(7,2) in S(d, B, p) by some positive
constants p and r. _ .

(ii) If B8 > m/k, then there does not exist such a function in general. But if such a
function exists, then it is unique. In this sense, such a function f(7,2) is called the Borel
sum of f(r,2) in d direction. We write it by f4(r,2) and we say that f(r,z) is Borel
summmable in d direction. | | |

We give some preparations for the special functions.
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5. The Generalized Hypergeometric Series. (cf. [Luk, p. 41])
For a = (a1,...,0p) € CP and v = (71, ...,7,) € C?, we define

where » . i
(@) = TL(@)n, (n=TI()ns (O)n= (lf(ﬂ:)m (ceQ)
=1 j=1

6. The Meijer G-Function. (cf. [MS, p. 2]) For o € C? and vy € C? with oy —; ¢ N
£=1,2,...,n;5=1,2,...,m), we define

2z %ds,

(3.9) Gpo' (z

i P / oDy + ) o T — o — 5)
i 2mi Jr H§=m+1 F(l - — S) Hg=n+1 F(al + 8)

where the path of integration I runs from x —i00 to x + 200 for any fixed x € R in such a
manner that all poles of I'(y; + ), {—v; —k; k > 0,j=1,2,..., m}, lie to the left of the
path and all poles of I'(1 —a; —s), {1—a,+k; k> 0,£=1,2,...,n}, lie to the right of
the path.

In the following, the integration [5° ©) denotes the integration from 0 to oo along the
half line of argument 6.

3.2 Known Results
Now, we give a theorem for the Borel summability which is a special case in Miyake’s
paper [Miy].

Theorem 3.2 (Miyake) The formal solution i(t, z) of (CP)c is Borel summable in d
direction if and only if there exists a positive constant € such that
(i) the Cauchy data ¢ can be continued analytically in a domain

q—-1
(3.10) Qe(d;q,a):=J S (d+ arg;)z +21rm,€’ oo) :

m=0

(ii) ¢ has a growth condition of exponential order at most q/(q — 1), that is, there
ezist positive constants C and 7y such that the following growth estimate holds.

(3.11) lp(2)] < Cexp (1127607Y), 2 € Quld;g,a).
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Figure 2: ©.(0,3,1) and (0,4, —1)

Next, we give a theorem for the Borel sum which is a special case in the author’s paper
[Ich].

Theorem 3.3 (Ichinobe) Under the above conditions (i) and (ii) in Theorem 3.2, the

Borel sum u%(, z) is given by the analytic continuation of the following function

oo((d+arg a)/q)
(3.12) ud(r, 2) = /

(I)q(z, C)kq(Ta C; a)dC,

where (1,2) € S(d, 8, p) X B, with 8 < (¢ — 1),

(3.13) (50 = $ ol +uf0), wy = exp(arifa),

m=0

and the kernel function k,(7,(; @) is given by

(3.14) k(7G5 0) = % G (za

l/qaz/q”(q_l)/q )’

with
1 (9 1

“T e U CITG/g)

In special cases the kernel functions are given more explicitly (cf.[LMS], [Ich}).



54

Proposition 3.4 (i) When (q,a) = (2,1), that is, the case of the heat equation, the
kernel function is given by

1 2
3.15 ko(T, (1) = —¢*/ar,
( ) 2(T< ) \/4—_71'_;6

(ii) When (g,a) = (3,1), that is, the case of the Airy equation, the kernel function is

giwen by
‘ e Lo ¢
(3.16) | ks(r,¢;1) = (37_)1/3Az ((37)1/3) .
(iii) When (g,a) = (4,—1), that is, the case of the Beam equation, the kernel function
is given by :

(3.17) ka(7,¢;~1) = (7;1)—1/;5% [n exp [(MTCT) s— é] ds,

where the path 7y, is any curve which begins at infinity in the sector Tm/8 < args <
97 /8 and ends at infinity in the sector 3m/8 < args < 5m/8 (see Figure 3 at Section
4.2). :

The statement (i) was given by [LMS] and the statement (ii) was given by [Ich] The
statement (iii) is a new expression which will be proved in Section 5.

4 Main result

As we have shown the Classical solution and the Borel sum are different notion and the
integral representations of solutions are also completely different, but we shall show a
relationship between these solutions as follows.

Claim The Classical solutions u.(t,z) are obtained by deforming the paths of integrations
for the Borel sum u%(T, 2) under some additional conditions for the Cauchy data, where
will be specified in each equation in the below.

4.1 Case of the Airy Equation

In Airy’s case, we recall the conditions for the Borel summability in O direction for the
Cauchy data ¢(z) which is holomorphic in a neighbourhood of the origin.

The Cauchy data ¢(2) can be continued analytically in Q(0; 3 1) (see Flgure 2) w1th
a growth condition of exponential order at most 3/2 there. ' <-
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We recall the integral repesentation of the Borel sum u%(7, 2)

(41) Wrz) = W {7 o+ i)

oo(2m/3) . -1
[T e + QAW G
oco(4m/3) _ o ¢
+/0 S0(2+<)AZ(XW32)W32dC}, X = G’
where (7, 2) € S(0, 27, p) X B,.
Now we assume the following additional conditions for the Cauchy data:

(1) ¢ can be continued analytically in a sector S(m,27/3, 00) with the same growth
condition as in the Borel summability.

(2) There exists a positive constant é§ such that in the region S(m,d,00), ¢ has a
decreasing condition of polynomial order, exactly, there exist positive constants C
and A such that

lp(2)] < Clz| 7472, 2 € S(m, 6, 00).

Under these assumptions, we can deform the paths of integrations as follows. First,
we restrict 7 > 0 in the Borel sum u%(7, z). Then in the second and the third integrations
of the expression (4.1) the paths of integrations can be deformed into the integrations on

the negative axis, because the Airy function has the following asymptotic expansion (cf.
[Erd, p. 96]).

RNR ! (__2 3/2) ~3/2 .
(4.2) Ai(z) = 2\/?2 exp ( —32 [1+O(z )], larg z| < 7, z — o0.

Therefore we have

(43)  wo(rz) = —

+00
T [/0 o(z + ) Ai(X)dC
[ 77 ol 4 0) {Ai( X o + Ai(Xuwz g} de]

where 7 > 0 and z € R. Finally, by using the following functional equality of Airy
functions

(4.4) Win(2) + Wtm41(2) + Wimsa(2) = 0, wn(2) = Ai(wi2),
(cf. [Erd, p.96]), we have

(4.5) Ai(XwiHws! + Ai(Xwi?)wi? = —4i(X).
Therefore for 7 > 0 and z € R we obtain



4.2 Case of the Beam Equation

Before we give the integral representation of the Borel sum of the Beam equation (B)¢
we introduce the following functions.

)
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1
(4 7) 'UJ(Z) = o s exp (ZS 4 ) S, (1 J 6), ze

where v;’s are given by the following figure.
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Figure 3: v;’s paths

We remark that the functions v;’s have the following functional equalities.

(V1)
(V2)

V2 +v3 =vg, U1+ U= —g,
v2(2) = v1(2ws)ws = va3(2wiNwi! = va(zwrDwg?, wy = /4,

Moreover, there are the following relations between the kernel functions and the function

v;’s, that is, the kernel function Be(z) of Classical solution (2.3) is vg(2)
(4.8) Be(z) = vg(2),

and the kernel function (3.17) of the Borel sum is given by v,

<4
&

(49)  ky(r,¢;-1)= % Gos

_ 1 ¢
1/4,2/4,3/4 | ~ (@r)iA 2 ((47)1’4) '

56
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From (4.8), the Classical solution is rewritten by

(4.10) w2(t.9) = o [ wla+ s (@f)’m) dy,

where Re ¢ > 0 and z € R.
Next, from (4.9) and Theorem 3.3, the Borel sum u%(7, z) of (B)c is given by

@1 (2 = { L7 e+ pa(x)ac

. /Ow(Sw/4) (2 + Cva( Xwp e + /000(51r/4) (2 + Q)va(Xwy 2wy 2d¢
oo(7r/4) ‘
+/0 e +C)v2(Xw4“3)w4_3dC}’ X= W’

where (7, 2) € S(0, 3w, 00) x B;. |
By using the functional equalities (V2), the Borel sum u%(7, z) is rewritten in the
following form.

(4.12) u% (T, 2)

oo(mw/4) oo(37/4)
= w {/0 ! o(z + ()va(X)dC +/0 @(z + Qu(X)d¢

oo(57/4) oo(Tn
# [ ot uirac + [T ptak ).

We recall the conditions for the Borel summability in 0 direction for the Cauchy data.

The Cauchy data () can be continued analytically in €.(0;4, —1) (see Figure 2)
with a growth condition of exponential order at most 4/3 there.

We assume the following additional conditions for the Cauchy data:

e ¢ can be continued analytically in a sector S(0,7/2,00) U S(m,7/2,00), and has
the same growth condition as in the Borel summability.

Then by restricting Re 7 > 0, we can deform the paths of integrations in the Borel sum
as follows. The paths of integrations of the arguments /4 and 77 /4 can be changed into
the integ;rations on the positive real axis, and the paths of integrations of the arguments
37 /4 and 57/4 can be changed into the integrations on the negative real axis. In fact,
it follows from the expression (4.9) and the fact that the G-function has the following
asymptotic expansion (cf. [Luk, p. 179)]).

_ 21/ exp (—3z1/3) [1 +0 (2_1/3)] )

(413) G (z 1/4,2/4,3/4) /3

z— 00, |largz| < 4w —46,0 > 0.
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Therefore we have
(4.14) wr2) = g [ Pt O 0 + w0}
| # [ e+ 0 {nu(X) + w0} dc]

where Re 7 > 0 and z € R. Finally, by using the functional equalities (V1), we obtain

¢

(4.15) u}(r,2) = @%1—/; /_:o oz + C_)vs(X)dC,: X = ORG

Therefore uB(t, z) = u%(t, z) by restricting ¢ > 0 and z € R in the above formula.

5 Sketch of Proof of Proposition 3.4, (iii)

We shall prove the statement (iii) of Proposition 3.4 which means

1/4,2/4,3/4 ) = ﬁiﬁ%&[n exp [(ﬁ) s— ‘1—4] ds,

where Z_; = (*/(4%™7) (since o = —1 = ™) and Cy = [I3_, T(j/4).
We recall the following formula for the G-function (cf. [Luk, p. 150])

(5.1) C<4 G (2_1

(5.2) #amn (2] % ) =gmn (2| T
' v ’ | Y+o
where oo + 0 = (a1 + 0,2 + 0,...,a, + 0). Then we have
Cu o L G g
¢ o8 1/4,2/4,3/4 (4r)/a g3/4 71 T3\ T 4 974 374

'10,1/4,2/4 ) '

Therefore it is enough to prove the following equality

0, 1/4,'2/4 ) - 5715 L exp [(@éﬁ) s— ?}] ds.

In order to do so, we shall show that the power series expansions of both sides are the

o C e—1ri/4
(53)  —m—Gos (2-1

same ones. Precisely, we give the power series expansion at Z_; = 0 of the left hanc
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side and at ¢/(47)Y* = X = 0 of the right hand side, respectively. We note the relation
between Z_; and X,

1

J_1= X4 (or X = 43/46”/4Z_11/4) .

First, from the integral representation of the G-function on the left hand side of (5.3)
we have the following expansion by calculating the residues of the left side of the path of
integration I = {Re s = k; k > 0}.

0,1/4, 2/4) 5 [ T6IT(/4+ 9024 + 5)7-47ds

(e-1)/4 1 (_1\3
ez_:l, EJ( )Z‘le 1F3( (1 +0/4@+0/4E+0/4 Z‘I)'

Next, on the right hand side of (5.3), by expanding e*X* in the integrand into its power
series and by termwise integrating, we have

1 st 1 & X[ o, st
TmAeXp[XS—ZdeS—%ZF[mS exp(—z>ds.

We choose the path of integration -y, as the summation of two rays with the arguments

(5.4) Ga3 (z_

/2 and w. Then these integrals can be expressed in terms of the gamma functions.
1 & Xn 4
——|d
Zm [y . s exp( ) s

o1& o xn /oo(m) /oo(w) . s
T 2mi =, n' 0 ~Jo SOEP Ty )

1 & . -3
_ _» {em(n+1)/2 - e-rr'i(n+1)/4} 4(n—3)/4F ( n ) _
2mi = n! 4

o xn 4(n 3)/4 3ni(n+1)/4
S D=+ 1)/

The third equality is obtained from the following relatlons
erinHD)/2 _ omilntl)/4 . _ dmi(nt1)/4(gniln+1)/4 _ g-miltn+1)/a)

= —* D/ 9isin (" : 17{)

3wi(n+1)/4

2mi e
" T((n+1)/AT(1 - (n+1)/4)
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When n = 4k + 3 in the above summation, we notice 1/T'(1 — (n—1)/4) = 1/T(-k) = 0.
Therefore by calculating carefully, we have

®© xn 4(n—3)/4e3m'(n+1)/4

(5:5) ~ L T TA= (s DA
B 2 o X4k+€ 4k+(€—3)/4e37ri(£+1)/4(_l)k
- -;0,};0 (4k+0)! T(Q—k—(£+1)/4)
B 2 eam'(l+1)/44(£—-3)/4xt 1 X4
T & (G- ( (£+2)/4,(£+3)/4,(£+4)/4" 71—"-)

3 3mit/ay(e-4)/4 xt-1

1 X4
‘Z} (DA ( (£+1)/4,(€+2)/4,(£+3)/4 ;F) '

The second equality is obtained from the relations

e - o (59) (59) (69 (65
k k k
o) = n(tn oo (R (1),

and by employing the representation (3.8) of the generalized hypergeometric series.

At the end the proof is comlete by examing the following relations.
4 4
s, _ ¢ _ Xt ¢ e 1
(=1)°Z- BYTEE (X - (4.,.)1/4)’ Zh = 43/4¢mif4
and
3 _ 3 . 3 .
C4X H F(J e) = Hr(l)x H I‘(l_e)
J=1,j#¢ j=1 4 Jj=1,j#L 4

(_1)5—143—1 1 B e(t-Dmige-1 1
@—1 TO—¢/4) (=D T-¢/4)

which is obtained from the multiplication formula for the gamma function (cf. [Luk, p.
11])

m~—1 .
(5.6) D(mz) = (2m)~ ™ omms A T T (24 1),
. j=0

where z + j/m ¢ Zgo := {0,-1,-2,...} (=0,1,...,m—1).
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6 Generalization of our Claim

In this section, we shall give a generalization of our claim (¢ = 3,4) as a theorem without
proof which will be given in a forthcoming paper.

We consider the following Cauchy problems

(CP)r Ou(t, ) = adlu(t, ), u(0,z) = p(z), t>0, z€eR,
(CP)c Oru(r, z) = adlu(r,2), u(0,2)=¢(z), T, 2€C,

where ¢ > 4, a=1if ¢ ¢ 4Z and a = —1 if g € 4Z.
Under the above assumptions the Cauchy problem (CP)g is uniquely solvable in &
and the Classical solution u.(t, z) is given by

+00
(6.1) %@@=/ o(z +v)E(t,y)dy, t>0, z€R.

-0

Here the kernel function E(t,y) is given by

(qt)Y/a2mi Jy p (gt)V/a q ) q :
1 1 +i00 y s '
(qt)Y/4 2mi /_ioo exp (qt)f“/qs + —(;) ds, ifg=4n+2,

where + is given as follows:

(6.2)  E(t,y)=

(I) When ¢ = 4n — 1, the path v is any curve which begins at oo in the sector
3n/2 —mw/q < args < 37/2 and ends at oo in the sector /2 < args < 7 +w/q.

(II) When ¢ = 4n, the path v runs from —ioco to +i0o.

(III) When ¢ = 4n + 1, the path v is any curve which begins at oo in the sector
37/2 < args < 3w/2 + m/q and ends at oo in the sector 7/2 —'7w/q < args < w/2.

Now, our theorem for the relationship between the Classical solution (¢, z) which is
given by (6.1) and the Borel sum u$(7, z) which is given by (3.12) is stated as follows.

Theorem 6.1 Under the additional conditions for the Cauchy data which are stated be-
low, the expressions (6.1) of the Classical solutions u.(t,z) are obtained by deforming the
paths of integrations (3.12) for the Borel sum u%(T, 2).

(I) (Generalization of Airy equation) When q = 4n — 1, the Cauchy data ¢ can be
continued analytically in a sector S(0,m — 3w /q,00) U S(m,m — 7/q,00) with the
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same growth condition as in the Borel summability in Theorem 3.3 and there exists
a positive constant § such that in the region S(m,d, 00), ¢ has a decreasing condition
of polynomial order, exactly, there exist positive constants C and A such that

(6.3) lp(2)] < Clz| 73202,

(II) (Generalization of the heat equation) When q = 2n, the Cauchy data ¢ can be
continued analytically in a sector S(0,m — 2w /q,00) U S(mw,m — 2mw/q, 00) with the
same growth condition as in the Borel summability in Theorem 3.3.

(III) When q¢ = 4n + 1, the Cauchy data ¢ can be continued analytically in a sector
S(0, 7 —m/q,00)US(m,m—3m/q, 00) with the same growth condition as in the Borel
summeability in Theorem 3.3 and there exists a positive constant 6 such that in the
region S(0, 8, 00),  has the same decreasing condition (6.3) as in the case ¢ = 4n—1.
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