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Abstract

Group mutual exclusion is an interesting generalization of the mutual exclusion problem. This problem was introduced by Joung, and some algorithms for the problem have been proposed by incorporating mutual exclusion algorithms. Group mutual exclusion occurs naturally in a situation where a resource can be shared by processes of the same group, but not by processes of a different group. It is also called the congenial talking philosophers problem. In this paper we propose a highly concurrent algorithm based on ticket orders for the group mutual exclusion problem in the asynchronous shared memory model. It is a modification of the Bakery algorithm for the mutual exclusion problem. It uses single-writer shared variables together with two multi-writer shared variables that are never concurrently written. We show that the algorithm satisfies lockout freedom as well as group mutual exclusion.

1 Introduction

Mutual exclusion is a problem of managing access to a single indivisible resource that can only support one user at a time. The $k$-exclusion problem is a natural generalization of the mutual exclusion problem [2, 3, 12]. The group mutual exclusion problem is another natural extension of the mutual exclusion problem. This problem was introduced by Joung in [6], and some algorithms for the problem have been proposed [4, 6, 7, 8]. Group mutual exclusion is required in a situation where a resource can be shared by processes of the same group, but not by processes of a different group. A combination of $k$-exclusion and group mutual exclusion was also studied [14, 15]. The algorithms given in [4, 6, 8, 14, 15] use multi-writer/multi-reader shared variables in the asynchronous shared memory model.

As described in [6], group mutual exclusion can be described as the congenial talking philosophers problem. We assume that there are $n$ philosophers. They spend their time thinking alone. When a philosopher is tired of thinking, he/she attempts to attend a forum and to talk at the forum. We assume that there is only one meeting room. A philosopher wishing to attend a forum can do so if the meeting room is empty, or if some philosophers interested in the same forum as the philosopher in question are already in the meeting room. The congenial talking philosophers problem is to design an algorithm such that a philosopher wishing to attend a forum will eventually succeed in doing so. Philosophers
interested in the same forum as the current forum held in the meeting room should be encouraged to attend it. This performance is measured as concurrency of attending a forum. In this paper, we propose an algorithms based on ticket orders for the group mutual exclusion problem in the asynchronous shared memory model.

2 Preliminaries

The computational model used in this paper is the asynchronous shared memory model. It is a collection of processes and shared variables. Processes take steps at arbitrary speeds, and there is no global clock. Interactions between a process and its corresponding philosopher are by input actions from the philosopher to the process and by output actions from the process to the philosopher. Each process is considered to be a state machine with arrows entering and leaving the process, representing its input and output actions. All communication among the processes is via shared memory.

A shared variable is said to be regular if every read operation returns either the last value written to the shared variable before the start of the read operation or a value written by one of the overlapping write operations [10]. A shared variable is said to be atomic if it is regular and the additional property that read operations and write operations behave as if they occur in some total order [10]. In this paper, we assume that all shared variables are atomic. The algorithms given in this paper uses single-writer/multi-reader shared variables, together with two multi-writer/multi-reader shared variables that are never concurrently written.

A philosopher with access to a forum is modeled as being in the talking region. When a philosopher is not involved in any forum, he/she is said to be in the thinking region. In order to gain admittance to the talking region, his/her corresponding process executes a trying protocol. The duration from the start of execution of the trying protocol to the entrance to the talking region is called the trying region. After the end of talking by a philosopher at a forum, his/her corresponding process executes an exit protocol. The duration of execution of the exit protocol is called the exit region. These regions are followed in cyclic order, from the thinking region to the trying region, to the talking region, to the exit region, and then back again to the thinking region. The congenial talking philosophers problem is to devise protocols for each philosopher to efficiently and fairly attend a forum when he/she wishes to talk under the conditions that there is only one meeting room and that only a single forum can be held in the meeting room at a time.

We assume $n$ philosophers, $P_1, P_2, ..., P_n$ who spend their time either thinking alone or talking in a forum. We also assume that there are $m$ different fora. Each philosopher $P_i$ ($1 \leq i \leq n$) corresponds to process $i$. The inputs to process $i$ from philosopher $P_i$ are $try_i(f)$ which means a request by philosopher $P_i$ for access to the forum $f \in \{1, ..., m\}$ to talk there, and $exit_i$ which means an announcement of the end of talking by $P_i$. The outputs from process $i$ to philosopher $P_i$ are $talk_i$ which means granting attendance at the meeting room to $P_i$, and $think_i$ which means that $P_i$ can continue with his/her thinking alone without the use of the meeting room. These are external actions of the shared memory system. We assume that a philosopher in a forum spends an unpredictable but finite amount of time in the forum. The system to solve the congenial talking philosophers problem should satisfy the following conditions:
(1) **group mutual exclusion:** If some philosopher is in a forum, then no other philosopher can be in a different forum at the same time.

(2) **lockout freedom:** Any philosopher wishing to attend a forum eventually does so if each philosopher in any forum always leaves the forum.

(3) **progress for the exit region:** If a philosopher is in the exit region, then at some later point he/she enters the thinking region.

Waiting time and occupancy are important criteria to evaluate solutions to the congenial talking philosophers problem. Waiting time is the amount of time from when a philosopher wishes to attend a forum until he/she attends the forum. Concurrency is important to increase system performance concerning the resource. It is desirable for a solution to the congenial talking philosophers problem to satisfy the following property called **concurrent occupancy** [4, 7, 8].

(4) **concurrent occupancy:** If some philosopher $P$ requests to attend a forum and no philosopher is currently attending or requesting a different forum, then $P$ can smoothly attend the forum without waiting for other philosophers to leave the forum.

### 3 A Highly Concurrent Algorithm

The following procedure $(n, m)$-HCGME is a modification of the Bakery algorithm for the mutual exclusion problem [2, 9, 11], where $n$ is the number of philosophers, $m$ is the number of different fora, and $N$ is the set of natural numbers. A capturing technique is used to improve the concurrency performance of the algorithms for the group mutual exclusion problem in [6, 7, 8]. The algorithm proposed in this paper uses a door in the doorway. A chair is chosen in each current forum. When the chair wishes to leave the forum, he/she closes the door to prevent other philosophers from entering the same forum. While the door is open, philosophers wishing to enter the same forum as the current forum held in the meeting room are allowed to enter it. In this way, concurrency can be improved. All shared variables, except for *door* and *chair*, are single-writer/multi-reader shared variables. Both *door* and *chair* are multi-writer/multi-reader shared variables, but no concurrency of writing operations occurs concerning either of these two shared variables.

```
procedure (n,m)-HCGME
shared variables
for every i ∈ {1, ..., n}:
    transit(i) ∈ {0, 1}, initially 0, writable by process i and readable by all processes j ≠ i;
    checkdw(i) ∈ {0, 1}, initially 0, writable by process i and readable by all processes j ≠ i;
    ticket(i) ∈ N, initially 0, writable by process i and readable by all processes j ≠ i;
    forum(i) ∈ {0, 1, ..., m}, initially 0, writable by process i and readable by all processes j ≠ i;
    forum(0), always 0, readable by all processes;
    door ∈ {open, close}, initially open, writable and readable by
```


all processes (but never concurrently written);
chair ∈ \{0, 1, ..., n\}, initially 0, writable and readable by all processes
(but never concurrently written);
process \( i \)
input actions \{inputs to process \( i \) from philosopher \( P_i \)\}:
\( \text{try}_i(f) \) for every \( 1 \leq f \leq m \), \( \text{exit}_i \);
output actions \{outputs from process \( i \) to philosopher \( P_i \)\}:
\( \text{talking}_i \), \( \text{thinking}_i \);

** thinking region **
01: \( \text{try}_i(f) \);
02: \( \text{transit}(i) := 1 \);
03: if \( \text{door} = \text{close} \) then begin
04: \( \text{checkdw}(i) := 1 \);
05: \( \text{waitfor door} = \text{open} \);
06: \( \text{checkdw}(i) := 0 \) end;
07: \( \text{ticket}(i) := 1 + \max_{j \neq i} \text{ticket}(j) \);
08: \( \text{forum}(i) := f \);
09: \( \text{transit}(i) := 0 \);
10: for each \( j \neq i \) do begin
11: \( \text{waitfor transit}(j) = 0 \) or \( \text{checkdw}(j) = 1 \) or \( f = \text{forum}(\text{chair}) \);
12: \( \text{waitfor ticket}(j) = 0 \) or \( (\text{ticket}(i), f, i) < (\text{ticket}(j), \text{forum}(j), j) \)
or \( f = \text{forum}(\text{chair}) \) end;
13: if for each \( j \neq i \), \( \text{ticket}(j) = 0 \) or \( (\text{ticket}(i), f, i) < (\text{ticket}(j), \text{forum}(j), j) \)
then \( \text{chair} := i \); 14: \( \text{talking}_i \);

** talking region **
15: \( \text{exit}_i \);
16: if \( \text{chair} = i \) then begin
17: \( \text{door} := \text{close} \);
18: for each \( j \neq i \) do begin
19: \( \text{waitfor transit}(j) = 0 \) or \( \text{checkdw}(j) = 1 \);
20: \( \text{waitfor} f \neq \text{forum}(j) \) or \( \text{ticket}(j) = 0 \) end;
21: \( \text{chair} := 0 \);
22: \( \text{door} := \text{open} \);
23: for each \( j \neq i \) do
24: \( \text{waitfor checkdw}(j) = 0 \) end;
25: \( \text{forum}(i) := 0 \);
26: \( \text{ticket}(i) := 0 \);
27: \( \text{thinking}_i \);

Relation \((a, b, c) < (a', b', c')\) in the procedure is lexicographical order. The process
with the smallest triple of nonzero ticket number, forum, and its identifier is chosen as
the chair of the forum held in the meeting room. If a philosopher \( P_i \) in a forum is not
the chair, \( P_i \) can smoothly leave the talking region by resetting \( \text{ticket}(i) \) and \( \text{forum}(i) \).
However, when the chair wishes to leave the forum, he/she must close the door of the
doorway and be waiting for all philosophers in the same forum to leave. After the chair
observes that all philosophers in the forum have left, he/she resigns the chair and opens
the door in the doorway. Then after confirming that all philosophers waiting at line 05
have noticed that the door has opened, the philosopher who resigned the chair leaves the forum. The proof of the next theorem is omitted here due to the page limit.

**Theorem 1** In any execution by \((n, m)\)-HCGME, shared variable chair is never concurrently written, and once chair is set to be \(i\) \((1 \leq i \leq n)\), the contents of chair remains \(i\) until it is reset to be 0 by process \(i\) at line 21 of the program. In any execution by \((n, m)\)-HCGME, shared variable door is also never concurrently written.

**Theorem 2** \((n, m)\)-HCGME guarantees group mutual exclusion, lockout freedom, and progress for the exit region.

**Proof.** The current chair is uniquely determined by chair. While a philosopher is the chair, only philosophers wishing to attend the same forum as the chair's forum are allowed to enter the forum. When the chair wishes to leave the forum, he/she closes door in the exit region to prevent a newcomer to the trying region from getting a ticket. After observing that all other philosophers in the forum have left, the chair philosopher resigns the chair and opens door. Hence, group mutual exclusion is guaranteed. The time from when a philosopher enters the trying region until he/she enters the talking region is bounded by \(2tc + O(nt)l\), where \(t = \min\{n, m\}\), \(c\) is an upper bound on the time that any philosopher spends in the talking region, and \(l\) is an upper bound on the time between two successive atomic steps by a process. Hence, lockout freedom is guaranteed. Progress for the exit region is obvious.

We can reduce the waiting time for processes wishing to attend the forum of the chair by modifying \((n, m)\)-HCGME. For this purpose, we extend the domain of shared variable door to \{close, 0, 1, ..., \(m\)\}. If the forum held by the chair is stored into door, then at the beginning of the trying region each philosopher checks whether his/her forum of interest is the same as the forum indicated in door. If a philosopher notices that he/she wishes to attend the same forum as the forum shown in door, the philosopher sets his/her ticket number as well as forum number to be the same as the ticket number and forum number of the chair, and then he/she is granted attendance to the forum. In this way, such philosophers can attend the forum in \(O(1)\) atomic steps after the entrance to the trying region. This technique is called smooth admission.

## 4 Concluding Remarks

The algorithm given in this paper, \((n, m)\)-HCGME, uses single-writer shared variables together with two multi-writer shared variables that are never concurrently written. The concurrency performance of our algorithm is superior to the algorithms in [4, 8]. The ticket domain of our algorithm is unbounded as in the Bakery algorithm. At present we do not know whether we can modify our algorithm using similar techniques given in [1, 5, 13] so that the ticket domain is bounded. This problem is worthy of further investigation.
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