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Abstract
The alternating variant of the shrinking two-pushdown automaton of Buntrock and Otto (1998) is introduced. It is shown that the class of languages accepted by these automata is contained in the class of deterministic context-sensitive languages, and that it contains a PSPACE-complete language. Hence, the closure of this class of languages under log-space reductions coincides with the complexity class PSPACE.

1 Introduction
In 1986 Dahlhaus and Warmuth published their paper [5] on the class GCCL of growing context-sensitive languages, in which they proved that the membership problem for a language from this class is decidable in polynomial time. Here a language is called growing context-sensitive, if it is generated by a phrase-structure grammar containing only rules that are strictly monotonous, that is, for each rule of the grammar the left-hand side is strictly shorter than the right-hand side.

Since then this language class has received a lot of attention. First Buntrock and Loryś have shown that GCCL is an abstract family of languages in the sense of Ginsburg, Greibach and Hopcroft [6], and that it can be characterized by less restricted classes of grammars [1]. Then Buntrock and Otto [2] have shown that GCCL is the class of languages that are accepted by the so-called shrinking two-pushdown automata (sTPDA). These two-pushdown automata are shrinking with respect to a weight function that assigns a positive weight to each pushdown symbol and to each internal state, which gives a weight for each configuration by adding up the weights of the contents of the two pushdown stores and of the actual state. It is required that in each transition of the automaton the weight of the actual configuration decreases (see Section 2 for the definition). Interestingly the deterministic variant of the sTPDA characterizes the class of Church-Rosser languages CRL [2, 15], which were defined by McNaughton et al. using length-reducing and confluent string-rewriting systems [13, 14]. In fact McNaughton asks in [12] whether GCCL should be inserted in the Chomsky hierarchy as the class of "type one-and-a-half languages."

For the class CRL further characterizations by deterministic automata have been obtained. Motivated by the "analysis by reduction" used in linguistics, Jančar, Mráz, Plátek, and Vogel have defined and investigated the restarting automaton RWW and many variants thereof [8, 9, 10]. An RRWW-automaton has a finite control and a read/write-head with a finite look-ahead working on a list of symbols. It can perform three kinds of operations: a move-right step, which shifts the read/write-window one position to the right and possibly changes the actual state, a rewrite step, which replaces the contents of the read/write-window by a shorter string, moving the head to the position immediately to the right of the newly written string and possibly changing the actual state, and a restart step, which moves the read/write-head back to the left end of the list, and puts the automaton back into its initial state. Such an automaton works in cycles, and it is required that it performs exactly one rewrite step in each cycle. It should be stressed that during a rewrite step the length of the list actually decreases.

Apart from the basic model various restricted types of RRWW-automata have been considered, among them the RWW-automata, various monotonous versions and the deterministic variants. It has been observed that the class CFL of context-free languages coincides with the class of languages that are accepted by the so-called monotonous
RWW- and RRWW-automata [10], and that the deterministic RWW- and RRWW-automata yield other characterizations of the class CRL [16, 18]. Interestingly, these characterizations do not carry over to the corresponding nondeterministic classes [11, 17]: each growing context-sensitive language is accepted by some R(R)WW-automaton, but there is an R(R)WW-automaton that accepts the Gladkij language $L_{GI} := \{w#w#w | w \in \{a, b\}^*\}$, which is not growing context-sensitive [3]. Only by restricting attention to weakly monotonous R-(R)RW-automata we obtain the class GCRL [11]. Thus, while the sDTPDA is as powerful as the deterministic R(R)WW-automaton, the sTPDA is less powerful than the unrestricted R(R)WW-automaton. This raises the question of whether there is a more powerful variant of the sTPDA that is equivalent in computational power to the unrestricted R(R)WW-automaton.

As alternation is a powerful generalization of nondeterminism, we define and investigate here the alternating variant of the shrinking TPDA, the shrinking alternating TPDA (sATPDA). We will show that the increase in computational power obtained by alternation is not as big as one might expect, as the sATPDA only accepts languages that are deterministic context-sensitive. This is done by providing a simulation of an sATPDA by a deterministic linear space-bounded Turing machine. On the other hand, we will see that a suitably encoded version of the language QBF of quantified Boolean formulas, which is known to be PSPACE-complete, is accepted by some sATPDA, which implies that the closure of the class $\mathcal{L}(\text{sATPDA})$ under log-space reductions yields the complexity class PSPACE. Also we will see that the language class $\mathcal{L}(\text{sATPDA})$ is an abstract family of languages that in addition is closed under complementation, and therewith under intersection, and reversal.

As the closure of $\mathcal{L}(\text{RWW})$ and $\mathcal{L}(\text{RRWW})$ under log-space reductions yields the complexity class NP [11, 17], this gives some indication that the sATPDA is even more powerful than the R(R)WW-automaton. Unfortunately the exact relationship between the sATPDA and the R(R)WW-automata remains open.

2 Definitions and notation

Here we introduce some basic notation. Then we give the definition of the shrinking TPDA and its alternating variant, the sATPDA, and we describe a particular sATPDA for the Gladkij language $L_{GI}$.

Let $\Sigma$ be a finite alphabet. Then $\Sigma^*$ denotes the set of strings over $\Sigma$ including the empty string $\epsilon$, and $\Sigma^*\setminus\{\epsilon\}$. The following definition is taken from [2].

**Definition 2.1.** A two-pushdown automaton (TPDA) is a nondeterministic automaton with two pushdown stores. Formally, it is defined as a 7-tuple $M = (Q, \Sigma, \Gamma, \delta, q_0, \bot, F)$, where

- $Q$ is the finite set of states,
- $\Sigma$ is the finite input alphabet,
- $\Gamma$ is the finite tape alphabet with $\Gamma \supseteq \Sigma$ and $\Gamma \cap Q = \emptyset$,
- $q_0 \in Q$ is the initial state,
- $\bot \in Q \setminus \Sigma$ is the bottom marker of the pushdown stores,
- $F \subseteq Q$ is the set of accepting states, and
- $\delta : Q \times \Gamma \times \Gamma \rightarrow P_{\text{fin}}(Q \times \Gamma^* \times \Gamma^*)$ is the transition relation. Here $P_{\text{fin}}(Q \times \Gamma^* \times \Gamma^*)$ denotes the set of finite subsets of $Q \times \Gamma^* \times \Gamma^*$.

$M$ is a deterministic two-pushdown automaton (DTPDA), if $\delta$ is a (partial) function from $Q \times \Gamma \times \Gamma \rightarrow Q \times \Gamma^* \times \Gamma^*$.

A configuration of a TPDA $M$ is described as $uqv$, where $q \in Q$ is the actual state, $u \in \Gamma^*$ is the contents of the first pushdown store with the first letter of $u$ at the bottom and the last letter of $u$ at the top, and $v \in \Gamma^*$ is the contents of the second pushdown store with the last letter of $v$ at the bottom and the first letter of $v$ at the top. For an input string $w \in \Sigma^*$, the corresponding initial configuration is $q_0\bot w\bot$. The TPDA $M$ induces a computation relation $\vdash_M$ on the set of configurations (see, e.g., [7]), which is the reflexive, transitive closure of the single-step computation relation $\vdash_M$. The TPDA $M$ accepts with its second pushdown store empty, that is, the language $L(M)$ accepted by $M$ is defined as

$$L(M) := \{w \in \Sigma^* | \vdash_M q_0 \bot w \bot \Rightarrow \alpha q \text{ for some } q \in F \text{ and } \alpha \in \Gamma^*\}.$$  

In general the TPDA is as powerful as the Turing machine. However, we are only interested in certain restricted TPDA's.

A weight function for a TPDA $M = (Q, \Sigma, \Gamma, \delta, q_0, \bot, F)$ is a mapping $g$ that assigns a positive integer as weight to each symbol $a \in Q \cup \Gamma$. This mapping is extended to a morphism from $(Q \cup \Gamma)^*$ to $(\mathbb{N}, +)$ in the obvious way. To simplify the notation this morphism will also be denoted by $g$. 
Definition 2.2. A (D)TPDA $M$ is called shrinking if there is a weight function $g$ for $M$ such that, for all $q \in Q$ and $u, v \in \Gamma$, $(p, u', v') \in \delta(q, w, v)$ implies that $g(u'p) < g(uqv)$. By s(D)TPDA we denote the corresponding class of shrinking (D)-TPDA.

Without loss of generality we can assume for an sTPDA $M$ that the bottom marker $\perp$ can only occur at the bottom of a pushdown store and that no other symbol can occur at that place, and that $M$ halts with its right-hand pushdown store empty and the left-hand one containing at most the symbol $\perp$.

Proposition 2.3. (a) A language is accepted by an sTPDA if and only if it is a growing context-sensitive language [2].

(b) A language is accepted by an sDTTPA if and only if it is a Church-Rosser language [2, 15].

Finally, we are prepared to introduce the main topic of this note, the alternating shrinking TPDA.

Definition 2.4. An alternating TPDA $M = (Q, U, \Sigma, \Gamma, \delta, q_0, \perp, F)$ is a TPDA $(Q, \Sigma, \Gamma, \delta, q_0, \perp, F)$ for which a subset $U$ of the set of states $Q$ is designated as the set of universal states. The states in the difference set $Q \setminus U$ are accordingly called existential states. An alternating TPDA (ATPDA) is called shrinking, if the underlying TPDA is shrinking. By sATPDA we denote the class of all shrinking ATPDAs.

We need to define the language accepted by an ATPDA. For doing so we introduce the notion of a successful configuration of an ATPDA.

Let $M = (Q, U, \Sigma, \Gamma, \delta, q_0, \perp, F)$ be an ATPDA, and let $uqv$ be a configuration of $M$, where $q \in Q$ and $u, v \in \Gamma^*$. If $u = \varepsilon$ and $q \in F$, then $uqv$ is a successful state, and there is a transition $uqv \rightarrow_M xpy$ such that $xpy$ is successful, then also $uqv$ is a successful configuration. If $q$ is an existential state, and there is a transition $uqv \rightarrow_M xpy$ such that $xpy$ is successful, then also $uqv$ is a successful configuration. Finally, assume that $q$ is a universal state, and let $x_1p_1y_1, x_2p_2y_2, \ldots, x_kp_ky_k$ be the finitely many configurations that $M$ can reach in a single step from $uqv$. Then $uqv$ is a successful configuration, if all the configurations $x_ip_iy_i$, $1 \leq i \leq k$, are successful. Now the language $L(M)$ accepted by the ATPDA $M$ is defined as follows:

$L(M) := \{ w \in \Sigma^* \mid \perp q_0 w \perp$ is a successful configuration of $M \}.$

We are interested in the class $\mathcal{L}(\text{sATPDA})$ of languages that are accepted by sATPDA. As each sTPDA is an sATPDA without universal states, we see that $\text{GCSL} \subseteq \mathcal{L}(\text{sATPDA})$ holds. In the following example we present an sATPDA that accepts the Glucki language $L_{\text{GI}}$.

Example 2.5. Let $M_{\text{GI}} := (Q, U, \Sigma, \Gamma, \delta, q_0, \perp, F)$ be defined by taking $Q := \{ q_0, q_1, \ldots, q_6 \}$, $U := \{ q_1 \}$, $\Sigma := \{ a, b, \# \}$, $\Gamma := \Sigma \cup \{ a, b, \perp \}$, $F := \{ q_6 \}$, and let $\delta$ be given through the following list of transition steps:

- $q_0 a \rightarrow a_1 q_0$
- $q_0 b \rightarrow b_1 q_2$
- $q_1 a \rightarrow q_3$
- $q_0 \# \rightarrow q_3$
- $q_1 \# \rightarrow q_4$
- $q_2 b \rightarrow q_5$
- $q_3 \rightarrow q_4$
- $q_4 \# \rightarrow q_5$
- $q_5 \rightarrow q_6$
- $q_2 a \rightarrow q_4$
- $q_4 a \rightarrow q_4$

Further, we define a weight function $g : Q \cup \Gamma \rightarrow \mathbb{N}_+$ by taking

$g(a) := g(b) := 2, \quad g(a_1) := g(b_1) := 1, \quad g(\#) := g(\perp) := 1, \quad g(q_i) := 7 - i \ (i = 0, \ldots, 6).$

It is easily verified that the ATPDA $M_{\text{GI}}$ is shrinking with respect to this weight function. It remains to verify that $L(M_{\text{GI}}) = L_{\text{GI}}$ holds.

Let $x \in \Sigma^*$ be a given input. If $x$ contains less than two or more than two occurrences of the symbol $\#$, then it is easily seen that $M_{\text{GI}}$ will not accept this input. Thus, we may assume that the input is of the form $x = u\#v\#w$ for some strings $u, v, w \in \{a, b\}^*$. Hence, the initial configuration is $\perp q_0 u \# v \# w \perp$. Starting from this configuration $M_{\text{GI}}$ will reach the configuration $\perp q_1 u_1 \# v \# w \perp$, where $u_1$ denotes the image of $u$ under the natural isomorphism from $(a, b)^*$ onto $(a_1, b_1)^*$. The state $q_1$ is the only universal state of $M_{\text{GI}}$. The configuration $\perp q_1 u_1 \# v \# w \perp$ has exactly two immediate successor configurations:

(a) $\perp q_1 u_1 \# q_2 v \# w \perp$ and (b) $\perp q_1 u_1 q_4 v \# w \perp$.

Starting from (a) an accepting configuration is reached if and only if $w = v^R$, and starting from (b) an accepting configuration is reached if and only if $u = v^R$. Thus, these two computations lead both to acceptance if and only if $u = v^R = w$ holds. Hence, $M_{\text{GI}}$ does indeed accept the language $L_{\text{GI}}$. \hfill \Box

As the language $L_{\text{GI}}$ is not growing context-sensitive, we obtain the following proper inclusion, which shows that the sATPDA is strictly more powerful than the sTPDA.

Corollary 2.6. $\text{GCSL} \subseteq \mathcal{L}(\text{sATPDA})$. 

3 An upper bound

Here we establish an upper bound for the computational power of the sATPDA by showing the following result.

**Theorem 3.1.** $L(sATPDA) \subseteq \text{DSPACE}(n)$, that is, if a language is accepted by some sATPDA, then it is deterministic context-sensitive.

**Proof.** Let $M = (Q, U, \Sigma, \Gamma, \delta, q_0, \bot, F)$ be an sATPDA with weight function $g$, and let $\alpha := \max \{ g(a) \mid a \in Q \cup \Gamma \}$. Obviously, we can restrict our attention to non-empty inputs. For each input $w \in \Sigma^+$, each computation of $M$ on input $w$ contains at most

$$g(\bot q_0 w \bot) \leq \alpha \cdot (|w| + 3) \leq 4\alpha \cdot |w|$$

many steps. Thus, the behaviour of the sATPDA $M$ on an input $w \in \Sigma^+$ can be described by a computation tree of depth at most $n$, where $n := 4\alpha \cdot |w|$. As in the proof of Theorem 3.2 of [4], a deterministic Turing machine $T$ can traverse this computation tree calculating the result of $M$'s computation on input $w$. At any point in its computation $T$ needs to store only the actual node of the computation tree of $M$ it is currently visiting and the position of this node in the computation tree. As each configuration that $M$ can reach during its computation on $w$ is linearly bounded in the length of $w$, and as the depth of the computation tree is bounded by the number $n$, it follows that $T$ can be realized in such a way that it is linear space-bounded. Hence, the language $L(M)$ is indeed deterministic context-sensitive.

Thus, while alternation increases the expressive power of the pushdown automaton from the class CFL to the complexity class $\bigcup_{c > 0} \text{DTIME}(c^n)$ [4], it increases the power of the sATPDA, which is strictly more powerful than the pushdown automaton, just to deterministic linear space.

4 A lower bound

Next we show that the sATPDA accepts the PSPACE-complete language $L_{QBF}$, thus providing a lower bound for its computational power.

Let $V := \{ v_i \mid i \geq 0 \}$ be a set of Boolean variables, and let $\Sigma_0 := \{ \exists, \forall, \neg, \wedge, \vee, (, ) \}$, where $\neg$ is the symbol for negation, $\wedge$ denotes conjunction, and $\vee$ denotes disjunction. The set of Boolean formulas over $V$ is defined inductively as usual: for each $v \in V$, $v$ is a Boolean formula, and if $F_1$ and $F_2$ are Boolean formulas, then so are $(F_1 \wedge F_2)$, $(F_1 \vee F_2)$, $(F_1 \rightarrow F_2)$, and $((F_1 \rightarrow F_2) \equiv (F_2 \rightarrow F_1))$. A quantified Boolean formula is an expression of the form

$$Q_1 v_1 Q_2 v_2 \ldots Q_k v_k F$$

where each $Q_i$ is the existential quantifier $\exists$ or the universal quantifier $\forall$, and $F$ is a Boolean formula containing (at most) the variables $v_1, \ldots, v_k$.

Under the standard logical interpretation each quantified Boolean formula yields the truth value true or false. By QBF we denote the language of all quantified Boolean formulas that yield the truth value true.

Let $\Sigma := \Sigma_0 \cup \{ a, b \}$, and let $c : V \rightarrow \{ a, b \}^*$ denote the unary encoding $v_i \mapsto a^i a^i (i \geq 0)$. For $\alpha \in (V \cup \Sigma_0)^*$, $c(\alpha)$ denotes the string from $\Sigma^*$ that is obtained from $\alpha$ by replacing each variable occurrence $v_i$ by its unary encoding $c(v_i)$. The language $L_{QBF}$ is then defined as

$$L_{QBF} := \{ c(\alpha) \mid \alpha \in QBF \}.$$

**Example 4.1.** The formula $\forall v_1 \exists v_2 \forall v_3 (v_1 \forall v_2) \vee (v_2 \forall (v_1 \wedge v_3)) \forall v_3$ belongs to the set QBF, as is easily verified. Hence, the language $L_{QBF}$ contains the string $a^2 a^2 a^2 a^2 a^2 a^3 a^3 (a^2 a^2 \forall a^2 a^2 a^2 a^2 a^2 a^3 a^3 \forall a^2 a^2 a^2 a^2 a^3 a^3)$. $\forall v_1 \exists v_2 \forall v_3 (v_1 \forall v_2) \vee (v_2 \forall (v_1 \wedge v_3)) \forall v_3$

From the literature on complexity theory it is well-known that the language $L_{QBF}$ is PSPACE-complete under log-space reductions, see, e.g., [20]. Here we establish the following result about this language.

**Theorem 4.2.** There is an sATPDA that accepts the language $L_{QBF}$.

**Proof.** We describe an sATPDA $M$ for the language $L_{QBF}$. The sATPDA $M$ will work in several phases as follows:

1. It checks that the input is of the form $Q_1 c(v_1) \cdots Q_k c(v_k) c(F)$,
   where $v_1, \ldots, v_k \in V$ and $F \in (V \cup \Sigma_0)^*$.
2. It verifies that all the variables $v_1, \ldots, v_k$ are pairwise distinct.
3. It checks that the string $F$ only contains occurrences of these variables.
4. It guesses truth values for all variable occurrences.
5. For each $j \in \{ 1, \ldots, k \}$, it verifies that for each occurrence of the variable $v_j$ the same value has been chosen.
6. It checks whether $F$ is a correct Boolean formula while evaluating $F$ under the chosen assignment.
Below we describe in short how the sATPDA

$M$ does all this. We consider each of the above phases in turn.

**Phase 1.** This amounts to checking that the given input belongs to the regular language $(\{\exists, \forall\} \cdot x^2 \cdot a^* \cdot (\{\neg, \land, \lor, (, )\} \cup x^2 \cdot a^*)^+ \cdot (\{\neg, \land, \lor, (, )\} \cup x^2 \cdot a^*)^+)$, which can simply be done by moving the input from the right-hand pushdown store onto the left-hand pushdown store and back again, using two disjoint copies of the input alphabet in order to realize this computation in a weight-decreasing manner. If the given input does not belong to this regular language, then $M$ rejects it, otherwise the input $w$ is of the form $Q_1x^2a^1 \cdots Q_kx^2a^k F$ for some string $F \in (\{\neg, \land, \lor, (, )\} \cup x^2 \cdot a^*)^+$. In the latter case $M$ enters a universal state $q_{UI}$, for which there are exactly three alternatives of how to proceed, one for each of the Phases 2 to 4.

**Phase 2.** Universally $M$ chooses two indices $r$ and $s$ satisfying $1 \leq r < s \leq k$, and it compares $i_r$ to $i_s$. If $i_r$ and $i_s$ coincide, then $M$ halts and rejects, otherwise it accepts.

As we use universal states, we can guarantee that all different choices of $r$ and $s$ are considered. Thus, this phase does not lead to rejection only if all the variables in the quantifier prefix of the given input are pairwise distinct.

**Phase 3.** Universally $M$ chooses a variable occurrence $x^2a^j$ within the string $F$, and then it existentially chooses an index $r \in \{1, \ldots, k\}$. It now compares the numbers $i_r$ and $j$. If $i_r$ and $j$ do not coincide, then $M$ halts and rejects, otherwise it accepts.

As we use universal states, we can guarantee that all different choices of variable occurrences in $F$ are considered. Thus, this phase leads to acceptance only if all variables occurring in $F$ are listed in the quantifier prefix.

**Phase 4.** For each variable in the quantifier prefix a truth value $t_j$, $1 \leq j \leq k$, is chosen, where this choice is realized using a universal state if the corresponding variable is universally quantified, and otherwise it is realized using an existential state.

Next also each variable occurrence in the string $F$ is associated with a truth value. This is done by pushing $F$ from the right-hand pushdown store onto the left-hand pushdown store and back, while replacing each variable occurrence $x^2a^j$ by $xtb^j$ for some truth value $t \in \{0, 1\}$. As in Phase 1 additional copies of the input alphabet are used in order to realize this computation in a weight-decreasing manner.

Then $M$ enters a universal state $q_{UI}$, for which there are exactly two alternatives of how to proceed, one for each of the last two phases.

**Phase 5.** Using the same strategy as in Phase 3 it is checked that each variable occurrence in the string $F$ has been assigned the same truth value as the corresponding variable in the quantifier prefix. This phase accepts only if the assignment is correct.

**Phase 6.** Finally $M$ verifies that the string $F$ is in fact (the encoding of) a Boolean formula in the sense of the above definition, and that it evaluates to the truth value $true$ under the actual assignment chosen in Phase 4. For doing so the quantifier prefix is deleted, and in the string $F$ each variable occurrence of the form $xtb^j$ is simply replaced by the truth value $t$. Then by simulating a deterministic pushdown automaton $M$ checks whether $F$ is of the correct syntactical form, and it evaluates $F$ under the given replacement of variables by truth values. It accepts if and only if $F$ is of the correct syntactical form and if it evaluates to $true$.

From this description we see that the sATPDA $M$ satisfies $L(M) = L_{QBF}$, which proves the theorem.

Together with Theorem 3.1 this theorem yields the following.

**Corollary 4.3.** $LOG \cdot L(sATPDA) = \text{PSPACE}$.  

Recall from [2, 5] that \text{LOG-CFL} = \text{LOG-GCSL} = \text{LOG} \cdot L(sATPDA) \subseteq \text{P}$ holds, that is, with respect to the closure under log-space reductions the use of alternation increases the power of the sATPDA from the complexity class \text{LOG-CFL} to the complexity class \text{PSPACE}.  

## 5 Closure properties

Finally we turn to the closure properties of the language class $L(sATPDA)$.

**Theorem 5.1.** The language class $L(sATPDA)$ is closed under union, intersection, and complementation, reversal, product and iteration, $\varepsilon$-free morphisms, and inverse morphisms.

All these closure properties can be shown by constructing corresponding sATPDA's [19]. However, $L(sATPDA)$ is not closed under arbitrary morphisms, as already its subclass GCSL is a basis for the recursively enumerable languages [3].
It remains the question of whether the language class $\mathcal{L}(\text{SATPDA})$ can be characterized as the closure of the class GCSL under certain language-theoretical operations. The class GC is not closed under intersection or complementation [3], but as it is contained in the complexity class $P$, we see that the Boolean closure $B(GC)$ of GC is, that is, the closure of GC under intersection, union, and complementation, is still contained in $P$. Thus, the closure of $B(GC)$ under log-space reductions is contained in $P$, and so $B(GC) = \mathcal{L}(\text{SATPDA})$ would imply by Corollary 4.3 that $P$ and PSPACE coincide.

6 Concluding remarks

In [17] it has been observed that there is an RRWW-automaton that accepts the NP-complete language $L_{\text{SAT}}$. Further, this result has been improved in [11] by showing that there is already an RRWW-automaton accepting a variant of this language. In summary, we obtain the following sequence of inclusions, where $DR(R)\text{WW}$ denotes the deterministic $R(R)\text{WW}$-automata:

$CRL = C(\text{ATPDA}) = \mathcal{L}(DR(R)\text{WW}) \subseteq \mathcal{L}(\text{ITPDA})$

$\subseteq \mathcal{L}(\text{GCSL}) \subseteq \mathcal{L}(\text{LOG-CFL}) = \mathcal{L}(\text{LOG-GCSL})$

$\subseteq \mathcal{L}(\text{P}) \subseteq \mathcal{L}(\text{NP}) \subseteq \mathcal{L}(\text{PSPACE}) = \mathcal{L}(\text{SATPDA})$.

It remains to compare $\mathcal{L}(\text{SATPDA})$ to $\mathcal{L}(\text{RWW})$ and to $\mathcal{L}(\text{RRWW})$. They all contain the class GCSL properly, and they are all contained in CSL, but what is the exact relationship between them?
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