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Abstract

Curved exponential families admitting conjugate prior densities are introduced and explored. Introducing extended versions of the mean and the canonical parameters, we expand the conjugate analysis to these curved exponential families. Emphasis is put on dual structures. In fact, we derive the dual Pythagorean relationships with respect to posterior risks, each of which makes it clear how the Bayes estimator dominates other estimators. We also show that the conjugate prior density is the least informative.
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1. Introduction

The conjugate analysis is one of the most important fields in Bayesian inference. It has attracted interests of many researchers including Consonni and Veronese (1992, 2001), Gutiérrez-Peña (1992, 1997) and Gutiérrez-Peña and Smith (1997). Simplicity in calculating the posterior mean, or the Bayes estimator, is characteristic of the conjugate analysis. A minimax property of the conjugate prior density was shown by Morris (1983) and Consonni and Veronese (1992). Recently, extensions of the conjugate prior density have been studied by such authors as Ibrahim and Chen (1998, 2000) and Yanagimoto and Ohnishi (2005a). The dual structure is elegantly observed in the exponential families and the curved exponential families (Barndorff-Nielsen 1978a, Amari and Nagaoka 2000). In fact, the importance of the curved exponential families owes largely to the dual structure. That in the conjugate analysis was pursued in naive ways by Yanagimoto and Ohnishi (2005ab).

The original definition of conjugacy is closure under sampling, i.e., that the prior and the posterior densities belong to the same family of distributions, which was defined by Raiffa and Schlaifer (1961, pp.43–57). In this paper we mean closure under sampling by conjugacy according to their definition. It is known that this definition produces ambiguity. Take a sampling density in a natural exponential family

\[ p(z; n) = \exp\{nx - \psi(n)\} a(z) \]

(1.1)

for instance. The prior density \( \pi(n; m, \delta) \propto \exp\{\delta (n\eta - \psi(\eta))\} b(\eta) \) is conjugate, that is, closed under sampling, and we cannot specify the type of the supporting measure \( b(\eta) \) by conjugacy alone. Diaconis and Ylvisaker (1979) characterized the choice \( b(\eta) = 1 \) by linearity of the posterior mean of the mean parameter and defined conjugacy by this linearity. The
reason why the present authors adopt such an ambiguous definition is a conjecture that closure under sampling in itself implies a certain optimum property. This will be shown affirmatively in Section 3.

The conjugate analysis is not restricted to the natural exponential family case. Mardia and El-Atoum (1976) showed that the von Mises distribution, which is in the curved exponential families, has a conjugate prior density. For the sampling density

$$p_{vm}(x; \mu, \tau) = \frac{1}{2\pi I_0(\tau)} \exp\{\tau \cos(x - \mu)\}, \quad (1.2)$$

where $I_0(\tau)$ is the modified Bessel function of the first kind, the von Mises prior density $p_{vm}(\mu; m, \delta)$ is conjugate. This prior density was employed by Guttrop and Lockhart (1988) and Rodrigues et al. (2000). Here the linearity of the posterior mean of $\mu$ does not hold in the sense of Diaconis and Ylvisaker (1979), although Rodrigues et al. (2000) pointed out that a type of linearity holds.

This paper has the following two aims. One is to reveal an essential aspect of the conjugate analysis. We consider the following sampling density

$$p(x; \mu) = \exp\{-d(x, \mu)\} a(x), \quad (1.3)$$

where $x$ and $\mu$ are $p$-dimensional, and $d(a, t)$ is expressed through the $(2p + 2)$ functions, $f_k(t)$'s and $h_k(t)$'s, as

$$d(a, t) = \sum_{j=1}^{p+1} h_j(a)\{f_j(t) - f_j(a)\}.$$

In general, the density (1.3) belongs to the curved exponential families. As will be seen in the subsequent sections, the sampling density (1.3) with $p = 1$ covers the natural exponential family (1.1) and the von Mises distribution (1.2). Thus, a unified discussion is possible. We will show that the prior density of the form $\pi(\mu; m, \delta) \propto \exp\{-\delta d(m, \mu)\} c(\mu)$ is conjugate for the sampling density (1.3). We will also prove that the conjugate prior has the minimum information among a certain set of prior densities. This property implies a type of superiority of the conjugate analysis over non-conjugate ones. It seems to be closely related to the minimax property of the conjugate prior density shown by Morris (1983) and Consonni and Veronese (1992).

The other, but main aim is to show dual structure of the conjugate analysis. We will assume two types of prior densities which have dual properties, and discuss conjugate analyses separately. The loss functions we adopt are also dual to each other. We derive the dual Pythagorean relationships with respect to posterior risks. These relationships make it clear how the Bayes estimator dominates other ones. The dual structure we will show is similar to the one with respect to the mean and the canonical parameters in the exponential families, which Bauderhoff-Nielsen (1978a) and Amari and Nagaoka (2000) pointed out. It is a substantial extension of previous results by the authors to the curved exponential family (1.3).

The organization of this paper is as follows. Section 2 introduces certain curved exponential families admitting the conjugate analysis. Extended versions of the mean and the canonical parameters are defined under some regularity conditions. Section 3 shows conjugacy of the assumed prior density. An optimum property of the conjugate prior density is also proved. Sections 4 and 5 reveal dual structure of the conjugate analysis. We derive the dual Pythagorean relationships with respect to posterior risks. Extended versions of the dual
Pythagorean relationships are also obtained. Section 6 discusses the conjugate analysis under weaker regularity conditions, which covers the von Mises case.

2. Extended mean and canonical parameters

In this section we introduce certain curved exponential families for which we can discuss the conjugate analysis. Counterparts of the mean and the canonical parameters in the exponential families are defined. We will learn that these parameters are useful in understanding the dual structure of the conjugate analysis. The two propositions and the two lemmas are obtained, the proofs of which are given in Appendix.

We investigate the conjugate analysis of the curved exponential family

$$\mathcal{F} = \{ p(x; \mu) \mid p(x; \mu) = \exp\{-d(x, \mu)\} a(x) \}, \quad (2.1)$$

where $x$ and $\mu$ are $p$-dimensional, $a(x)$ is the supporting measure and

$$d(a, t) = \sum_{j=1}^{p+1} h_{j}(a) \{ f_{j}(t) - f_{j}(a) \}. \quad (2.2)$$

In the above we assume the following three regularity conditions:

- (C.1) $h_{1}(t), \ldots, h_{p+1}(t)$ are linearly independent.
- (C.2) $1, f_{1}(t), \ldots, f_{p+1}(t)$ are linearly independent.
- (C.3) $d(a, t) \geq 0$ and $d(a, t) = 0$ if and only if $a = t$.

The function $d(a, t)$ is the deviance function introduced in Jørgensen (1997, p. 4). The regularity condition (C.3) implies that

$$\frac{\partial}{\partial t} d(a, t) \bigg|_{t=a} = 0 \quad \text{for any } a. \quad (2.3)$$

The family $\mathcal{F}$ covers the exponential family case. In fact, set $h_{p+1}(x) = 1$ in the sampling density in (2.1). Then the density is written as $p(x; \mu) = \exp\{-\sum_{j=1}^{p} h_{j}(x)f_{j}(\mu) - f_{p+1}(\mu)\} \tilde{a}(x)$, where $\tilde{a}(x)$ is $\exp\{\sum_{j=1}^{p} h_{j}(x)f_{j}(x) + f_{p+1}(x)\} a(x)$. This is a density in an exponential family.

Now, we define extended versions of the mean and the canonical parameters in order to develop discussions similar to those in the exponential family case. Let $F_{p,p}(t)$ denote the $p \times p$ matrix whose $(i,j)$th component is $\partial f_{j}(t)/\partial t_{i}$ (1 $\leq i, j \leq p$). In addition to (C.1)--(C.3) we assume the following regularity condition:

- (C.4) $\det F_{p,p}(t) \neq 0$ for any $t$.

The case where this non-singularity condition is not satisfied will be discussed in the final section. Here we show that $h_{p+1}(a) \neq 0$ for any $a$. Suppose that $h_{p+1}(a_{0}) = 0$ for some $a_{0}$. The equality (2.3) can be rewritten as

$$F_{p,p}(a) h(a) = -h_{p+1}(a) \frac{\partial}{\partial a} f_{p+1}(a),$$

where $h(a) = (h_{1}(a), \ldots, h_{p}(a))^{T}$. This set of linear equations, together with (C.4), gives that $h(a_{0}) = 0$ and therefore that $d(a_{0}, t) = 0$ for any $t$, which contradicts (C.3). Thus, we assume without loss of generality that

- (C.5) $h_{p+1}(t) > 0$ for any $t$. 

We introduce a new parameter vector \( \eta = (\eta_1, \ldots, \eta_p)^T \) as
\[
\eta_j = -f_j(\mu)
\]
for \( j = 1, \ldots, p \). It follows from the inverse function theorem that (C.4) guarantees the one-to-one correspondence between \( \mu \) and \( \eta \). We may call \( \eta \) the \textit{extended canonical parameter}.

The parameter vector \( \eta \) is the very canonical one in the exponential family case.

We regard \( f_{p+1}(\mu) \) as a function of \( \eta \) and set
\[
\psi(\eta) = f_{p+1}(\mu).
\]
This function becomes the cumulant function in the exponential family case. Although the cumulant function is convex, the convexity is not obvious in the curved exponential family \( \mathcal{F} \).

We show in the following lemma that convexity also holds true for \( \mathcal{F} \).

**Lemma 2.1.**
The function \( \psi(\eta) \) defined by (2.5) is convex.

Using the Legendre transformation, we define another parameter \( \theta \) and another convex function \( \phi(\theta) \) conjugate to \( \eta \) and \( \psi(\eta) \), respectively. We set \( \theta = (\theta_1, \ldots, \theta_p)^T \) as \( \theta_j = (\partial/\partial \eta_j)\psi(\eta) \) for \( j = 1, \ldots, p \). As is given by (A.4) in Appendix, we have
\[
\theta_j = \frac{h_j(\mu)}{h_{p+1}(\mu)}.
\]

The following lemma clarifies the meaning of \( \theta \). We may call \( \theta \) the \textit{extended mean parameter}.

**Lemma 2.2.**
It holds for \( j = 1, \ldots, p \) that
\[
E \left[ h_j(x) - \theta_j h_{p+1}(x) \mid p(x; \mu) \right] = 0.
\]

The convex function conjugate to \( \psi(\eta) \) is expressed as \( \phi(\theta) = \theta^T \eta - \psi(\eta) \) where \( \eta \) is the parameter value corresponding to \( \theta \). Note that the convexity of \( \psi(\eta) \) guarantees the one-to-one correspondence between \( \eta \) and \( \theta \). The function \( \phi(\theta) \) has the following representation as a function of \( \mu \):
\[
\phi(\theta) = -\sum_{j=1}^{p} \frac{h_j(\mu)}{h_{p+1}(\mu)} f_j(\mu) - f_{p+1}(\mu).
\]

The definition of \( \phi(\theta) \) yields that
\[
L(\mu_1, \mu_2) = \phi(\theta_1) + \psi(\eta_2) - \theta_1^T \eta_2
\]
is positive where \( \mu_1, \eta_1 \) and \( \theta_1 \) are equivalent to one another (\( i = 1, 2 \)). It seems to be natural to adopt \( L(\bar{\mu}, \mu) \) or \( L(\mu, \bar{\mu}) \) as a loss function. It should be noted that the following identity
\[
L(\mu_1, \mu_3) - L(\mu_1, \mu_2) - L(\mu_2, \mu_3) = (\theta_1 - \theta_2)^T (\eta_2 - \eta_3)
\]
holds, which will play a key role in subsequent discussions.

An interesting result is found in the relation among \( d(\mu_1, \mu_2) \), \( L(\mu_1, \mu_2) \) and the Kullback-Leibler separator. Note that the function \( d(x, \mu) \) of \( \mu \) given data \( x \) becomes the normed log-likelihood function, i.e., \( d(x, \mu) = \max_{\mu} \{ \log p(x; \mu) \} - \log p(x; \mu) \). A calculation using the formulas (2.4) through (2.7) gives

\[
d(\mu_1, \mu_2) = h_{pi+1}(\mu_1) L(\mu_1, \mu_2).
\]

Also, the Kullback-Leibler separator from \( p(x; \mu_1) \) to \( p(x; \mu_2) \) is calculated as

\[
KL(\mu_1, \mu_2) = E\left[ h_{pi+1}(x) \mid p(x; \mu_1) \right] L(\mu_1, \mu_2).
\]

These two expressions (2.10) and (2.11) reveal the relation among \( d(\mu_1, \mu_2) \), \( L(\mu_1, \mu_2) \) and \( KL(\mu_1, \mu_2) \). Modification of the loss functions \( L(\mu, \mu) \) and \( L(\mu, \mu) \) will be dealt with in Sections 4 and 5.

The following two examples give calculations of the extended mean and the extended canonical parameters. We deal with the natural exponential family and the hyperbola distribution.

**Example 2.1.** Let us consider the case of the natural exponential family (1.1). Let \( \mu \) be the mean parameter and \( \phi(\mu) \) the convex function conjugate to the cumulant function \( \psi(\eta) \). Noting that \( \eta = \phi(\mu) \) and \( \phi(x) = x \phi'(x) - \psi(\phi'(x)) \), we obtain another expression of the density (1.1) as

\[
p(x; \mu) = \exp\left\{ -x[-\phi'(\mu) + \phi'(x)] - \left\{ \psi(\phi'(\mu)) - \psi(\phi'(x)) \right\} \right\} \exp(\phi'(x) \theta).
\]

If we set \( f_1(\mu) = -\phi'(\mu) \), \( f_2(\mu) = \psi(\phi'(\mu)) \), \( h_1(x) = x \) and \( h_2(x) = 1 \), then we obtain the mean and the canonical parameters in the ordinary sense.

When the sampling density is defined on \( \mathbb{R}^+ \), another choice is possible. The pair \( (1/\mu, -\psi(\eta)) \) of the extended mean and the extended canonical parameters is obtained by setting \( f_1(\mu) = \psi(\phi'(\mu)) \), \( f_2(\mu) = -\phi'(\mu) \), \( h_1(x) = 1 \) and \( h_2(x) = x \). If we adopt this parameterization in the gamma distribution, the derived dual convex functions are the same as those in the Poisson distribution under the ordinary parameterization. This is directly related to the fact that the gamma prior density is conjugate for both the sampling distributions.

**Example 2.2.** We discuss the hyperbola distribution having the density

\[
p_\mu(x; \mu, \tau) = \frac{1}{2K_0(\tau)} \exp\{-\tau \cosh(x - \mu)\},
\]

where \( K_0(\tau) \) is the modified Bessel function of the third kind. The addition formula for the hyperbolic cosine function gives

\[
\cosh(x - \mu) = 1 - \sinh x (-\sinh \mu + \sinh x) + \cosh x (\cosh \mu - \cosh x).
\]

The regularity conditions (C.4) and (C.5) are satisfied if we set \( f_1(\mu) = -\sinh \mu \), \( f_2(\mu) = \cosh \mu \), \( h_1(x) = \sinh x \) and \( h_2(x) = \cosh x \). The extended mean and the extended canonical parameters are given by \( \theta = \tanh \mu \) and \( \eta = \sinh \mu \), respectively. This sampling density allows us the conjugate analysis as the von Mises density does. A close relationship between
3. Conjugacy with the least information property

Consider the prior density

$$
\pi(\eta; m, \delta) = \exp\{-\delta d(m, \mu) + K(m, \delta)\} b(\eta)
$$

(3.1)

on the extended canonical parameter \( \eta \) where \( b(\eta) \) is a non-negative function and \( \exp\{K(m, \delta)\} \) is the normalizing constant. We prove that this prior density is conjugate for the sampling density in (2.1). Comparing with non-conjugate prior densities, we also show the least information property of the conjugate prior density.

First, we give a proof of the conjugacy in terms of the duality of the parameters \( \eta \) and \( \theta \). Let \( \theta(\mu) \) denote the \( p \)-dimensional vector with the \( j \)th component \( \theta_j = \theta_j(\mu) \) in (2.6). In this paper we employ the standardized posterior mode \( \hat{\theta}_{smap} \), which is a modified posterior mode of \( \mu \) derived by discarding the Jacobian factor \( b(\eta) \) in Yanagimoto and Ohnishi (2005b). In our case it is given by

$$
\hat{\mu}_{smap} = \arg\min_{\mu} d(x, \mu) + \delta d(m, \mu).
$$

(3.2)

It should be noted that the estimation procedure is invariant with respect to a parameter transformation.

The regularity conditions (C.4) and (C.5) yield that the standardized posterior mode is uniquely determined for any \( x, m \) and \( \delta \). Actually, a calculation using (2.8) and (2.10) gives the expression of the standardized posterior mode \( \hat{\theta}_{smap} \) as

$$
\hat{\theta}_{smap} = \frac{h_{p+1}(x)\theta(x) + \delta h_{p+1}(m)\theta(m)}{h_{p+1}(x) + \delta h_{p+1}(m)}.
$$

Noting that \( \hat{\theta}_{smap} = \theta(\hat{\mu}_{smap}) \) and recalling the equality (2.6), we obtain the componentwise expression

$$
\frac{h_j(\hat{\mu}_{smap})}{h_{p+1}(\hat{\mu}_{smap})} = \frac{h_j(x) + \delta h_j(m)}{h_{p+1}(x) + \delta h_{p+1}(m)} \quad (1 \leq j \leq p).
$$

(3.3)

We can see a type of linearity of the standardized posterior mode in \( \theta \). It is interesting to compare this linearity holding for any \( b(\eta) \) with the posterior linearity by which Diaconis and Ylvisaker (1979) characterized the constant supporting measure on the canonical parameter.

**Theorem 3.1.**

The prior density (3.1) is conjugate. The posterior density is expressed as \( \pi(\eta; \hat{\mu}_{smap}, \delta^*) \) where \( \hat{\mu}_{smap} \) is the standardized posterior mode (3.2) and

$$
\delta^* = \frac{h_{p+1}(x) + \delta h_{p+1}(m)}{h_{p+1}(\hat{\mu}_{smap})}.
$$

(3.4)
Proof. The posterior density is proportional to $\exp\{-d(x, \mu) - \delta d(m, \mu)\} b(\eta)$. The expression (2.2) of $d(a, t)$ gives

$$
d(x, \mu) + \delta d(m, \mu) - d(x, \hat{\mu}_{\text{smap}}) - \delta d(m, \hat{\mu}_{\text{smap}})
$$

$$
= \sum_{j=1}^{p+1} \{h_j(x) + \delta h_j(m)\} \{f_j(\mu) - f_j(\hat{\mu}_{\text{smap}})\}.
$$

(3.5)

It follows from (3.3) and (3.4) that

$$
h_j(x) + \delta h_j(m) = \delta^* h_j(\hat{\mu}_{\text{smap}})
$$

for $j = 1, \ldots, p$. Thus, using (2.2) again, we see that the left-hand side of (3.5) reduces to $\delta^* d(\hat{\mu}_{\text{smap}}, \mu)$, which completes the proof. \hfill \square

Next, we show that the conjugate prior density has the least information property. For this purpose we make comparison with a non-conjugate prior. Let $\pi(\eta)$ denote an arbitrary prior density, and write the corresponding posterior density as $\pi(\eta|x)$ for a given $x$. Then we consider the family $\mathcal{P}(x, m, \delta)$ of prior densities satisfying

$$
\mathbb{E}[\langle \eta^T, \psi(\eta) \rangle \mid \pi(\eta|x)] = \mathbb{E}[\langle \eta^T, \psi(\eta) \rangle \mid \pi(\eta, \hat{\mu}_{\text{smap}}, \delta^*)].
$$

(3.6)

Since $L(\hat{\mu}, \mu) = \phi(\mu) + \psi(\eta) - \hat{\theta}^T \eta$, this condition is equivalent to the condition that the equality

$$
\mathbb{E}[L(\hat{\mu}, \mu) \mid \pi(\eta|x)] = \mathbb{E}[L(\hat{\mu}, \mu) \mid \pi(\eta, \hat{\mu}_{\text{smap}}, \delta^*)]
$$

holds for any estimate $\hat{\mu}$. To be specific, any prior density in $\mathcal{P}(x, m, \delta)$ has the identical Bayes estimate and the identical posterior risk of the Bayes estimate. Thus, it is reasonable to compare the amount of information contained among the prior densities in $\mathcal{P}(x, m, \delta)$.

The following theorem gives a Pythagorean relationship holding for the conjugate prior density. See Figure 1. The least information property is obtained as a corollary.

**Theorem 3.2.**

Let $\pi(\eta)$ be any prior density in $\mathcal{P}(x, m, \delta)$ defined by the condition (3.6), and write the corresponding posterior density as $\pi(\eta|x)$. Then, the following Pythagorean relationship

$$
\text{KL}(\pi(\eta|x), \pi(\eta; m_1, \delta_1)) = \text{KL}(\pi(\eta|x), \pi(\eta; \hat{\mu}_{\text{smap}}, \delta^*))
$$

$$
+ \text{KL}(\pi(\eta; \hat{\mu}_{\text{smap}}, \delta^*), \pi(\eta; m_1, \delta_1))
$$

(3.7)

holds for any hyperparameters $m_1$ and $\delta_1$.

**Proof.** Note that

$$
\text{KL}(\pi(\eta|x), \pi(\eta; m_1, \delta_1)) - \text{KL}(\pi(\eta|x), \pi(\eta; \hat{\mu}_{\text{smap}}, \delta^*))
$$

$$
= \mathbb{E}\left[ \log \frac{\pi(\eta; \hat{\mu}_{\text{smap}}, \delta^*)}{\pi(\eta; m_1, \delta_1)} \mid \pi(\eta|x) \right].
$$
If we replace \( \pi(\eta; \mu_{\text{snap}}, \delta^*) \) with \( \left\lceil \pi(\eta; \hat{\mu}_{\text{snap}}, \delta^*) \right\rceil^{-} \) in the right-hand side, the expected value becomes the Kullback-Leibler separator from \( \pi(\eta; \hat{\mu}_{\text{snap}}, \delta^*) \) to \( \pi(\eta; m_1, \delta_1) \). Thus, it is sufficient to show that this replacement does not change the above expected value. It follows that

\[
\log \frac{\pi(\eta; \hat{\mu}_{\text{snap}}, \delta^*)}{\pi(\eta; m_1, \delta_1)} = a_1^T \eta + a_2 \psi(\eta) + a_3,
\]

where \( a_1, a_2 \) and \( a_3 \) are independent of \( \eta \). They are explicitly represented as

\[
\begin{align*}
a_1 &= \delta^* h_{p+1}(\mu_{\text{snap}}) \hat{\theta}_{\text{snap}} - \delta h_{p+1}(m_1) \theta(m_1), \\
a_2 &= \delta_1 h_{p+1}(m_1) - \delta^* h_{p+1}(\mu_{\text{snap}}), \\
a_3 &= +\delta_1 h_{p+1}(m_1) \phi(\theta(m_1)) - \delta^* h_{p+1}(\mu_{\text{snap}}) \phi(\hat{\theta}_{\text{snap}}) - K(m_1, \delta_1) + K(\mu_{\text{snap}}, \delta^*).
\end{align*}
\]

Since the posterior density \( \pi(\eta|x) \) satisfies (3.6) by definition, the required result is obtained. □

![Figure 1: The Pythagorean relationship holding for the conjugate prior.](image-url)

Now, we solve the minimization problem of the following functional

\[
G[\pi(\eta)] = KL(\pi(\eta|x), \pi(\eta; x, 1)).
\]

Recall that the factor \( b(\eta) \) in the prior density (3.1) is discarded when deriving the standardized posterior mode (3.2). Since we may look upon the sampling density \( p(x; \mu) = \exp\{-d(x, \mu)\} a(x) \) as the prior density \( \pi(\eta; x, 1) \), the functional \( G[\pi(\eta)] \) can be regarded as the information contained in the prior density \( \pi(\eta) \). The following corollary gives the minimizer of \( G[\pi(\eta)] \).

**Corollary 3.3.**

The conjugate prior density (3.1) minimizes the functional \( G[\pi(\eta)] = KL(\pi(\eta|x), \pi(\eta; x, 1)) \) among the family \( \mathcal{P}(x, m, \delta) \) of prior densities defined by the condition (3.6).
Proof. Set $\mathbf{m}_1 = \mathbf{x}$ and $\delta_1 = 1$ in Theorem 3.2, and we have
\[ G[\pi(\eta)] = G[x(\eta; \mathbf{m}, \delta)] + \text{KL}(\pi(\eta|x), \pi(\eta; \hat{\mu}_{\text{MAP}}, \delta^*)). \]
This equality completes the proof.

Note that this corollary is closely related to discussions on the minimax property of the conjugate prior density employed by Morris (1983) and Consonni and Veronese (1992).

We close this section by emphasizing to a potential relation between the conjugate analysis and the generalized linear model (GLM). Conjugate priors for the GLM were studied by Chen and Ibrahim (2003). The GLM is based on the sampling density $p(x; \mu)$ with mean $\mu$ in the one-parameter exponential family. It is known that $\text{KL}(p(x; \hat{\mu}_{\text{ML}}), p(x; \mu)) = \text{KL}(p(y; \hat{\mu}_{\text{ML}}), p(y; \mu))$ where $\hat{\mu}_{\text{ML}} = \mathbf{x}$ is the maximum likelihood estimator. This is formally rewritten as
\[ \text{KL}(\delta(y - \hat{\mu}_{\text{ML}}), p(y; \mu)) = \text{KL}(\delta(y - \hat{\mu}_{\text{ML}}), p(y; \mu)) + \text{KL}(p(y; \hat{\mu}_{\text{ML}}), p(y; \mu)), \]
where $\delta(y - x)$ is the Dirac’s delta function. A similar Pythagorean relationship holds approximately in the GLM. Comparing with the Pythagorean relationship (3.7) in Theorem 3.2, we learn that a type of similarity lies between the conjugate analysis and the GLM.

4. A Pythagorean relationship

In this and the following sections the dual Pythagorean relationships are derived, each of which manifests how the standardized posterior mode dominates other estimators. The loss functions we adopt in the two cases are dual to each other. Assuming the two conjugate prior densities, or the two types of $b(\eta)$, we discuss the conjugate analysis separately.

First, we pursue an optimality of the estimator under the loss function $L(\mu, \mu) = d(\mu, \mu)/h_{p+1}(\mu)$, when there exists a non-negative function $b_c(\eta)$ such that
\[ \frac{\partial}{\partial m} \int \exp\{-\delta_1 L(m, \mu)\} b_c(\eta) d\eta = 0. \] (4.1)
We set the integral in (4.1) as $\exp\{-K(\delta_1)\}$. The density $\exp\{-\delta_1 L(m, \mu) + K(\delta_1)\} b_c(\eta)$ belongs to the proper dispersion model introduced in Jorgensen (1997, p.5). Setting $\delta_1 = \delta h_{p+1}(\mu)$, we assume the prior density
\[ \pi_c(\eta; \mathbf{m}, \delta) = \exp\{-d(\mu, \mu) + K(\delta h_{p+1}(\mu))\} b_c(\eta). \] (4.2)
It should be noted that the normalizing constant depends on $\mathbf{m}$ and $\delta$ only through the product $\delta h_{p+1}(\mu)$.

The conjugate prior density (4.2) has the following property with respect to the expectation of the extended canonical parameter.

Proposition 4.1.

Under the assumption (4.1) it holds for any $\mathbf{m}$ and $\delta > 0$ that
\[ E[\eta - \eta(m) \mid \pi_c(\eta; \mathbf{m}, \delta)] = 0, \]
where $\eta(m) = -(f_1(m), \ldots, f_p(m))^T$. Further, the posterior density corresponding to $\pi_c(\eta; m, \delta)$ satisfies

$$E[\eta - \hat{\eta}_{smap} \mid \pi_c(\eta; \hat{\mu}_{smap}, \delta^*)] = 0.$$

Proof. Differentiating the integral in (4.1) with respect to $\theta(m)$, we have

$$\int \{\eta(m) - \eta\} \exp\{-\delta_1 L(m, \mu)\} b_c(\eta) d\eta = 0 \tag{4.3}$$

for any $m$ and $\delta_1 > 0$. Setting $\delta_1 = \delta_{p+1}(m)$, we obtain the former part.

Theorem 3.1 yields that the corresponding posterior density is expressed as $\pi_c(\eta; \hat{\mu}_{smap}, \delta^*)$. Noting that $\hat{\eta}_{smap} = \eta(\hat{\mu}_{smap})$, we see that the latter part follows from the former part.

This proposition is an extension of Proposition 4.5 (ii) in Yanagimoto and Ohnishi (2005a), where the sampling density is restricted to be in the natural exponential family. This extension is realized by introducing $\eta$ suitably.

We clarify implications of Proposition 4.1 through the following example where the sampling density is in the natural exponential family (1.1).

Example 4.1. Set $f_j(\mu)$ and $h_j(x)$ ($i = 1, 2$) in the natural exponential family (1.1) as in the former part of Example 2.1. Suppose that the assumption (4.1) is satisfied, that is, the normalizing constant in (4.2) depends only on $\delta$. Then, the posterior mean of $\eta = \phi'(\mu)$ is $\phi'(\hat{\mu}_{smap})$ with $\hat{\mu}_{smap} = (x + \delta m) / (1 + \delta)$.

Next, we deal with the case where the sampling density is defined on $\mathbb{R}^+$ and set $f_j(\mu)$ and $h_j(x)$ ($i = 1, 2$) as in the latter part of Example 2.1. The assumption (4.1) is equivalent to the one that the normalizing constant in (4.2) is a function of $\delta m$. Under this assumption the posterior mean of $\psi(\eta) = \psi(\phi'(\mu))$ is $\psi(\phi'(\hat{\mu}_{smap}))$.

Now, let us derive a Pythagorean relationship with respect to posterior risks.

Proposition 4.2.
Under the assumptions (4.1) the Pythagorean relationship

$$E[L(\hat{\mu}, \mu) - L(\hat{\mu}_{smap}, \mu) - L(\hat{\mu}, \hat{\mu}_{smap}) \mid \pi_c(\eta; \hat{\mu}_{smap}, \delta^*)] = 0 \tag{4.4}$$

holds for any estimator $\hat{\mu}$. Thus, the standardized posterior mode $\hat{\mu}_{smap}$ is optimum under the loss $L(\hat{\mu}, \mu)$.

Proof. It follows from the identity (2.9) that

$$L(\hat{\mu}, \mu) - L(\hat{\mu}_{smap}, \mu) - L(\hat{\mu}, \hat{\mu}_{smap}) = (\theta(\hat{\mu}) - \bar{\theta}_{smap})^T(\hat{\eta}_{smap} - \eta). \tag{4.5}$$

Note that $\theta(\hat{\mu}) - \bar{\theta}_{smap}$ is constant in $\eta$. Thus, the latter part of Proposition 4.1 yields the Pythagorean relationship (4.4). The optimum property of $\hat{\mu}_{smap}$ follows from this Pythagorean relationship.
We derive an extended version of the Pythagorean relationship in Proposition 4.2. This is done by modifying the loss function $L(\hat{\mu}, \mu)$ for an appropriate choice of $b(\eta)$ in the prior density (3.1). Suppose that there exist a positive function $I(m)$ and a non-negative function $\tilde{b}_c(\eta)$ such that
\[
\frac{\partial}{\partial m} \int \exp\{-\delta_1 I(m) L(m, \mu)\} \tilde{b}_c(\eta) \, d\eta = 0,
\]
and we write the integral in (4.6) as $\exp\{-\tilde{K}(\delta_1)\}$. The assumption (4.6) is weaker than (4.1), since the former allows $I(m)$.

The prior density we assume on $\eta$ is of the form
\[
\tilde{\pi}_c(\eta; m, \delta) = \exp\{-\delta d(m, \mu) + \tilde{K}\left(\frac{\delta h_{p+1}(m)}{I(m)}\right)\} \tilde{b}_c(\eta).
\]

Theorem 3.1 means that the corresponding posterior density is expressed as $\tilde{\pi}_c(\eta; \hat{\mu}_{\text{snap}}, \delta^*)$. A modified Pythagorean relationship is derived under the loss $I(\hat{\mu}) L(\hat{\mu}, \mu)$. It should be noted that the posterior risk difference is expressed through the Kullback-Leibler separator between the two (prior) densities.

**Proposition 4.3.**

Under the assumption (4.6) set $\pi_f(\eta; m, \delta_1) = \exp\{-\delta_1 I(m) L(m, \mu) + \tilde{K}(\delta_1)\} \tilde{b}_c(\eta)$. The following modified Pythagorean relationship
\[
\begin{align*}
\mathbb{E}[I(\hat{\mu}) L(\hat{\mu}, \mu) - I(\hat{\mu}_{\text{snap}}) L(\hat{\mu}_{\text{snap}}, \mu) | \tilde{\pi}_c(\eta; \hat{\mu}_{\text{snap}}, \delta^*)] \\
= \frac{1}{\delta_1^*} \text{KL}(\pi_f(\eta; \hat{\mu}_{\text{snap}}, \delta_1^*), \pi_f(\eta; \hat{\mu}, \delta_1^*)) 
\end{align*}
\]

holds for any estimator $\hat{\mu}$ where $\delta_1^* = \left\{ f_{p+1}(x) + \delta h_{p+1}(m) \right\}/I(\hat{\mu}_{\text{snap}})$. Consequently, the standardized posterior mode $\hat{\mu}_{\text{snap}}$ is optimum under the loss $I(\hat{\mu}) L(\hat{\mu}, \mu).

**Proof.** A calculation of the right-hand side of (4.7) gives
\[
\begin{align*}
\frac{1}{\delta_1^*} \text{KL}(\pi_f(\eta; \hat{\mu}_{\text{snap}}, \delta_1^*), \pi_f(\eta; \hat{\mu}, \delta_1^*)) \\
= \mathbb{E}[I(\hat{\mu}) L(\hat{\mu}, \mu) - I(\hat{\mu}_{\text{snap}}) L(\hat{\mu}_{\text{snap}}, \mu) | \pi_f(\eta; \hat{\mu}_{\text{snap}}, \delta_1^*)] 
\end{align*}
\]

The equality (2.10) and the expression (3.4) of $\delta^*$, together with the expression of $\delta_1^*$ in Proposition 5.1, give
\[
\delta_1^* I(\hat{\mu}_{\text{snap}}) L(\hat{\mu}_{\text{snap}}, \mu) = \delta^* d(\hat{\mu}_{\text{snap}}, \mu),
\]
\[
\tilde{K}(\delta_1^*) = \tilde{K}\left(\frac{\delta^* h_{p+1}(\hat{\mu}_{\text{snap}})}{I(\hat{\mu}_{\text{snap}})}\right).
\]

Thus, we see that the posterior density $\tilde{\pi}_c(\eta; \hat{\mu}_{\text{snap}}, \delta^*)$ is equal to $\pi_f(\eta; \hat{\mu}_{\text{snap}, \delta_1^*})$, which completes the proof.

Another expression of the term $L(\hat{\mu}, \hat{\mu}_{\text{snap}})$ in Proposition 4.2 is obtained as
\[
L(\hat{\mu}, \hat{\mu}_{\text{snap}}) = \frac{1}{\delta_1^*} \text{KL}(\pi_f(\eta; \hat{\mu}_{\text{snap}}, \delta_1^*), \pi_f(\eta; \hat{\mu}, \delta_1^*))
\]
where \( \pi_1(\eta; m, \delta_1) = \exp\{-\delta_1 L(\mu, \mu) + K(\delta_1)\} b_\mu(\eta) \) and \( \delta_1^* = h_{p+1}(x) + \delta h_{p+1}(m) \).

The hyperbola density (2.12) provides us with an illustrative example of Proposition 4.3, where a modified loss function \( I(\mu) L(\mu, \mu) \) is more familiar than the original one \( L(\mu, \mu) \).

**Example 4.2.** The dual convex functions are \( \psi(\eta) = \cosh(\sinh^{-1} \eta) \) and \( \phi(\theta) = \theta \sinh(\tanh^{-1} \theta) - \cosh(\tanh^{-1} \theta) \) in the hyperbola density \( p_n(x; \mu, \tau) \) in (2.12). Thus, the loss function \( L(\mu, \mu) \) is of the form \( L(\mu, \mu) = \{ \cosh(\mu - \mu) - 1 \} / \cosh \mu \). A familiar loss function in the literature is \( I(\mu) L(\mu, \mu) = \cosh(\mu - \mu) - 1 \), which is obtained by setting \( I(\mu) = \cosh \mu \). If we choose \( \delta(\eta) \) as \( b_\mu(\eta) = d\mu / d\eta = 1 / \cosh(\sinh^{-1} \eta) \), then the integral

\[
\int_{-\infty}^{\infty} \exp\{-\delta_1 I(m) L(m, \mu)\} b_\mu(\eta) \, d\eta = \int_{-\infty}^{\infty} \exp\{-\delta_1 \cosh(m - \mu)\} \, d\mu
\]

is independent of \( m \). Note that the Kullback-Leibler separator from \( p_n(\mu; m_1, \delta) \) to \( p_n(\mu; m_2, \delta) \) is calculated as

\[ KL((m_1, \delta), (m_2, \delta)) = \frac{K_1(\delta)}{K_0(\delta)} \{ \cosh(m_1 - m_2) - 1 \} . \]

For an arbitrary estimator \( \hat{\mu} \) Proposition 4.3 gives the following modified Pythagorean relationship

\[ E[\cosh(\mu - \mu) - \cosh(\hat{\mu}_{\text{smap}} - \mu) | p_n(\mu; \hat{\mu}_{\text{smap}}, \delta_1^*)] = \frac{1}{\delta_1^*} KL((\hat{\mu}_{\text{smap}}, \delta_1^*), (\mu, \delta_1^*)) \]

where \( \tanh \hat{\mu}_{\text{smap}} = \{ \tau \sinh x + \delta \sinh m \} / \{ \tau \cosh x + \delta \cosh m \} \) and \( \delta_1^* = \{ \tau^2 + \delta^2 + 2\tau \delta \cosh(x - m) \}^{1/2} \).

**5. A dual version of the Pythagorean relationship**

We move to the case of an alternative loss function \( L(\mu, \mu) \), dual to \( L(\hat{\mu}, \mu) \). Another conjugate prior density which is in a sense dual to \( \pi_\alpha(\eta; m, \delta) \) in (4.2) is dealt with. Setting \( b(\eta) = 1 \), we assume the prior density

\[ \pi_m(\eta; m, \delta) \propto \exp\{-\delta d(m, \mu)\} \quad (5.1) \]

with respect to the Lebesgue measure on \( \eta \). When the sampling density is in the regular natural exponential family, this prior density reduces to what is called the DY prior density.

We attempt here to extend Theorem 2 in Diaconis and Ylvisaker (1979) in various ways. For this purpose we assume that

\[ \lim_{\eta_i \to \bar{\eta}_i} d(m, \mu) = \infty \quad \text{and} \quad \lim_{\eta_i \to \underline{\eta}_i} d(m, \mu) = \infty \quad \text{for} \quad j = 1, \ldots, p. \quad (5.2) \]

In the above \( \bar{\eta}_j = \bar{\eta}_j(\eta_{j-1}) \) and \( \underline{\eta}_j = \underline{\eta}_j(\eta_{j+1}) \) are respectively the upper and the lower boundary point when \( \eta(\delta) = (\eta_1, \ldots, \eta_{j-1}, \eta_{j+1}, \ldots, \eta_p)^T \) are fixed. Roughly speaking, this assumption implies that the density vanishes at the boundary. The following proposition claims that the prior density (5.1) has a property dual to the one in Proposition 4.1.

**Proposition 5.1.**

Under the assumption (5.2) it holds for any \( m \) and \( \delta > 0 \) that

\[ E[\theta - \theta(m) | \pi_m(\eta; m, \delta)] = 0. \]
In addition, the posterior density corresponding to $\pi_m(\eta; \mu, \delta)$ satisfies

$$\mathbb{E}[\theta - \hat{\theta}_{\text{snap}} \mid \pi_m(\eta; \mu_{\text{snap}}, \delta^*)] = 0.$$  

Proof. It follows from (5.2) that

$$\int_{\eta_j} \eta_j \frac{\partial}{\partial \eta_j} \exp\{-\delta d(m, \mu)\} \, d\eta_j = 0$$

for $j = 1, \ldots, p$. We have from (2.6) and (A.4)

$$\frac{\partial}{\partial \eta_j} d(m, \mu) = -h_j(m) + \frac{h_j(\mu)}{h_{p+1}(\mu)} h_{p+1}(m) = h_{p+1}(m) \{\theta_j - \theta_j(m)\}.$$  

Combining these, we obtain the former part.

The proof of the latter part is parallel to that of the latter part of Proposition 4.1. □

Now, let us derive a Pythagorean relationship with respect to the loss function $L(m, \mu) = d(m, \mu)/h_{p+1}(\mu)$. Note that the loss function and the property of the prior density are dual to those in the previous Pythagorean relationship (4.4).

**Proposition 5.2.** 
Under the assumption (5.2) the Pythagorean relationship

$$\mathbb{E}[L(m, \mu_{\text{snap}}) - L(m, \mu_{\text{snap}}) - L(\mu_{\text{snap}}, \mu_{\text{snap}}) \mid \pi_m(\eta; \mu_{\text{snap}}, \delta^*)] = 0$$  

holds for any estimator $\mu_{\text{snap}}$. Therefore, the standardized posterior mode $\mu_{\text{snap}}$ is optimum under the loss $L(m, \mu)$.

Proof. The proof is parallel to that of Proposition 4.2. Instead of the identity (4.5), we use

$$L(m, \mu_{\text{snap}}) - L(m, \mu_{\text{snap}}) - L(\mu_{\text{snap}}, \mu_{\text{snap}}) = (\theta - \hat{\theta}_{\text{snap}})^T (\hat{\eta}_{\text{snap}} - \hat{\eta}),$$

where $\hat{\eta}$ is the estimator equivalent to $\mu$. □

Next, a modification of the Pythagorean relationship (5.3) is dealt with. We adopt a loss function $J(\eta)L(m, \mu)$ with $J(\eta)$ being a positive function. The prior density we assume is of the form

$$\tilde{\pi}_m(\eta; \mu, \delta) \propto \exp\{-\delta d(m, \mu)\}/J(\eta).$$

It follows from Theorem 3.1 that the above prior density is also conjugate, and also that the posterior density is given as $\tilde{\pi}_m(\eta; \mu_{\text{snap}}, \delta^*)$. Here again we assume the regularity condition (5.2). We learn that a modified Pythagorean relationship holds under the loss $J(\eta)L(m, \mu)$. Note that the third term in the posterior expectation in the following proposition is not $J(\hat{\eta}_{\text{snap}})L(\mu_{\text{snap}}, \mu_{\text{snap}})$, but $J(\eta)L(\mu_{\text{snap}}, \mu_{\text{snap}})$. 
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Under the assumption (5.2) the modified Pythagorean relationship
\[ E[J(\eta)L(\mu, \hat{\mu}) - J(\eta)L(\mu, \hat{\mu}_{\text{snap}}) - J(\eta)L(\hat{\mu}_{\text{snap}}, \hat{\mu}) | \bar{\pi}_{m}(\eta; \hat{\mu}_{\text{snap}}, \delta^{*})] = 0 \] (5.5)
holds for any estimator \( \hat{\mu} \). Thus, the standardized posterior mode \( \hat{\mu}_{\text{snap}} \) is optimum under the loss \( J(\eta)L(\mu, \hat{\mu}) \).

Proof. Comparing the two prior densities (5.1) and (5.4), we see that \( J(\eta) \bar{\pi}_{m}(\eta; \hat{\mu}_{\text{snap}}, \delta^{*}) \propto \pi_{m}(\eta; \hat{\mu}_{\text{snap}}, \delta^{*}) \) as functions of \( \eta \). The modified Pythagorean relationship (5.5) is a rewritten version of the original one (5.3).

Interestingly, the standardized posterior mode is optimum for all the loss functions in Propositions 4.2, 4.3, 5.2 and 5.3.

Let \( \xi = (\xi_{1}, \ldots, \xi_{p})^{T} \) be a new parameter vector which has a one-to-one correspondence with \( \eta \). We write the Jacobian of the parameter transformation as \( \partial \xi / \partial \eta \). Consider the prior density \( \exp(-\delta d(m, \mu)) \) with respect to the Lebesgue measure on \( \xi \). Especially when the sampling density is in the exponential family, this prior density is called standard conjugate by Consonni and Veronese (1992). The prior density is equivalent to (5.4) with \( 1/J(\eta) = |\partial \xi / \partial \eta| \).

The following example gives implications of Propositions 5.2 and 5.3 to the natural exponential family (1.1).

Example 5.1. Let us assume that the natural exponential family (1.1) is regular, i.e., that its canonical space is assumed to be open. This assumption implies that
\[ \lim_{\eta \rightarrow \xi} KL(m, \mu) = \infty \quad \text{and} \quad \lim_{\eta \rightarrow \eta} KL(m, \mu) = \infty, \]
where \( KL(\mu_{1}, \mu_{2}) \) is the Kullback-Leibler separator from \( p(x; \mu_{1}) \) to \( p(x; \mu_{2}) \). Thus, the assumption (5.2) is satisfied. It is known that the DY prior density exists for a regular natural exponential family. It is of the form
\[ \pi_{m}(\eta; m, \delta) = \pi_{m}(\eta; m, \delta) \propto \exp(-\delta KL(m, \mu)) \]
with respect to the Lebesgue measure on \( \eta \). Then, the standardized posterior mode \( \hat{\mu}_{\text{snap}} = (x + \delta m)/(1 + \delta) \) is optimum with respect to the loss \( KL(\mu, \hat{\mu}) \).

Next, we introduce a new parameter \( \xi = \xi(\eta) = \xi(\phi'(\mu)) \), and consider the prior density
\[ \bar{\pi}_{m}(\eta; m, \delta) \propto \exp(-\delta KL(m, \mu)) \left| \frac{\partial \xi}{\partial \eta} \right|. \]
The function \( \xi(\eta) \) is assumed to be strictly increasing. Several cases of \( \xi(\eta) \) and the corresponding loss function \( J(\eta)L(\mu, \hat{\mu}) \) are given in Table 1, where the function \( v(\mu) \) denotes the variance function.
Table 1: Examples of the parameter ξ and the loss function \( J(\eta) L(\mu, \hat{\mu}) \) in the natural exponential family

<table>
<thead>
<tr>
<th>ξ</th>
<th>Loss function</th>
<th>Necessary assumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta )</td>
<td>( KL(\mu, \hat{\mu}) )</td>
<td>( )</td>
</tr>
<tr>
<td>( \mu )</td>
<td>( KL(\mu, \hat{\mu}) )</td>
<td>( )</td>
</tr>
<tr>
<td>\text{log} ( \mu )</td>
<td>( \frac{\mu KL(\mu, \hat{\mu})}{\nu(\mu)} )</td>
<td>( \mu &gt; 0 )</td>
</tr>
<tr>
<td>\psi(\eta)</td>
<td>( KL(\mu, \hat{\mu}) )</td>
<td>( \mu &gt; 0 )</td>
</tr>
<tr>
<td>\phi(\mu)</td>
<td>( KL(\mu, \hat{\mu}) )</td>
<td>( \eta &gt; 0 )</td>
</tr>
<tr>
<td>\text{log} ( \eta )</td>
<td>( \eta KL(\mu, \hat{\mu}) )</td>
<td>( \eta &gt; 0 )</td>
</tr>
</tbody>
</table>

6. Examination of the non-singularity condition

The aim of this section is to make regularity conditions weaker. Our discussions in Sections 2 through 5 were based on the non-singularity condition (C.4). However, the conjugate analysis is possible without this regularity condition to some extent. An example is the von Mises distribution, the conjugate analysis of which was studied by Mardia and El-Atoum (1976).

Let \( F_{p,p+1}(t) \) denote the \( p \times (p + 1) \) matrix whose \( (i,j) \)th component is \( \partial f_{j}(t)/\partial t_{i} \) \((1 \leq i \leq p, 1 \leq j \leq p + 1) \). In place of (C.4) requiring the non-singularity of \( F_{p,p}(t) \) and (C.5), we here assume the following regularity condition

\[
(C.4') \quad \text{rank } F_{p,p+1}(t) = p \text{ for any } t.
\]

In order to make the difference between (C.4) and (C.4') clear, we consider the von Mises case. Whether we set \( f_{i}(t) = -\cos t \) or \( f_{i}(t) = -\sin t \), the condition (C.4) is not satisfied. However, the rank of the \( 1 \times 2 \) matrix \( (\sin t, -\cos t) \) is equal to one for any \( t \), that is, (C.4') is satisfied.

Since it seems difficult to define the extended canonical parameter, we assume prior densities on the parameter \( \mu \). The assumed prior density has the form

\[
\pi(\mu; m, \delta) \propto \exp\{-\delta d(m, \mu)\} c(\mu),
\]

where \( c(\mu) \) is an appropriate non-negative function.

**Proposition 6.1.**

Suppose that the standardized posterior mode (3.2) is uniquely determined. Then, the prior density (6.1) is conjugate.

**Proof.** The proof is similar to that of Theorem 3.1. We prove that the right-hand side of (3.5) is proportional to \( d(\hat{\mu}_{\text{snap}}, \mu) \). It suffices to show that the two vectors \( \bar{h}(x) + \delta \bar{h}(m) \) and \( \bar{h}(\hat{\mu}_{\text{snap}}) \) are proportional where \( \bar{h}(t) \) denote the \((p + 1)\)-dimensional vector \((h_{1}(t), \ldots, h_{p+1}(t))^{T}\). By definition, the standardized posterior mode \( \hat{\mu}_{\text{snap}} \) satisfies
\( \frac{\partial}{\partial \mu} \{ d(x, \mu) + \delta d(m, \mu) \} \bigg|_{\mu=\hat{\mu}_{\text{smmap}}} = 0. \) This is expressed in a matrix representation as \( F_{p, p+1}(\hat{\mu}_{\text{smmap}}) \{ \tilde{h}(x) + \delta \tilde{h}(m) \} = 0. \) The equality (2.3) with \( a = \hat{\mu}_{\text{smmap}} \) is rewritten as

\[ F_{p, p+1}(\hat{\mu}_{\text{smmap}}) \tilde{h}(\hat{\mu}_{\text{smmap}}) = 0. \]

Note that the matrix \( F_{p, p+1}(\hat{\mu}_{\text{smmap}}) \) is of full rank. It follows from the theory of linear algebra that there exists \( \delta^* \) such that

\[ \tilde{h}(x) + \delta \tilde{h}(m) = \delta^* \tilde{h}(\hat{\mu}_{\text{smmap}}). \]  

(6.2)

Thus, the desired proportionality

\[ d(x, \mu) + \delta d(m, \mu) - d(x, \hat{\mu}_{\text{smmap}}) - \delta d(m, \hat{\mu}_{\text{smmap}}) = \delta^* d(\hat{\mu}_{\text{smmap}}, \mu) \]

is obtained. The existence assumption of \( \hat{\mu}_{\text{smmap}} \) guarantees that \( \delta^* > 0 \). Thus, we see that the posterior density is expressed as \( \pi(\mu; \hat{\mu}_{\text{smmap}}, \delta^*) \).

Discussions similar to those in Propositions 4.2 and 4.3 hold true under the weaker regularity condition (C.4') in place of (C.4) and (C.5). We assume the following prior density

\[ \pi_0(\mu; m, \delta) \propto \exp\{-\delta d(m, \mu)\} c_0(\mu) \]

under the assumption that there exist a positive function \( \bar{I}(m) \) and a non-negative function \( c_0(\mu) \) such that

\[ \frac{\partial}{\partial m} \int \exp\{-\delta \bar{I}(m)d(m, \mu)\} c_0(\mu) d\mu = 0. \]  

(6.3)

**Proposition 6.2.**

Under the assumption (6.3) set \( \tilde{\pi}_0(\mu; m, \delta_2) \propto \exp\{-\delta \bar{I}(m)d(m, \mu)\} c_0(\mu) \). The following modified Pythagorean relationship

\[ E[ \bar{I}(\hat{\mu})d(\hat{\mu}, \mu) - \bar{I}(\hat{\mu}_{\text{smmap}})d(\hat{\mu}_{\text{smmap}}, \mu) \mid \pi_0(\mu; \hat{\mu}_{\text{smmap}}, \delta^*) ] \]

\[ = \frac{1}{\delta_2^*} \text{KL}( \tilde{\pi}_0(\mu; \hat{\mu}_{\text{smmap}}, \delta_2^*), \bar{\pi}_0(\mu; \hat{\mu}_{\text{smmap}}, \delta_2^*) ) \]

holds for any estimator \( \hat{\mu} \) where \( \delta^* \) is the constant given in (6.2) and \( \delta_2^* = \delta^*/\bar{I}(\hat{\mu}_{\text{smmap}}) \). Consequently, the standardized posterior mode \( \hat{\mu}_{\text{smmap}} \) is optimum under the loss \( \bar{I}(\hat{\mu})d(\hat{\mu}, \mu) \).

**Proof.** The proof is parallel to that of Proposition 4.3. The key is the equality \( \pi_0(\mu; \hat{\mu}_{\text{smmap}}, \delta^*) = \tilde{\pi}_0(\mu; \hat{\mu}_{\text{smmap}}, \delta_2^*) \).

Here we investigate the von Mises case in order to explain the above proposition.

**Example 6.1.** Consider the von Mises density \( p_{CM}(x; \mu, \tau) \) in (1.2). If we set \( \bar{I}(m) = 1 \) and \( c_0(\mu) = 1 \), the integral

\[ \int_0^{2\pi} \exp\{-\delta \bar{I}(m)d(m, \mu)\} c_0(\mu) d\mu = \int_0^{2\pi} \exp\{-\delta_2(1 - \cos(m - \mu))\} d\mu \]
is independent of \( m \). Since the condition (6.3) is satisfied, we can apply Proposition 6.2. We obtain the following modified Pythagorean relationship

\[
E[ \cos(\hat{\mu}_{\text{snap}} - \mu) - \cos(\hat{\mu} - \mu) \mid p_{\text{rep}}(\mu; \hat{\mu}_{\text{snap}}, \delta_2)] = \frac{1}{\delta_2^2} \frac{I_1(\delta_2)}{I_0(\delta_2)} \{1 - \cos(\hat{\mu} - \hat{\mu}_{\text{snap}})\},
\]

where \( \hat{\mu}_{\text{snap}} = \arg \max_{\mu} \{ \tau \cos(x - \mu) + \delta \cos(x_m - \mu) \} \) and \( \delta_2 = \{ \tau^2 \delta^2 + 2\tau \delta \cos(x - \mu) \}^{1/2} \).

This result is to be compared with Example 4.2.

Although we succeed in extending Propositions 4.2 and 4.3, it seems difficult to develop the arguments parallel to those in Propositions 5.2 and 5.3. This is due to severity in defining the extended canonical parameter without the regularity condition (C.4).
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**Appendix**

*Proofs of Lemmas 2.1 and 2.2.*

The chain rule for partial differentiation gives

\[
\frac{\partial}{\partial \eta_j} f_{p+1}(\mu) = \sum_{k=1}^{p} \frac{\partial}{\partial \mu_k} f_{p+1}(\mu) \frac{\partial \mu_k}{\partial \eta_j},
\]

(A.1)

and

\[
\delta_{jk} = - \frac{\partial}{\partial \eta_j} f_i(\mu) = - \sum_{k=1}^{p} \frac{\partial}{\partial \mu_k} f_i(\mu) \frac{\partial \mu_k}{\partial \eta_j},
\]

(A.2)

where \(\delta_{jk}\) is Kronecker’s delta. It follows from the \(k\)th component of the equality (2.3) that

\[
\frac{\partial}{\partial \mu_k} f_{p+1}(\mu) = - \frac{1}{h_{p+1}(\mu)} \sum_{l=1}^{p} h_l(\mu) \frac{\partial}{\partial \mu_k} f_l(\mu).
\]

(A.3)

Combining (A.1), (A.2) and (A.3), we have

\[
\frac{\partial}{\partial \eta_j} \psi(\eta) = \frac{h_j(\mu)}{h_{p+1}(\mu)}.
\]

(A.4)

Note that \(d(x, \mu) = -\sum_{j=1}^{p} \eta_j h_j(x) + \psi(\eta) h_{p+1}(x) - \sum_{j=1}^{p+1} h_j(x) f_j(x)\). Differentiating both sides of the equality \(1 = \int \exp\{-d(x, \mu)\} \alpha(x) \, dx\) with respect to \(\eta_j\), we have

\[
E \left[ h_j(x) - \frac{h_j(\mu)}{h_{p+1}(\mu)} h_{p+1}(x) \mid p(x; \mu) \right] = 0,
\]

(A.5)

which is the required result of Lemma 2.2.
Again, differentiating both sides of (A.5) with respect to $\eta_k$, we see that

\[
E[h_{p+1}(x) \mid p(x; \mu)] \frac{\partial^2}{\partial \eta_k \partial \eta_j} \psi(\eta)
= E \left[ \left\{ h_j(x) - \frac{h_j(\mu)}{h_{p+1}(\mu)} h_{p+1}(x) \right\} \left\{ h_k(x) - \frac{h_k(\mu)}{h_{p+1}(\mu)} h_{p+1}(x) \right\} \mid p(x; \mu) \right].
\]

This implies the convexity of $\psi(\eta)$, which completes the proof of Lemma 2.1. \qed