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1 Introduction

We consider a one-dimensional quasilinear parabolic equation of the form

\[
\begin{align*}
\begin{cases}
    u_t &= a(x, u, u_x)u_{xx} + f(x, u, u_x), & x \in I := (0, 1), \ t > 0, \\
    u_x(0, t) &= u_x(1, t) = 0, & t > 0.
    \end{cases}
\end{align*}
\]

(1.1)

In this paper only real-valued classical solutions are considered. Under some assumptions on \(a\) and \(f\), the solution of problem (1.1) with initial data \(u(x, 0) = u_0(x)\) in \(I\) exists globally in time, provided that \(u_0\) belongs to a suitable function space \(X\).

Once the global existence of a solution is known, then its long-time behavior becomes an important subject for mathematical studies of (1.1). There are two possibilities which can occur:

(I) \(u\) is bounded in \(X\);

(II) \(u\) is unbounded in \(X\).

Concerning the asymptotic behavior of solutions as \(t \to +\infty\) in the former case, extensive studies have been made in earlier works including [12] and [6]. Applying the result of Zelenyak ([12]) to (1.1), we see that there exists a nontrivial Lyapunov functional of the form

\[
E[u(\cdot, t)] := \int_0^1 \Phi(x, u(x, t), u_x(x, t)) \, dx
\]
satisfying \( \frac{d}{dt}E[u(\cdot, t)] \leq 0 \) and that any solution \( u(x, t) \) with bounded \( C^{2+\alpha} \) norm converges to an equilibrium solution of (1.1) as \( t \to +\infty \) in \( C^2(I) \). See also [7] for a different method of constructing a Lyapunov functional for one-dimensional quasilinear parabolic equations.

The aim of this paper is to investigate the large time behavior of solutions of (1.1) in the latter case (II) under the supposition that \( a \) and \( f \) are periodic in \( u \). For example, if the nonlinearity \( f \) is strictly positive, then the comparison theorem immediately implies that every solution \( u(x, t) \) tends to \( +\infty \) as \( t \to +\infty \) and that no equilibrium solution exists. In such a case, what is the typical behavior of unbounded global solutions of (1.1)? More precisely, is there any special solution \( U(x, t) \) of (1.1) such that \( u(x, t) \) tends to \( U(x, t) \) in some function space as \( t \to +\infty \)? We will see below that the periodicity of \( a \) and \( f \) in \( u \) helps us to find such a special solution with time-periodic growth speed and profile.

2 Main Results

Our hypotheses are as follows:

(A1) \( a(x, u, p) > 0 \) and \( f(x, u, p) \) are smooth functions and are periodic in \( u \) with least period \( L > 0 \);

(A2) there exists a positive constant \( M \) such that if \( u(x, t) \) is a solution of (1.1) on \([0, T]\) with initial data \( u_0 \) satisfying \( ||u_0||_{\infty} \leq M \) then the gradient estimate \( ||u_x(\cdot, t)||_{\infty} \leq M \) holds for all \( t \in [0, T] \).

By the theory of quasilinear parabolic equations ([3, 4]), (1.1) has a local solution \( u(x, t) \) on \([0, T]\) for every sufficiently smooth initial data \( u_0 \) satisfying the compatibility condition \( u_0'(0) = u_0'(1) = 0 \). Condition (A1) and the comparison theorem imply the following growth bound:

\[ ||u(\cdot, t)||_{\infty} \leq Kt + ||u_0||_{\infty}, \]

where \( K := \sup\{f(x, u, 0) \mid x \in \bar{I}, u \in [0, L]\} < +\infty \).

Since \( u_\phi \) solves a linear parabolic equation with divergence form, applying the interior and boundary Hölder estimates for linear parabolic equations ([3, 4]), we obtain the Hölder gradient estimates

\[ ||u_\phi||_{C^{\alpha,\alpha/2}(I\times[0,T])} \leq C. \]
Here, condition (A2) guarantees that the constants \( \alpha \in (0, 1) \) and \( C > 0 \) do not depend on \( T \). Consequently, under the conditions (A1) and (A2), the solution \( u(x, t) \) of (1.1) with initial data \( u_0 \) exists globally in \( t \geq 0 \) if \( u_0 \in X \), where

\[
X := \{ u_0 \in C^{2+\alpha}(\bar{I}) \mid u_0'(0) = u_0'(1) = 0, \| u_0' \|_\infty \leq M \}.
\]

Furthermore we assume the existence of an unbounded solution:

(A3) there exists a \( \bar{u}_0 \in X \) such that the solution \( \bar{u}(x, t) \) of (1.1) with initial data \( \bar{u}_0 \) satisfies

\[
\limsup_{t \to +\infty} \max_{x \in \bar{I}} \bar{u}(x, t) = +\infty.
\]

Condition (A3) and the periodicity of \( a \) and \( f \) ensure that for any \( u_0 \in X \) the solution \( u(x, t) \) diverges to \( +\infty \) everywhere as \( t \to +\infty \) and that no equilibrium solution exists.

A sufficient condition for (A2) and (A3) is that \( f = f(u_x) \) with \( f(0) > 0 \). Other examples will be given later.

The following is the main theorem of the present paper:

**Theorem 1**

(i) There exists an entire solution \( U(x, t) \) of (1.1) such that

\[
U(x, t + T_0) = U(x, t) + L, \quad x \in \bar{I}, \quad t \in \mathbb{R}
\]

for some positive constant \( T_0 \).

(ii) \( U_t(x, t) > 0 \) for all \( x \in \bar{I} \) and \( t > 0 \).

(iii) The solution \( U \) is asymptotically stable up to time shift, that is, for any \( u_0 \in X \) there exists a constant \( \tau_0 \) such that the solution \( u(x, t) \) of (1.1) with initial data \( u_0 \) satisfies

\[
\lim_{t \to +\infty} \| u(\cdot, t) - U(\cdot, t + \tau_0) \|_{C^2(\bar{I})} = 0.
\]
Remark 2 By (2.2), we see that the solution $U(x, t)$ is written in the form

$$U(x, t) = \phi(x, t) + \frac{L}{T_{0}} t,$$

(2.4)

where $\phi$ is $T_{0}$-periodic in $t$. We call the quantity $L/T_{0}$ the average growth speed of $U$. Namah and Roquejoffre studied the existence and stability of solutions of similar form to (2.4) (they call such solutions periodic fronts) for a semilinear parabolic equations in $\mathbb{R}^{n}$ ([8]). They showed the existence of such solutions by using the Leray-Schauder degree theory.

Remark 3 In an earlier paper [11] the authors have studied the long-time behavior of solutions for the semilinear parabolic equation

$$\begin{aligned}
  \frac{\partial u}{\partial t} &= \nabla \cdot (A(x)\nabla u) + f(x, u), & x \in \Omega, & t > 0, \\
  \frac{\partial u}{\partial \nu} &= 0, & x \in \partial\Omega, & t > 0, \\
  u(x, 0) &= u_{0}(x), & x \in \Omega,
\end{aligned}$$

(2.5)

where $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ with smooth boundary $\partial\Omega$, $\nu$ is the outer normal unit vector of $\partial\Omega$, $A(x)$ is a smooth positive function on $\overline{\Omega}$ and $f(x, u)$ is a smooth function which is $L$-periodic in $u$. The existence and the monotonicity of a solution $U$ satisfying (2.2) are also valid for the semilinear case. As for the asymptotic stability of $U$, the following was proved instead of (2.3): there exists a constant $\mu > 0$ such that for any $u_{0} \in C(\overline{\Omega})$ the solution $u(x, t)$ of (2.5) with initial data $u_{0}$ satisfies

$$||u(\cdot, t) - U(\cdot, t + \tau_{0})||_{\infty} \leq M_{0} e^{-\mu t}, \quad t \geq 0,$$

(2.6)

where $\tau_{0} \in \mathbb{R}$ and $M_{0} > 0$ are constants depending on $u_{0}$. See also [9, 10] for related results.

Remark 4 In [1], Giga, Ishimura and Kohsaka studied a weakly anisotropic curvature flow in an annulus $\{x \in \mathbb{R}^{2} \mid \rho < |x| < R\}$ and considered spiral-shaped solutions of the form $\Gamma(t) = \{(r \cos \theta(r, t), r \sin \theta(r, t)) \mid \rho \leq r \leq R\}$. Then the function $\theta(r, t)$ satisfies the following equation:

$$\begin{aligned}
  \theta_{t} &= M(n) \left( \frac{a(n)(r \theta_{rr} + r^{2} \theta_{r}^{2} + 2 \theta_{r})}{r(1 + r^{2} \theta_{r}^{2})^{1/2}} + \frac{V_{0}(1 + r^{2} \theta_{r}^{2})^{1/2}}{r} \right), \\
  \theta_{r}(\rho, t) &= \theta_{r}(R, t) = 0.
\end{aligned}$$

(2.7)
Here, $M(n)$ is called the mobility which depends on the unit normal vector $n$ represented as

$$n = n(r, \theta, \theta_r) = \frac{1}{(1 + r^2 \theta_r^2)^{1/2}} \left( \begin{array}{c} -\sin \theta - r \theta_r \cos \theta \\ \cos \theta - r \theta_r \sin \theta \end{array} \right),$$

$a(n)$ is a positive coefficient which comes from the anisotropic curvature of $\Gamma(t)$ and $V_0$ is a positive constant corresponding to a driving force term.

They have shown that conditions (A2) and (A3) are satisfied for (2.7). In view of these conditions they proved, among other things, the same statements as those of Theorem 1 (i) and (ii) (which imply the existence of a spiral solution for (2.7) and the uniqueness up to translation of time). As for the stability, they only proved the stability of the spiral solution in the sense of Lyapunov. The method used in [1] is basically the same as that of [9]. Applying Theorem 1 (iii) to (2.7), one can obtain the asymptotic stability of the spiral solution.

**Remark 5** Conditions (A2) and (A3) are also fulfilled for a quasilinear parabolic equation related to a curvature-dependent motion of curves in a 2-dimensional cylinder with saw-toothed boundary ([5]).

### 3 Proof of Theorem 1

**Proof of Theorem 1 (i).** For each $t \geq 0$, we define

$$\tau(t) := \inf\{s \geq 0 \mid \overline{u}(x, t) + L \leq \overline{u}(x, t + s) \text{ for all } x \in \overline{I}\}.$$  

Condition (A3) and the comparison theorem imply that the function $\tau(t)$ is well-defined and is monotone decreasing in $t \geq 0$. Thus the limit $T_0 = \lim_{t \to +\infty} \tau(t) \geq 0$ exists.

In view of (A3), there exists a sequence $0 < t_1 < t_2 < \cdots \to +\infty$ such that

$$\max_{x \in \overline{I}} \overline{u}(x, t_n) = \max_{x \in \overline{I}} \overline{u}_0(x) + nL.$$

For $n \in \mathbb{N}$ we define $u_n(x, t) := \overline{u}(x, t + t_n) - nL$. Then $u_n$ solves (1.1) and satisfies $\|u_{nx}(\cdot, t)\|_{\infty} \leq M$ for $t \geq -t_n$.

We fix $T > 0$. By the growth bound (2.1), there exists a positive constant $K_1$ independent of $n$ such that $\|u_n(\cdot, t)\|_{\infty} \leq KT + K_1$ for any $n \in \mathbb{N}$ with
$t_n > T$ and $t \in [-T, T]$. Therefore the Hölder gradient estimates and the Schauder estimates imply

$$\|u_n\|_{C^{2+\alpha,1+\alpha/2}(\overline{I}\times[-T,T])} \leq C_T$$

for some constant $C_T > 0$. Hence one can find a subsequence $\{t_{n_j}\}_{j \in \mathbb{N}}$ and a function $U(x, t)$ defined in $\overline{I} \times \mathbb{R}$ such that $u_{n_j}$ converges to $U$ as $j \to \infty$ in $C^{2,1}(\overline{I} \times [-T,T])$ for any $T > 0$. This means that $U(x, t)$ is an entire solution of (1.1).

By the definition of $\tau(t)$, $\overline{u}(x, t_{n_j}) + L \leq \overline{u}(x, t_{n_j} + \tau(t_{n_j}))$ for all $n_j \in \mathbb{N}$ and $x \in \overline{I}$. Subtracting $nL$ from the above inequality and letting $n \to \infty$, we obtain $\overline{u}(x, 0) + L \leq \overline{u}(x, T_0)$ for $x \in \overline{I}$. This implies $T_0 > 0$.

Suppose that $\overline{u}(x, 0) + L \equiv \overline{u}(x, T_0)$. Then by the comparison theorem, for any fixed $\delta > 0$, we have $\overline{u}(x, \delta) + L < \overline{u}(x, T_0 + \delta)$ for all $x \in \overline{I}$. Therefore, for sufficiently large $j \in \mathbb{N}$,

$$\overline{u}(x, t_{n_j} + \delta) + L < \overline{u}(x, t_{n_j} + \delta + T_0), \quad x \in \overline{I}.$$

This implies that $\tau(t_{n_j} + \delta) < T_0$, which contradicts the definition of $T_0$. Thus we obtain $\overline{u}(x, 0) + L \equiv \overline{u}(x, T_0)$, and hence (2.2) holds. \hfill \square

**Proof of Theorem 1 (ii).** Fix $t \in \mathbb{R}$ arbitrarily and set

$$t_0 := \inf\{s > 0 \mid U(x, t) \leq U(x, t + s) \text{ for all } x \in \overline{I}\}.$$

Clearly $0 \leq t_0 < T_0$. Suppose $t_0 > 0$. Then, since $U(x, t) \leq U(x, t + t_0)$ for $x \in \overline{I}$ and since $U(x, t) \neq U(x, t + t_0)$, it follows from the comparison theorem that

$$U(x, t + t_0) < U(x, t + t_0 + T_0), \quad x \in \overline{I}.$$

By (2.2), this implies $U(x, t) < U(x, t + t_0)$ for $x \in \overline{I}$, which contradicts the definition of $t_0$. Therefore $t_0 = 0$ and hence $U_t(x, t) \geq 0$ for $x \in \overline{I}$ and $t \in \mathbb{R}$. Moreover, by the strong maximum principle, we obtain $U_t(x, t) > 0$ for all $x \in \overline{I}$ and $t \in \mathbb{R}$.

**Proof of Theorem 1 (iii).** For $n \in \mathbb{N}$ we define $w_n(x, t) := u(x, t + nT_0) - nL$. Arguing as in the proof of (i), we see that there exists a constant $\tau_0$ such that

$$\lim_{n \to \infty} \|w_n - U(\cdot, \cdot + \tau_0)\|_{C^{2,1}(\overline{I}\times[-T,T])} = 0.$$ (3.1)
For $t \geq 0$, we define $n(t) \in \mathbb{N} \cup \{0\}$ and $r(t) \in [0, T_0)$ by $t = n(t)T_0 + r(t)$. Then, since
\[
u(x, t) - U(x, t + \tau_0) = \nu(x, n(t)T_0 + r(t)) - U(x, r(t) + \tau_0) - n(t)L
\]
we have
\[
\|\nu(\cdot, t) - U(\cdot, \cdot + \tau_0)\|_{C^2(I)} \leq \|\nu_{n(t)}(\cdot) - U(\cdot, \cdot + \tau_0)\|_{C^2,1(I \times [0,T_0])} \to 0
\]
as $t \to +\infty$. \qed

Remark 6  Since the method used in the proof of Theorem 1 is based on the comparison theorem for classical solutions, the statements of the theorem remain true even for a class of quasilinear parabolic equations in higher space dimension including

\[
\begin{align*}
\frac{\partial u}{\partial t} &= a(x, u, \nabla u)\Delta u + b(x, u, \nabla u), \\
\frac{\partial u}{\partial \nu} &= 0, \\
u(x, 0) &= u_0(x),
\end{align*}
\]

where $a(x, u, p)$ and $b(x, u, p)$ are $L$-periodic in $u$ with some additional conditions for the global existence of classical solutions.

4 Variational Principles for Growth Speed

In this section we derive a characterization for the average growth speed of $U$ in Theorem 1. To our problem we apply the idea of [2] for a min-max characterization for the traveling wave velocity in inhomogeneous media. Roughly speaking, the average growth speed is characterized as the growth speed of the fastest subsolution and as the growth speed of the slowest supersolution.

Theorem 7 Let $U$ be the solution of (1.1) in Theorem 1 and let $c = L/T_0$ be the average growth speed of $U$. We define the set
\[
K = \left\{ v \in C^{2,1}(I \times \mathbb{R}) \mid \begin{array}{l}
v_t(x, t) > 0, v(x, t + 1) = v(x, t) + 1, \\
v_x(0, t) = v_x(1, t) = 0
\end{array} \right\}
\]
and the function
\[ \Psi[v](x, t) = \frac{a(x, v(x, t), v_x(x, t))v_{xx}(x, t) + f(x, v(x, t), v_x(x, t))}{v_t(x, t)} \]
for \( v \in K \). Then we have
\[ \sup_{v \in K} \inf_{(x, t) \in \Omega \times \mathbb{R}} \Psi[v](x, t) = c = \inf_{v \in K} \sup_{(x, t) \in \Omega \times \mathbb{R}} \Psi[v](x, t). \]

The proof is almost identical to that of [2, Theorem 2] and is therefore omitted.
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