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A practical method to evaluate the contributions of the nonlinear polarizability and anharmonicity of potentials from the experimental and simulation data by using double Fourier transformation is presented. In a Lennard-Jones potential system, an approximated expression of the fifth-order response function using the ratio between nonlinear polarizability and anharmonicity exhibits a good agreement with the results of the molecular dynamics simulation. In a soft-core case, the fifth-order Raman signal indicates that the system consists of the delocalized and localized modes, and only the delocalized mode affects the dramatic change of the fifth-order Raman response functions between solid and liquid phases through nonlinear polarizability. © 2006 American Institute of Physics. [DOI: 10.1063/1.2191850]

I. INTRODUCTION

Nonlinear optical interactions between the laser and molecular system provide valuable and versatile spectroscopic information to understand the dynamics of the system as well as its environment. For molecules in a condensed phase, fifth-order Raman and third-order infrared (IR) spectroscopies allow us to capture greater detail in molecular dynamics and structure than third-order Raman and first-order IR spectroscopies.1 The utility and possibility of these spectroscopies have been demonstrated by various approaches including theoretical analyses2–7 molecular dynamics (MD) simulations,8–21 ab initio calculations,22,23 and a variety of experiments.24–33 Although the potential of multidimensional vibrational spectroscopies is now well recognized, our comprehension of two-dimensional (2D) contour maps has not been achieved completely. In a fifth-order Raman case, this might be attributed to the lack of theory explaining an overall profile of signal. Our previous paper11 showed how one could utilize the symmetric and antisymmetric integrated response functions34 to characterize the role of stability matrix in one-dimensional (1D) plots. These functions cannot separate the contribution of nonlinear polarizability from that of anharmonicity of potentials but isolate the contribution of the stability matrix from that of the simple three-body correlation function. The role of stability matrix has an important meaning in terms of equilibrium simulation, whereas the comparison of the term of nonlinear polarizability with that of anharmonicity is intriguing with respect to the normal mode (NM) analysis.8,10,14,15

This paper presents a practical method to evaluate the relative contributions of nonlinear polarizability and anharmonicity of potentials from the experimental and simulation data. Although these contributions can be estimated from analytical theories3 or MD simulations10,15 by turning on and off the terms responsible for these contributions, it has not been possible to analyze directly the experimental data especially for multimode systems due to the complication of the 2D maps. Our approach can extract quantitative information about the ratio between the nonlinear polarizability and anharmonicity of potentials in the molecular system. To evaluate this ratio, we have derived the analytical expression of the fifth-order Raman signal for an anharmonic potential system based on a perturbative calculation of a Morse oscillator system.3,15 By carrying out the double Fourier transformation of the 2D time domain Raman signal, we have obtained the frequency domain expressions of the fifth-order Raman signal. The analysis of spectral volumes gives access to the ratio between nonlinear polarizability and anharmonicity, which reveals the change of molecular mechanisms between solid and liquid phases.11

In Sec. II, we have derived the expression of fifth-order response functions in the frequency domain. The derivation of the analytical expression for anharmonicity term is explained in Appendix. In Sec. III, we have applied our method to simple liquids described by a Lennard-Jones (LJ) potential and showed that we can clarify each vibrational mode uniquely by using 2D frequency domain maps. The NM expressions using the calculated ratio between nonlinear polarizability and anharmonicity are compared with MD simulation results. In Sec. IV, we further apply our method to the soft-core potential systems to investigate a role of nonlinear polarizability and anharmonicity, which was not clarified in the previous study.11 Section V is devoted to the concluding remarks.

II. FREQUENCY DOMAIN SIGNALS OF FIFTH-ORDER RAMAN PROCESS

The fifth-order Raman response function is defined by a three-body correlation function of polarizability. In this section, we demonstrate how one can obtain the information of
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the nonlinear polarizability and anharmonicity from the experimental and simulation data by using the analytical expression of the response function.

We assume that the polarizability with \( ab \) tensor \( \Pi_{ab}(t) \) is expanded in terms of a single molecular coordinate \( q(t) \) as

\[
\Pi_{ab}(t) - \Pi_{ab} = \Pi'_{ab}q(t) + \lambda \Pi''_{ab}q(t)^2 + \cdots, \tag{1}
\]

where \( \lambda \) is a perturbation index which is set to unity after completion of the perturbation expansion. The molecular coordinate is treated as a harmonic motion \( q_H(t) \) plus a perturbative anharmonic motion \( q_A(t) \),

\[
q(t) = q_H(t) + \lambda q_A(t).
\tag{2}
\]

The fifth-order response function \( R^{(5)}_{ab, cdef}(t_2, t_1) \) is expressed as

\[
R^{(5)}_{ab, cdef}(t_2, t_1) = R^{(5)}_{ab, cdef, LT}(t_2, t_1) + \lambda (R^{(5)}_{ab, cdef, NL}(t_2, t_1) + R^{(5)}_{ab, cdef, AN}(t_2, t_1)),
\tag{3}
\]

where

\[
R^{(5)}_{ab, cdef, LT}(t_2, t_1) = \frac{1}{kT} (\Pi''_{ab} M_H(t_2, 0) q_H(-t_1)) \tag{4}
\]

and

\[
R^{(5)}_{ab, cdef, NL}(t_2, t_1) = \frac{1}{kT} (\Pi''_{ab} \Pi'_{cd} \Pi'_{ef} M_H(t_2, 0) q_H(t_2)) \tag{5}
\]

are the contributions from linear and nonlinear polarizabilities and

\[
R^{(5)}_{ab, cdef, AN}(t_2, t_1) = \frac{1}{kT} (\Pi''_{ab} \Pi'_{cd} \Pi'_{ef} M_A(t_2, 0)) \tag{6}
\]

is that from anharmonicity of potentials. Here, \( M_H(t_2, t_1) = M_{H}(t_2, t_1) + \lambda M_A(t_2, t_1) \) is the stability matrix for harmonic and anharmonic parts of trajectories, and \( kT \) represents the temperature multiplied by the Boltzmann constant.

In the Brownian oscillator (BO) model, the linear polarizability term vanishes and the nonlinear polarizability term is reduced to

\[
R^{(5)}_{ab, cdef, NL}(t_2, t_1) \approx \int d\omega \frac{\rho(\omega)}{\omega^2} C''(t_2) C'(t_1) + \int d\omega \frac{\rho(\omega)}{\omega^2} C''(t_2) C'(t_1 + t_2), \tag{7}
\]

where \( C'(t) = \sin(\omega t) e^{-\gamma t} \) and the decay rate \( \gamma \) is assumed to be independent of \( \omega \) in order to simplify the following discussion. Hereafter, we adopt the BO model with an exponential decay and do not take a biexponential decay. The expressions of decay functions do not make much difference on the following procedure and discussion about the ratio between nonlinear polarizability and anharmonicity of potentials.

Since the fifth-order signal calculated from the BO approach does not involve the anharmonic contribution, it disagrees with the direct evaluation of the response function by means of MD simulations. In order to improve the BO approach and evaluate \( R^{(5)}_{ab, cdef, AN}(t_2, t_1) \), we analytically calculate \( q_H(t) \) and \( q_A(t) \) for a Morse potential

\[
V(q) = D(e^{-2q} - 2e^{-q}) \tag{8}
\]

from the perturbative expansion approach, where \( \beta \) and \( D \) are potential parameters. We then derived the anharmonicity part of the fifth-order response function as

\[
R^{(5)}_{ab, cdef, AN}(t_2, t_1) \approx \beta (\Pi''_{ab} \Pi'_{cd} \Pi'_{ef}) \int d\omega \frac{\rho(\omega)}{\omega^2} 4C''(t_2) C'(t_1 + t_2). \tag{9}
\]

An explicit derivation of Eq. (9) is given in Appendix, where we compare Eq. (9) with the anharmonic part of the fifth-order response function for the anharmonicity additive potential and show the accordance of Eq. (9) with the expressions obtained by Okumura and Tanimura and by Ma and Strat. For qubic anharmonicity \( g_3 = -6DB^5 \).

The anharmonic term (9), together with the nonlinear term (7), casts the total fifth-order response function into the form

\[
R^{(5)}_{ab, cdef}(t_2, t_1) \approx \int d\omega \frac{\rho(\omega)}{\omega^2} C''(t_2) C'(t_1) + \int d\omega \frac{\rho(\omega)}{\omega^2} 4C''(t_2) C'(t_1 + t_2).
\]

If \( a = c \) and \( b = d \), we can recast Eq. (10) as
\[ R_{abcdef}(t_2, t_1) \propto \int_0^\infty \frac{\rho(\omega)}{\omega^2} \left[ k_{abcdef,NL}(\omega)C''(t_2)(C''(t_1) + C''(t_1 + t_2)) + k_{abcdef,AN}(\omega)4C'' \left( \frac{t_2}{2} \right) C''(t_1 + \frac{t_2}{2}) \right], \] (11)

where the intensities of the nonlinear polarizability and anharmonicity are now denoted by \( k_{abcdef,NL}(\omega) \) and \( k_{abcdef,AN}(\omega) \), respectively. As is illustrated below, \( k_{abcdef,NL}(\omega) \) and \( k_{abcdef,AN}(\omega) \) can be evaluated quantitatively from the experimental and simulation data with the use of the double Fourier transformation of the response function defined by

\[ \widetilde{R}^{(5)}_{abcdef}(\omega_2, \omega_1) = \int_0^\infty dt_1 \sin(\omega_1 t_1) \]
\[ \times \int_0^\infty dt_2 \sin(\omega_2 t_2) R_{abcdef}(t_2, t_1) \]
\[ = \text{Im} \left\{ \int_0^\infty dt_1 e^{i \omega_1 t_1} \right. \]
\[ \times \left. \text{Im} \left\{ \int_0^\infty dt_2 e^{i \omega_2 t_2} R^{(5)}_{abcdef}(t_2, t_1) \right\} \right\}. \] (12)

The substitution of Eq. (11) into Eq. (12) leads to the expression without tensor elements as

\[ \widetilde{R}^{(5)}(\omega_2, \omega_1) \propto \int \frac{\rho(\omega)}{\omega^2} (k_{NL}(\omega) R_{0,NL}(\omega_2, \omega_1; \omega) + R_{1,NL}(\omega_2, \omega_1; \omega) + R_{2,NL}(\omega_2, \omega_1; \omega)) + k_{AN}(\omega) \]
\[ \times \left( R_{0,AN}(\omega_2, \omega_1; \omega) + R_{1,AN}(\omega_2, \omega_1; \omega) + R_{2,AN}(\omega_2, \omega_1; \omega) \right), \] (13)

where

\[ R_{0,NL}(\omega_2, \omega_1; \omega) = \frac{1}{2} \frac{(\omega_1 - \omega)\omega_2}{(\omega_1 - \omega)^2 + \gamma^2}(\omega_2^2 + 4\gamma^2), \] (14)

\[ R_{1,NL}(\omega_2, \omega_1; \omega) = \frac{\gamma^2}{(\omega_1 - \omega)^2 + \gamma^2}(\omega_2^2 + \gamma^2), \] (15)

\[ R_{2,NL}(\omega_2, \omega_1; \omega) = \frac{1}{2} \frac{2\gamma^2 - (\omega_1 - \omega)(\omega_2 - 2\omega)}{(\omega_1 - \omega)^2 + \gamma^2}((\omega_2 - 2\omega)^2 + 4\gamma^2), \] (16)

\[ R_{0,AN}(\omega_2, \omega_1; \omega) = \frac{3}{2} \frac{(\omega_1 - \omega)\omega_2}{(\omega_1 - \omega)^2 + \gamma^2}(\omega_2^2 + 4\gamma^2), \] (17)

\[ R_{1,AN}(\omega_2, \omega_1; \omega) = \frac{\gamma^2}{(\omega_1 - \omega)^2 + \gamma^2}((\omega_2 - 2\omega)^2 + 4\gamma^2), \] (18)

and

\[ \widetilde{R}_{2,AN}(\omega_2, \omega_1; \omega) = \frac{1}{2} \frac{2\gamma^2 - (\omega_1 - \omega)(\omega_2 - 2\omega)}{((\omega_1 - \omega)^2 + \gamma^2)((\omega_2 - 2\omega)^2 + 4\gamma^2)}, \] (19)

If we set \( \rho(\omega) = 1/4(\omega - \omega_0) \), the signal consists of two peaks centered at \( \omega_1 = \omega_2 = \omega_0 \) and \( \omega_1 = \omega_2/2 = \omega_0/2 \) as

\[ \widetilde{R}^{(5)}_{obs}(\omega_2, \omega_1) \propto \frac{1}{4}(\omega_1 - \omega_0)^2(\omega_2 - \omega_0)^2 \]
\[ \times \left( \frac{1}{(\omega_2 - \omega_0)^2 + \gamma^2} + \frac{2}{2(\omega_2 - \omega_0)^2 + 4\gamma^2} \right) \]
\[ + k_{AN}(\omega_0) \frac{1}{(\omega_1 - \omega_0)^2 + \gamma^2} \]
\[ \times \left( \frac{1}{(\omega_2 - \omega_0)^2 + \gamma^2} - \frac{2}{2(\omega_2 - \omega_0)^2 + 4\gamma^2} \right). \] (20)

In a real system the spectral distribution \( \rho(\omega) \) may not be a delta function, and the terms such as

\[ \int \frac{\rho(\omega)}{\omega^2} \frac{(\omega_1 - \omega)(\omega_2 - \omega)}{((\omega_1 - \omega)^2 + \gamma^2)((\omega_2 - \omega)^2 + \gamma^2)} d\omega \] (21)

can also make a contribution to the spectra. Therefore the profiles and positions of peaks are slightly displaced from those predicted by Eq. (20). In the case that \( \rho(\omega) \) has a Gaussian-type profile, however, the contributions of Eq. (21) to the spectral volume centered at \( \omega = \omega_0 \) is negligible because we have

\[ \int_{\omega_0 - \Delta\omega}^{\omega_0 + \Delta\omega} d\omega_1 \int_{\omega_0 - \Delta\omega}^{\omega_0 + \Delta\omega} d\omega_2 \int_{\omega_0 - \Delta\omega}^{\omega_0 + \Delta\omega} d\omega_3 \int \frac{\rho(\omega)}{\omega^2} \frac{(\omega_1 - \omega)(\omega_2 - \omega)}{((\omega_1 - \omega)^2 + \gamma^2)((\omega_2 - \omega)^2 + \gamma^2)} \approx 0, \] (22)

where \( \Delta\omega \) represents the spectral width. If a frequency-resolved spectrum obtained from either the experiments or simulations is expressed as

\[ \widetilde{R}^{(5)}_{obs}(\omega_2, \omega_1) = \widetilde{R}^{(5)}_{obs}(\omega_2 = \omega_o, \omega_1 = \omega_o) \]
\[ + \widetilde{R}^{(5)}_{obs}(\omega_2 = 2\omega_o, \omega_1 = \omega_o), \] (23)

the contributions of the nonlinear polarizability and anharmonicity for each molecular motion can be evaluated through the following equation:

\[ k_{AN}(\omega_0) = \frac{\widetilde{R}^{(5)}_{obs}(\omega_2, \omega_1; \omega_0) - 2\widetilde{R}^{(5)}_{obs}(2\omega_o, \omega_o)}{\widetilde{R}^{(5)}_{obs}(\omega_2, \omega_1; \omega_0) + 2\widetilde{R}^{(5)}_{obs}(2\omega_o, \omega_o)}. \] (24)

We now consider the method to separate the peak near \( \omega_1 = \omega_2 = \omega_0 \) from other peaks, for example, near \( \omega_1 = \omega_2/2 \) = \( \omega_0/2 \). If \( \widetilde{R}^{(5)}_{obs}(\omega_2, \omega_1; \omega_0) \) is calculated, Eqs. (15) and (18) vanish because of the symmetry with respect to \( \omega_1 \) and \( \omega_2 \) for any \( \rho(\omega) \). Moreover, by using \( \widetilde{R}^{(5)}_{obs}(\omega_2, \omega_1) - \widetilde{R}^{(5)}_{obs}(\omega_2, \omega_1; \omega_0) \), we can remove the cross peaks which often
overlap with the peak at \( \omega_1 = \omega_2/2 \) in a multimode system. The volume of each peak can be measured accurately as illustrated in Secs. III and IV. Hereafter, we discuss \( abcd = zzzz \) and \( abcdef = zzzzzz \) tensors in the response functions and drop the suffixes for simplicity.

III. ANALYZING THE TWO-DIMENSIONAL SIGNALS OF LENNARD-JONES SYSTEMS

Using 2D frequency domain maps, we can also clarify the peaks more clearly than 1D frequency domain plots. In this section, we apply our method to the fifth-order 2D Raman signals of the LJ potential system, which were well investigated by Ma and Stratt.\(^{14,15}\) to evaluate the consistency of the ratio \( k_{AN}/k_{NL} \). At the same time, we demonstrate a way to judge whether the spectral peak is composed of a single mode or multimodes.

We calculate the fifth-order Raman signals in the LJ potential system by the equilibrium and nonequilibrium hybrid methods.\(^{13}\) Then, we transformed the signals from time domain to frequency domain with a Welch window function. MD simulations are carried out with 108 LJ atoms. The same potential, polarizability, size of the simulation box, and time step used in these simulations are used as those of Ma and Stratt’s simulation.\(^{14,15}\) The forces by LJ potential and DID interaction are smoothly cut off at the half length of the simulation box with the switching function. In the nonequilibrium calculations, the system is irradiated by laser pulse pairs with the strength of 5.0 \( \text{V} / \text{Å} \). The third- and fifth-order response functions are calculated by averaging over 4,000,000 configurations.

The 1D frequency domain plot of the third-order response function \( \tilde{R}^{(3)}(\omega) \) is shown in Fig. 1. We found that the signal may be fitted by either one Lorentzian peak or three Gaussian peaks, which are depicted in Figs. 1(a) and 1(b), respectively.\(^{26}\) Figures 2(a) and 2(b) show the 2D contour plots in frequency domain, \( \tilde{R}^{(5)}(\omega_2, \omega_1) \) and \( \tilde{R}^{(5)}(\omega_2, \omega_1) - \tilde{R}^{(5)}(\omega_1, \omega_2) \), respectively. These figures indicate that the dynamics in the LJ potential system is governed by one mode. Thus, \( \tilde{R}^{(5)}(\omega) \) should be fitted with a single Gaussian peak as Fig. 1(b), and the frequency for the translational motion is found to be about 19 \( \text{cm}^{-1} \).

As shown in Fig. 2(b), \( \tilde{R}^{(5)}(\omega_2, \omega_1) - \tilde{R}^{(5)}(\omega_1, \omega_2) \) allows us to specify the peak near \( \omega_1 = \omega_2/2 = 19 \text{ cm}^{-1} \) more easily than \( \tilde{R}^{(5)}(\omega_2, \omega_1) \) does. The calculated ratio of the spectral volumes, \( \tilde{R}^{(5)}(\omega_1 = \omega_2/2)/\tilde{R}^{(5)}(\omega_1 = \omega_2) \), is ~0.30, which gives us \( k_{AN}/k_{NL} = 4.0 \) for the translational mode. In fact, if we adapt this ratio and calculate the diagonal element on \( t_1 = t_2 \) and \( t_2 \) axis element on \( t_1 = 0 \) of Eq. (10) according to the NM expressions using the third-order response function \( R^{(3)}(t) \) as\(^{51}\)

\[
R^{(5)}(t, t) \approx k_{NL} \int_0^t dt \left( \frac{3}{2} R^{(3)}(3t) + R^{(3)}(2t) - \frac{1}{2} R^{(3)}(t) \right) \\
+ k_{AN} \int_0^t dt (-3 R^{(3)}(3t) + 6 R^{(3)}(2t) - 3 R^{(3)}(t)) \quad (25)
\]

and

\[
R^{(3)}(t, 0) \approx k_{NL} \int_0^t dt R^{(3)}(2t) + k_{AN} \int_0^t dt (-R^{(3)}(2t) + R^{(5)}(t)) \quad (26)
\]

we can well reconstruct the original fifth-order response function in the short time region as plotted in Fig. 2(c). The large deviations of Eqs. (25) and (26) from MD simulations over 200 fs are attributed to the use of the NM expression instead of BO expression. Moreover, the agreement of these results with Fig. 7 in Ref. 15 strongly supports the ability to evaluate the ratio between anharmonicity and nonlinearity from our present method.

The temperature dependence of the ratio \( k_{NL}/k_{AN} \) is investigated at \( T = 95, 120, \) and 160 \( \text{K} \) for the supercooled liquids and at \( T = 220 \) and 260 \( \text{K} \) for the normal liquids under same density and is shown in Fig. 3.\(^{35}\) In Fig. 3, this ratio seems almost constant in both phases, which means that fifth-order response function cannot capture the qualitative change between both liquids.
IV. ANALYZING THE TWO-DIMENSIONAL SIGNALS OF SOFT-CORE POTENTIAL SYSTEMS

We investigate the soft-core potential system defined by the potential

\[ U(r) = \epsilon \left( \frac{\sigma}{r} \right)^6 + A \left( \frac{r}{\sigma} \right)^4 + B, \]

(27)

where \( \epsilon \) and \( \sigma \) are the potential parameters and the constants \( A \) and \( B \) are chosen to connect the force and potential smoothly at the cutoff \( r_0 \). Thus \( A \) and \( B \) are given by \( (3/2)\epsilon(\sigma/r_0)^6 \) and \( -(5/2)\epsilon(\sigma/r_0)^6 \), respectively. We carried out the MD simulation in reduced units. A temperature multiplied by the Boltzmann constant is changed from solid phase \( kT=0.14,0.155 \) to liquid phase \( kT=0.20,0.215,0.23 \) as a parameter with fixed density. The other conditions on the simulation are the same as in the previous study,11 in which we found that the fifth-order Raman signals are sensitive to the difference of the phases while the third-order Raman signals are not. The method developed in this paper sheds light on the relative intensities of the nonlinear polarizability and anharmonicity on the fifth-order signals.

The 1D time domain and frequency domain plots, \( R^{(3)}(t) \) and \( \tilde{R}^{(3)}(\omega) \), 2D time domain and frequency domain maps, \( R^{(5)}(t_2,t_1) \) and \( \tilde{R}^{(5)}(\omega_2,\omega_1) \), and \( \tilde{R}^{(5)}(\omega_2,\omega_1) \) at \( kT=0.14 \) and 0.20 are depicted Figs. 4(a)–4(e) and Figs. 5(a)–5(e), respectively. Figure 4(b) exhibits a similar profile to Fig. 5(b) and the 1D frequency domain maps in the other temperatures. These signals are also similar to the LJ case depicted in Fig. 1. On the other hand, we can clearly see the difference of 2D signals in the soft-core and LJ cases; the 2D signals of soft-core potential system consist of two modes. The frequencies of two modes
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are found to be $\omega_0=6.5$ and $\omega_h=16$, respectively. The modes of $\omega_0$ and $\omega_h$ are thought to be from delocalized vibrational motion for each atom and high frequency localized mode, respectively.\textsuperscript{36}

The relative intensities of the nonlinear polarizability and anharmonicity for $\omega_0$ and $\omega_h$ are determined from the spectral volumes of 2D frequency domain maps as summarized in Table I. The calculated ratios for each mode are visualized in Fig. 6 for $k_{NL}(\omega_0)/k_{AN}(\omega_0)$, $k_{AN}(\omega_0)/k_{AS}(\omega_0)$, and $k_{AN}(\omega_h)/k_{AN}(\omega_h)$. All ratios except for the nonlinear polarizability at $\omega_0$ show almost proportional to each other at any temperature, while the ratios between $k_{NL}(\omega_0)$ and the other intensities exhibit a specific phase dependency as shown in Fig. 6. Thus, we may consider that the nonlinear polarizability of the delocalized mode is dramatically changed, whereas the high frequency localized mode is not changed as long as the fifth-order Raman spectra can capture. This consideration indicates that the difference of the antisymmetric integrated response functions between solid and liquid phases\textsuperscript{11} is induced by the nonlinear polarizability of $\omega_0$. In addition, the anharmonicity makes larger contribution to the fifth-order signal than the nonlinear polarizability for the localized mode while making smaller contribution for delocalized mode as shown in Table I.

V. CONCLUSION

In this paper, we proposed the method to evaluate the contributions from the nonlinear polarizability and anharmonicity of potentials utilizing the analytical expression of 2D signals in frequency domain. The ratio between two contributions was evaluated from the volumes of spectral peaks. With 2D Raman frequency domain maps, we could easily separate contributions from different vibrational modes, which was difficult with 1D approach.

Demonstration to apply our method to the simulation results for LJ potential system indicates that primary contribution of molecular motions to the signal comes from only a translational mode at 19 cm$^{-1}$. Moreover we evaluated the ratio between nonlinear polarizability and anharmonicity as $k_{AN}/k_{NL}=4.0$. Good agreement is obtained in comparison of

---

FIG. 4. (a) The third-order response function $\tilde{R}^3(\omega)$ and the fifth-order response functions (b) $\tilde{R}^5(\omega_2, \omega_1)$ and (c) $\tilde{R}^5(\omega_2, \omega_1) - \tilde{R}^5(\omega_1, \omega_2)$ for the soft-core system at $kT=0.14$ are depicted. (d) The time domain 2D maps $\tilde{R}^5(t_2, t_1)$ are shown for comparison (see Ref. 11). The curve fitted to the third-order spectrum with two Gaussian peaks is presented as the dotted line. All figures are in reduced units.
the NM expression of the fifth-order response functions using this ratio with the data of Ma and Stratt, which supports the consistency of our method.

We also examined our method to analyze the signals of the soft-core potential system at various temperatures. In our previous study, it was found that the 2D time domain Raman signals exhibited a clear difference between the solid and liquid phases, but the origin of this difference could not be identified. The present method shows that the different fifth-order Raman signals between both phases resulted from the change of the mode of $\omega_l$ through the nonlinear polarizability. At the same time, the phase transition was shown to have little effect on the mode of $\omega_h$. We can conclude from

<table>
<thead>
<tr>
<th>Temperature ($kT$)</th>
<th>$\omega_l$ AN</th>
<th>$\omega_l$ NL</th>
<th>$\omega_h$ AN</th>
<th>$\omega_h$ NL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.140</td>
<td>2.6</td>
<td>−0.24</td>
<td>0.25</td>
<td>1.0</td>
</tr>
<tr>
<td>0.155</td>
<td>2.5</td>
<td>−0.21</td>
<td>0.25</td>
<td>1.0</td>
</tr>
<tr>
<td>0.200</td>
<td>2.0</td>
<td>−0.46</td>
<td>0.34</td>
<td>1.0</td>
</tr>
<tr>
<td>0.215</td>
<td>2.2</td>
<td>−0.82</td>
<td>0.35</td>
<td>1.0</td>
</tr>
<tr>
<td>0.230</td>
<td>2.1</td>
<td>−0.97</td>
<td>0.39</td>
<td>1.0</td>
</tr>
</tbody>
</table>

FIG. 5. (a) The third-order response function $\tilde{R}^3(\omega)$ and the fifth-order response functions $\tilde{R}^5(\omega_2, \omega_1)$ and $\tilde{R}^5(\omega_2, \omega_1) - \tilde{R}^5(\omega_1, \omega_2)$ for the soft-core system at $kT=0.20$ are depicted. (d) The time domain 2D maps $R^5(t_2, t_1)$ are shown for comparison (see Ref. 11). The curve fitted to the third-order spectrum with two Gaussian peaks is presented as the dotted line. All figures are in reduced units.

FIG. 6. The ratios of $k_{AN}(\omega_h)/k_{AN}(\omega_l)$ (square), $k_{AN}(\omega_h)/k_{AN}(\omega_l)$ (triangle), and $k_{AN}(\omega_h)/k_{NL}(\omega_h)$ (circle) for the soft-core potential system are illustrated as the function of temperature. All lines are guides for eyes.
the fifth-order response function that the dynamical change between the solid and liquid phases is characterized not as high frequency localized mode but as delocalized motion in soft-core potential systems. Moreover when our attention is paid to the contributions to the fifth-order signal, we can find that the nonlinear polarizability and anharmonicity of potential are dominant for the localized and delocalized modes, respectively.
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APPENDIX

The contribution of anharmonicity to the fifth-order Raman signal was first evaluated by Okumura and Tanimura using Feynman rules for anharmonicity additive potential. Then, by using the adiabatic instantaneous normal mode theory, Ma and Stratt derived the same expression as Okumura and Tanimura. The validity of the expression was well confirmed for a case of Morse potential system from Fokker-Planck equation approach. Here, we show that the same expression can be obtained from the perturbative calculations by assuming a Morse potential system defined by Eq. (8). When the correspondence of the anharmonicity additive potential

\[ V(q) = \frac{\mu \omega^2}{2} q^2(t) + \frac{g_3}{3!} q^3(t) \]  

(A1)

with the Morse potential is taken into consideration, we can obtain the relations \( \omega = \beta \sqrt{2D/\mu} \) and \( g_3 = -6D/\beta^3 \) by expanding the Morse potential with respect to \( q \). We may evaluate the fifth-order response function from the solution of the Morse potential, because the contributions of the nonlinear polarizability and anharmonicity over \( \lambda^2 \) are negligible at small \( q \).

The equation of motion for the Morse potential system can be solved analytically and the coordinate and momentum are given by

\[ q(t) = \frac{1}{\beta} \ln \left( 1 + \sqrt{1 - C_1 \sin(\sqrt{2DC_1/\mu} \beta t + C_2)} / C_1 \right) \]  \hspace{1cm} (A2)

and

\[ p(t) = \sqrt{2D\mu} \left( \sqrt{1 - C_1} \cos(\sqrt{2DC_1/\mu} \beta t + C_2) - \frac{1 - C_1}{2} \sin^2 \left( \sqrt{2DC_1/\mu} \beta t + C_2 \right) \right) \]  \hspace{1cm} (A3)

where \( \mu \) is the mass of molecule and \( C_1 \) and \( C_2 \) are the integral constants. When we expand Taylor series up to the first-order around the bottom of the Morse potential, the position and momentum are written as

\[ q(t) = \frac{1}{\beta} \left( \sqrt{1 - C_1 \sin \left( \sqrt{\frac{2D}{\mu}} \beta t + C_2 \right)} - 1 - C_1 \sin^2 \left( \sqrt{\frac{2D}{\mu}} \beta t + C_2 \right) \right) + \cdots \]  \hspace{1cm} (A4)

and

\[ p(t) = \sqrt{2D\mu} \left( \sqrt{1 - C_1} \cos \left( \sqrt{\frac{2D}{\mu}} \beta t + C_2 \right) - 1 - C_1 \right) \sin^2 \left( \sqrt{\frac{2D}{\mu}} \beta t + C_2 \right) \right) + \cdots \]  \hspace{1cm} (A5)

Using these solutions, we can calculate the stability matrix analytically as

\[ \frac{\partial q(t)}{\partial p(0)} = \frac{1}{\beta \sqrt{2D\mu}} \left( \sin \left( \sqrt{\frac{2D}{\mu}} \beta t + C_2 \right) - 1 - C_1 \sin \left( \sqrt{\frac{D}{2\mu}} \beta t + C_2 \right) \sin^2 \left( \sqrt{\frac{D}{2\mu}} \beta t \right) \right) + \cdots \]  \hspace{1cm} (A6)

Thus

\[ q_\mu(t) = \frac{\sqrt{1 - C_1}}{\beta} \sin \left( \sqrt{\frac{2D}{\mu}} \beta t + C_2 \right) \right), \hspace{1cm} (A7) \]

\[ q_A(t) = - \frac{1 - C_1}{2\beta} \left( - 2 + \sin^2 \left( \sqrt{\frac{2D}{\mu}} \beta t + C_2 \right) \right), \hspace{1cm} (A8) \]

\[ M_{\mu}(t) = \frac{1}{\beta \sqrt{2D\mu}} \sin \left( \sqrt{\frac{2D}{\mu}} \beta t \right), \hspace{1cm} (A9) \]

and
\[ M_a(t) = \frac{4\sqrt{1 - C_1}}{\beta \sqrt{2D \mu}} \sin \left( \frac{D}{2\mu} \beta t + C_2 \right) \sin^2 \left( \frac{D}{2\mu} \beta t \right). \]  

(A10)

The substitution of these equations into Eqs. (3)–(6) gives us the expression for the anharmonicity of potentials as

\[
R_{abcdef}^{(5)}(t_2, t_1) = \frac{1}{kT} \left( \Pi''_{ab} \Pi''_{cd} \Pi''_{ef} \frac{1}{\omega\beta} \sin \left( \frac{2D}{\mu} \beta t_2 \right) \sin \left( \frac{2D}{\mu} \beta (t_1 + t_2) \right) \right) + \frac{1}{kT} \left( \Pi''_{ab} \Pi''_{cd} \Pi''_{ef} \frac{4(1 - C_1)}{\omega^2} \sin^3 \left( \frac{2D}{\mu} \beta t_2 \right) \sin \left( \frac{2D}{\mu} \beta t_1 + \frac{D}{2\mu} \beta t_2 \right) \right). 
\]

(A11)

When the relations \( \omega = \beta \sqrt{2D/\mu} \) and \( (1 - C_1)/D = \mu \omega^2 \beta^2/2 = kT/2 \) are used, Eq. (A11) becomes

\[
R_{abcdef}^{(5)}(t_2, t_1) = \left( \Pi''_{ab} \Pi''_{cd} \Pi''_{ef} \frac{1}{\omega^2} \sin(\omega t_2)\sin(\omega t_1 + \omega t_2) \right) + \left( \Pi''_{ab} \Pi''_{cd} \Pi''_{ef} \frac{1}{\omega^2} \sin(\omega t_2)\sin(\omega t_1) \right) - \left( \Pi''_{ab} \Pi''_{cd} \Pi''_{ef} \frac{4\beta}{\omega^2} \sin^3(\omega t_2)\sin(\omega t_1 + \omega t_2) \right). 
\]

(A12)

The expression for the anharmonicity additive potential is obtained by setting \( g_3 = -6D\beta^2 \), which has the same form as the expressions obtained by Okumura and Tanimura and by Ma and Strat.