Chemical-shift $\gamma$-encoding nuclear magnetic resonance for uniaxially oriented matter under sample spinning
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Two approaches are proposed by which chemical shift anisotropies (CSAs) in uniaxially oriented matter can be obtained from the positions of sharp peaks under sample spinning. Both rely on the removal of broadening due to the $\gamma$ dependence of the resonance frequency, where $\gamma$ is the third angle of the Euler angles describing the orientation of the chemical shift tensor in the sample symmetry-axis frame. In one approach, an inversion pulse train recovers the $\gamma$-dependent CSAs, and the free-induction decay is transformed into sharp lines by $\gamma$-encoding transformation. In the other, the free-induction decay signal due to $\gamma$-dependent anisotropic chemical shifts is observed by rf-field inhomogeneity-compensated rotary resonance, and the CSAs are represented as the positions of sharp lines by Fourier transformation. The effects of finite pulse width, rf-amplitude missetting, rf-field inhomogeneity, and resonance offset are theoretically and experimentally investigated for both approaches. When the orientation of the sample symmetry axis in the CSA principal axis system distributes around the central orientation to some extent, peaks in $\gamma$-encoded two-dimensional (2D) spectra under off-magic-angle spinning show two-dimensionally broadened line shapes. It is theoretically shown that the orientational distribution can be directly obtained by transforming the 2D spectrum on the basis of the one-to-one correspondence between the peak position and the symmetry axis orientation. The $^{13}$C CSA in uniaxially drawn polyethylene and the $^{13}$C CSA with the orientational distribution in uniaxially drawn polypropylene are obtained from the $\gamma$-encoded 2D spectra. © 2003 American Institute of Physics. [DOI: 10.1063/1.1587701]

I. INTRODUCTION

The chemical shift anisotropy (CSA) of a nuclear spin in a powder sample represents a peculiarly broadened line shape called a powder pattern. The three principal values of the CSA tensor are usually obtained by simulating the powder pattern. The principal values provide useful structural information about the nuclear site.

We can conveniently and accurately determine three principal values, if we can observe sharp lines at the positions given by three independent functions of the principal values for each CSA tensor in a powder sample either simultaneously or by different experiments. This was realized by dephasing the signals other than those corresponding to the principal values. However, such an approach causes a loss of sensitivity, because only a subset of the spins in the sample is observed. de Swiet proposed a two-dimensional (2D) transformation which converts a 2D CSA powder pattern into three sharp anisotropic peaks and performed a 3D experiment to determine the individual sets of the principal values of chemically distinct CSA tensors. Such anisotropic peaks to which all the spins contribute cannot generally be observed by 1D NMR, even if any rf pulses, any rf-field modulation, and any 3D sample rotation with any time-dependent spinning speed are incorporated.

Recently, for uniaxially oriented matter with a unique chemical site, we showed that an analytical transformation of the free induction decay (FID) represents the anisotropic peak, when the sample symmetry axis is aligned perpendicular to the magnetic field direction in static sample conditions. The transformation, which we refer to as the $\gamma$-encoding transformation (GET), removes line broadening due to the distribution of the CSA tensor orientation around the sample symmetry axis. On the other hand, off-magic-angle spinning (OMAS) around the symmetry axis also removes the $\gamma$ broadening. GET, OMAS, and magic-angle spinning (MAS) provide different shifts given by independent functions of the principal values. Thus, the three sharp lines separately obtained by 1D NMR allow us to determine the CSA principal values accurately without necessity of simulation when the orientation of the symmetry axis in the principal axis system (PAS) is known or, conversely, the symmetry axis orientation when the principal values are known. However, we cannot apply this method to static samples with multiple chemical sites.

In the present study, we extend the above $\gamma$-encoding method so that it can be applied to the case where more than one chemically distinct site exists. In the expanded methods, a uniaxially oriented sample is spun around the symmetry axis at the magic angle or an off-magic angle and an inversion-pulse train is applied synchronously with the sample rotation. Several methods are proposed, which are classified into two approaches. In the first approach, a pulse sequence reintroduces $\gamma$ broadening, and the resultant FID is
transformed into sharp anisotropic lines by GET. The second approach relies on a $\gamma$-encoded sequence, by which the same anisotropic shift as above except for the scaling factor can be observed using Fourier transform (FT). Several sequences are proposed for the two approaches and discussed from the viewpoint of rf-amplitude missetting, rf-field inhomogeneity, and resonance offset. We also propose the 2D experiment under OMAS conditions in which one of the $\gamma$-encoding methods applied in the $t_1$ period and the OMAS spectrum is observed in the $t_2$ period. Thus, we can obtain the anisotropic-shift correlation 2D spectrum from which we can determine the anisotropies individually for chemically distinct sites from the positions of the sharp peaks. The present approaches would be useful for studies of uniaxially oriented matter such as drawn fibers or films of polymers, oriented DNA, oriented biomembranes, and oriented crystallites of heme proteins. In these samples, the symmetry axis orientation in the PAS generally distributes around the central orientation to some degree, causing broadening in the 2D peaks. The present methods give the orientation distribution from the 2D spectrum, when the principal values are known. The DECODER experiment also provides the distribution, which correlates the resonance frequencies at two or three orientations by flipping the sample during the mixing time, when the principal values of the CSA tensor are known. Our approaches do not require such a sample-flipping system.

II. THEORY

We consider a uniaxially oriented sample with an isolated spin 1/2 under sample spinning. We define the rotor-fixed frame with the $z^{\text{rot}}$ axis parallel to the spinning axis and the laboratory frame with the $z^{\text{lab}}$ axis parallel to the magnetic field. The transformation from PAS to the rotor-fixed frame is expressed by the Euler angles ($\alpha_{\text{PR}}, \beta_{\text{PR}}, \gamma_{\text{PR}}$), for which we use the Rose’s definition. The transformation from the rotor-fixed frame to the laboratory frame is described by ($\omega, t, \theta, 0$), where $\omega$ is the angular velocity of sample spinning and $\theta$ is the angle between the $z^{\text{rot}}$ axis and the $z^{\text{lab}}$ axis. The time-dependent Hamiltonian of a spin packet in the rotating frame is written as

$$H(t) = \omega_0 [\bar{\sigma} - \Delta + \sigma_{C1} \cos(\gamma_{\text{PR}} + \omega t)]$$

$$+ \sigma_{S1} \sin(\gamma_{\text{PR}} + \omega t) + \sigma_{C2} \cos(\gamma_{\text{PR}} + \omega t)$$

$$+ \sigma_{S2} \sin(\gamma_{\text{PR}} + \omega t)]I_z,$$

(1)

with

$$\bar{\sigma} = \sigma^{\text{iso}} + P_2(\cos \theta) [P_2(\cos \beta_{\text{PR}})(\sigma^{\text{PAS}}_{zz} - \sigma^{\text{iso}}_{zz})$$

$$+ \frac{1}{2} \sin^2 \beta_{\text{PR}} \cos 2 \alpha_{\text{PR}}(\sigma^{\text{PAS}}_{xx} - \sigma^{\text{PAS}}_{yy})],$$

(2)

$$\sigma_{C1} = \sin \theta \cos \theta \sin \beta_{\text{PR}} \cos \beta_{\text{PR}}[3(\sigma^{\text{PAS}}_{zz} - \sigma^{\text{iso}}_{zz})$$

$$+ \cos 2 \alpha_{\text{PR}}(\sigma^{\text{PAS}}_{xx} - \sigma^{\text{PAS}}_{yy})],$$

(3)

$$\sigma_{S1} = - \sin \theta \cos \theta \sin \beta_{\text{PR}} \sin 2 \alpha_{\text{PR}}(\sigma^{\text{PAS}}_{xx} - \sigma^{\text{PAS}}_{yy}),$$

(4)

$$\sigma_{C2} = \frac{1}{2} \sin^2 \theta [3 \sin^2 \alpha_{\text{PR}}(\sigma^{\text{PAS}}_{zz} - \sigma^{\text{iso}}_{zz})$$

$$+ (1 + \cos^2 \beta_{\text{PR}}) \cos 2 \alpha_{\text{PR}}(\sigma^{\text{PAS}}_{xx} - \sigma^{\text{PAS}}_{yy})],$$

(5)

$$\sigma_{S2} = - \frac{1}{2} \sin^2 \theta \cos \beta_{\text{PR}} \sin 2 \alpha_{\text{PR}}(\sigma^{\text{PAS}}_{xx} - \sigma^{\text{PAS}}_{yy}),$$

(6)

$$\sigma^{\text{iso}} = \frac{\sigma^{\text{PAS}}_{xx} + \sigma^{\text{PAS}}_{yy} + \sigma^{\text{PAS}}_{zz}}{3},$$

(7)

where $\omega_0$ is the resonance frequency, $\Delta$ is the resonance offset, and $\sigma^{\text{PAS}}_{ii}$ ($i=x,y,z$) is the $ii$ element of the CSA tensor in PAS. This Hamiltonian can be rewritten as

$$H(t) = \omega_0 [\bar{\sigma} - \Delta + \sigma_{C1} \cos(\omega t + \gamma_{\text{PR}} + \delta_1)]$$

$$+ \sigma_{S2} \cos 2(\omega t + \gamma_{\text{PR}} + \delta_2)]I_z,$$

(8)

where

$$\sigma_{C1} = \sqrt{\sigma_{C1}^2 + \sigma_{S1}^2},$$

(9)

with

$$\tan \delta_1 = - \frac{\sigma_{S1}}{\sigma_{C1}},$$

(10)

and

$$\sigma_{C2} = \sqrt{\sigma_{C2}^2 + \sigma_{S2}^2},$$

(11)

with

$$\tan 2 \delta_2 = - \frac{\sigma_{S2}}{\sigma_{C2}}.$$
where \( J_0(x) \) is the zeroth-order Bessel function of the first kind.\(^{15}\) FT of \( M(t) \) provides a powder pattern due to the distribution of \( \gamma_{PR} \), while \( M(t) \) can be transformed into a sharp line at \( \sigma_2 \) by GET.\(^7\)

In order to enable this approach to be applied to systems with more than one distinct \( \sigma \) value, we must remove the above restriction on \( \Delta \). Thus, we try to obtain pulse sequences under which the time evolution of a spin system can be described by the average Hamiltonian proportional to \( H_{\text{GET}} \):

\[
\tilde{H} = \omega_0 \mu \sigma_2 I_z \cos 2(\gamma_{PR} + \delta_2),
\]

where \( \mu \) is the scaling factor. GET then provides a sharp line at \( \mu \sigma_2 \) even if \( \bar{\sigma} - \Delta \neq 0 \). Tycko et al. proposed unequally spaced rotor-synchronous \( \pi \) pulse trains in order to reintroduce the CSA powder patterns in a polycrystalline sample under MAS, by which both the \( \sigma_1 \) and \( \sigma_2 \) terms are simultaneously reintroduced into the average Hamiltonian.\(^{16}\) On the analogy of the sequences of Tycko et al., we try to design rotor-synchronous \( \pi \) pulse trains which prevent only the \( \sigma_2 \) term from being time averaged by sample spinning for realizing the average Hamiltonian given by Eq. (15).

We assume that \( \delta \)-function \( \pi \) pulses are irradiated at \( \tau_k \) \((k=1,2,\ldots,n)\) within each spinning period from \( \tau_0 = 0 \) to \( \tau_{n+1} = \tau_r \), where \( \tau_r = 2\pi/\omega_0 \) is the cycle time of sample spinning. In order to fulfill the cyclic condition, \( n \) must be an even number. The zeroth-order average Hamiltonian can easily be calculated by the average Hamiltonian theory:\(^{1,2}\)

\[
\tilde{H} = \omega_0 (\bar{\sigma} - \Delta) I_z + \omega_0 \sum_{k=1}^{n/2} \left\{ 2(\bar{\sigma} - \Delta)(\tau_{2k-1} - \tau_{2k}) \right\} \tau_r 
+ \frac{\sigma_1}{\pi} \left[ \sin(\omega_r \tau_{2k-1} + \gamma_{PR} + \delta_1) - \sin(\omega_r \tau_{2k} + \gamma_{PR} + \delta_1) \right] 
+ \frac{\sigma_2}{2\pi} \left[ \sin 2(\omega_r \tau_{2k-1} + \gamma_{PR} + \delta_2) - \sin 2(\omega_r \tau_{2k} + \gamma_{PR} + \delta_2) \right] \right\} I_z .
\]

Equating Eq. (15) to Eq. (16), we obtain the following conditions:

\[
\sum_{k=1}^{n/2} \frac{2(\tau_{2k-1} - \tau_{2k})}{\tau_r} = -1 ,
\]

\[
\sum_{k=1}^{n/2} \left[ \sin(\omega_r \tau_{2k-1} + \gamma_{PR} + \delta_1) - \sin(\omega_r \tau_{2k} + \gamma_{PR} + \delta_1) \right] = 0 ,
\]

and

\[
\sum_{k=1}^{n/2} \frac{1}{2\pi} \left[ \sin 2(\omega_r \tau_{2k-1} + \gamma_{PR} + \delta_2) - \sin 2(\omega_r \tau_{2k} + \gamma_{PR} + \delta_2) \right] = \mu \cos 2(\gamma_{PR} + \delta_2) .
\]

For the simplest case, i.e., \( n = 2 \), Eq. (18) cannot be satisfied. For the next simplest case, i.e., \( n = 4 \), we obtain the solution

\[
(\tau_1, \tau_2, \tau_3, \tau_4) = \left( \frac{1}{8} \tau_r, \frac{3}{8} \tau_r, \frac{5}{8} \tau_r, \frac{7}{8} \tau_r \right),
\]

with the scaling factor

\[
\mu = \frac{2}{\pi}.
\]

Thus, when a \( \pi \) pulse is irradiated at the center of each quarter rotor cycle, the FID observed every rotor cycle can be transformed into a sharp line at \( \mu \sigma_2 \) by GET. We treat this simplest sequence in the following, and refer to this pulse sequence simply as \( \pi \) pulse train (PPT).

The above results are obtained for ideal \( \delta \)-function \( \pi \) pulses. Here we evaluate the effectiveness of various phase cycling schemes in compensation for finite pulse width, rf-amplitude missetting, and resonance offset. We separate the Hamiltonian into two parts:

\[
H(t) = H_0(t) + H_1(t) .
\]

The \( H_0(t) \) term includes the effect of rf-amplitude missetting and resonance offset:

\[
H_0(t) = \omega_0 [ (\bar{\sigma} - \Delta + \sigma_1 \cos(\omega_r t + \gamma_{PR} + \delta_1) ) 
+ \sigma_2 \cos 2(\omega_r t + \gamma_{PR} + \delta_2) ] I_z + \Delta_{\text{rs}}(\phi, t) ,
\]

where \( \phi \) is the phase of the \( \pi \) pulse, \( \tau_p \) is the \( \pi \) pulse width, and \( \delta_{\text{rs}} \) is the deviation of the nutation angle from \( \pi \). The \( H_1(t) \) term is written as

\[
H_1(t) = \left\{ \begin{array}{ll} 0 & \text{during the pulse interval,} \\
\frac{\pi}{\tau_p} I_\phi & \text{during the pulse irradiation,} \\
\end{array} \right.
\]

We assume that \( \pi \) pulses with finite width are centered at \( \tau_k \) \((k=1,2,3,4)\). Using the interaction representation with respect to \( H_1(t) \), we can calculate the zeroth-order average Hamiltonian for PPT. The average Hamiltonians obtained for various phase cycling schemes\(^{17–19}\) are listed in Table I, where \( d \) is the duty factor of \( \pi \) pulses: \( d = 4 \tau_p/\tau_r \) in the present case. The average Hamiltonians for the phase cycling schemes except for XXXX and XXXX do not include the terms of rf-amplitude missetting and resonance offset. For finite pulse width, only the average Hamiltonian for XXXXXXX, XYXYXYXY, MLEV16 (Ref. 17), or XY16 (Ref. 19) has the required form of Eq. (15) with the scaling factor \( \mu \):\(^{15}\)

\[
\mu = \frac{2}{\pi} \frac{1}{1 - d^2} \cos \left( \frac{\pi}{2} d \right) .
\]

FID signals observed by PPT with any of the four phase cycling schemes are transformed into \( \gamma \)-encoded spectra by GET. Hereafter, the combination of PPT and GET is referred to as PPT–GET. The phase cycling schemes of XXXXXXXX and XYXYXYXY are preferable to MLEV16.
TABLE I. Average Hamiltonians for PPT (\(\pi = 4\)) under various phase cycling schemes.

<table>
<thead>
<tr>
<th>Phase cycling scheme</th>
<th>Average Hamiltonian</th>
</tr>
</thead>
<tbody>
<tr>
<td>XXXX</td>
<td>(R_0 = \delta I_x \frac{4}{\pi} + \omega_0 \sigma_2 \frac{1}{\pi} \cos \left(\frac{\pi}{2} d\right))</td>
</tr>
<tr>
<td></td>
<td>(\times [- I_x d \sin 2(\gamma_{PR} + \delta_2) + I_x \cos 2(\gamma_{PR} + \delta_2)])</td>
</tr>
<tr>
<td>XXXX</td>
<td>(R_0 = \omega_0 I_x \frac{2}{\pi} d + \omega_0 \sigma_2 \frac{2}{\pi} \cos \left(\frac{\pi}{2} d\right))</td>
</tr>
<tr>
<td></td>
<td>(\times \cos 2(\gamma_{PR} + \delta_2))</td>
</tr>
<tr>
<td>MLEV4/XY4(^b)</td>
<td>(R_0 = \omega_0 I_x \frac{\sqrt{2} d}{\pi} \left(1 - d^2 \right))</td>
</tr>
<tr>
<td></td>
<td>(\times \cos \left(\frac{\pi}{4} d\right) \cos (\gamma_{PR} + \delta_2))</td>
</tr>
<tr>
<td></td>
<td>(+ \omega_0 \sigma_2 I_x \frac{1}{\pi} \left(1 - d^2 \right))</td>
</tr>
<tr>
<td></td>
<td>(\times \cos \left(\frac{\pi}{4} d\right) \cos 2(\gamma_{PR} + \delta_2))</td>
</tr>
<tr>
<td>MLEV8(^a)</td>
<td>(R_0 = \omega_0 I_x \frac{d}{\pi} \left(1 - d^2 \right))</td>
</tr>
<tr>
<td></td>
<td>(\times \sin \left(\frac{\gamma_{PR} + \pi}{4} + \delta_1\right))</td>
</tr>
<tr>
<td></td>
<td>(+ \omega_0 \sigma_2 I_x \frac{1}{\pi} \left(1 - d^2 \right))</td>
</tr>
<tr>
<td></td>
<td>(\times \cos \left(\frac{\pi}{4} d\right) \cos 2(\gamma_{PR} + \delta_2))</td>
</tr>
<tr>
<td>XY8(^c)</td>
<td>(R_0 = \omega_0 I_x \frac{2 I_x - I_y}{\frac{\sqrt{2} d}{\pi}} \left(1 - d^2 \right))</td>
</tr>
<tr>
<td></td>
<td>(\times \cos \left(\frac{\pi}{4} d\right) \sin (\gamma_{PR} + \delta_1))</td>
</tr>
<tr>
<td></td>
<td>(+ \omega_0 \sigma_2 I_x \frac{2}{\pi} \left(1 - d^2 \right) \cos \left(\frac{\pi}{2} d\right))</td>
</tr>
<tr>
<td></td>
<td>(\cos 2(\gamma_{PR} + \delta_2))</td>
</tr>
<tr>
<td>XXXX/XXX/XXX/XY16(^d)</td>
<td>(R_0 = \omega_0 I_x \frac{2}{\pi} \left(1 - d^2 \right) \cos 2(\gamma_{PR} + \delta_2))</td>
</tr>
</tbody>
</table>

\(^a\)Reference 17.  \(^b\)Reference 18.  \(^c\)Reference 19.  \(^d\)Reference 16.

and XY16, because the former yield less cycling sidebands.\(^{20}\)

When the spinning axis is perpendicular to the magnetic field \((\theta = \pi/2)\) or one of the PAS axes is parallel to the symmetry axis, the \(\sigma_1\) term vanishes, and therefore MLEV4 (Ref. 17) and XY4 (Ref. 18), which have a further shorter cycle time, can be used. The sequences of Tycko et al. can also be used under this condition to realize \(\sigma_1 = 0\). However, even the largest scaling factor in the sequences of Tycko et al., which is 0.394 for \(d = 0\) in the four pulse version, is smaller than that for PPT [Eq. (26)].

When \(d \neq 0\), the average Hamiltonian for PPT under the XXXX phase cycling scheme does not have the required form of Eq. (15), so that we cannot obtain \(\gamma\)-encoded spectra by GET. For the windowless limit, i.e., \(d = 1\), PPT with XXXX is identical to rotary resonance recoupling (R\(^3\)) with the rf-field strength twice the spinning frequency,\(^{21}\) and the average Hamiltonian for R\(^3\) can be obtained in the limit of the average Hamiltonian for PPT with XXXX when \(d\) approaches 1:

\[
\tilde{H}_0 = \delta I_x \frac{4}{\tau_c} + \omega_0 \mu \sigma_2 [- I_x \sin 2(\gamma_{PR} + \delta_2) + I_x \cos 2(\gamma_{PR} + \delta_2)],
\]

with

\[
\mu = \frac{1}{2}.
\]

This Hamiltonian shows the resonance frequency to be independent of \(\gamma_{PR}\). In the case of \(\delta_x = 0\), R\(^3\) is already known to be \(\gamma\)-encoded.\(^{21}\) The present result shows that it is true also for \(\delta_x \neq 0\). The other PPT sequences are not \(\gamma\)-encoded, even if \(d = 1\). Note that the spectrum observed by R\(^3\) is very sensitive to rf-amplitude missetting, since the average Hamiltonian in Eq. (27) includes \(\delta_x\) at zeroth order as previously reported for heteronuclear dipolar recoupling by R\(^3\).\(^{22}\)

In order to compensate for rf-field inhomogeneity, we replace the \(\pi\) pulses \(180^\circ\) in PPT with the composite inversion pulses 90\(^\circ\)70\(^\circ\)180\(^\circ\)90\(^\circ\) 23 We refer to this new sequence as the composite inversion pulse train (CIPT). The average Hamiltonians obtained for CIPT with various phase cycling schemes are listed in Table II. Since \(\tau_c\) represents the length of a conventional \(\pi\) pulse, \(d\) is given by \(8 \tau_c / \tau_r\). Table II shows that the phase cycling schemes of XXXXXX, XXXYYYX, MLEV16, and XY16 give the required average Hamiltonian [Eq. (15)] with the scaling factor

\[
\mu = \frac{2 \left(1 - \left(d^2 \right) \right) \left(\cos \left(\frac{\pi}{4} d\right) + d \sin \left(\frac{\pi}{4} d\right)\right)}{\frac{7}{2} \left(1 - \left(d^2 \right) \right) \cos \left(\frac{\pi}{2} d\right)}. \tag{29}
\]

\(\gamma\)-encoded spectra can be obtained by the combination of CIPT with one of these phase cycling schemes and GET, to which we refer as CIPT–GET.

As well as PPT, CIPT can be a \(\gamma\)-encoded sequence only in the windowless limit with XXXX, and the average Hamiltonian is given by

\[
\tilde{H}_0 = \omega_0 \mu \sigma_2 [- I_x \sin 2(\gamma_{PR} + \delta_2) + I_x \cos 2(\gamma_{PR} + \delta_2)], \tag{30}
\]

with

\[
\mu = \frac{2 \sqrt{2}}{3 \pi}. \tag{31}
\]

We refer to this sequence as the composite inversion rotary-resonance recoupling (CIR\(^3\)); the rotary resonance condition is given by \(\omega_1 = 4 \omega_0\). Note that no term including \(\delta_x\) appears in this average Hamiltonian contrary to R\(^3\), so that the CIR\(^3\) sequence is expected to be less sensitive to rf-field inhomogeneity than R\(^3\).

Thus, one can remove the line-broadening due to distribution of the angle \(\gamma_{PR}\), using one of the above methods, i.e., PPT–GET, CIPT–GET, R\(^3\), and CIR\(^3\). Sharp peaks appear in the \(\gamma\)-encoded spectra of uniaxially oriented samples, when they have unique values for \(\alpha_{PR}\) and \(\beta_{PR}\). However, when \(\alpha_{PR}\) and \(\beta_{PR}\) are more or less distributed, \(\gamma\)-encoded spectra show broadened peaks. If we observe the 2D spectrum in which peaks appear at \(\sigma_2\) in one dimension and \(\sigma_1\) in the other dimension under OMAS, the distribution of the \(\alpha_{PR}\).
and $\beta_{PR}$ angles broadens the peaks in both dimensions. Here, we calculate the $\sigma_2/\delta$ 2D powder pattern, and then we propose a method to obtain the $\alpha_{PR}$ and $\beta_{PR}$ distribution directly from the 2D powder pattern.

We define PAS to satisfy the following condition in the rest of this section without loss of generality:

$$P_2(\cos \theta) \sigma_{x}^{PAS} \geq P_2(\cos \theta) \sigma_{y}^{PAS} \geq P_2(\cos \theta) \sigma_{z}^{PAS}.$$  \hspace{1cm} (32)

Under this condition $\bar{\delta}$ reaches the minimum value $\delta_{min}$ when $\cos \beta_{PR} = 0$ and $\cos 2\alpha_{PR} = 1$ [see Eq. (2)], since $P_2(\cos \theta)(\sigma_{x}^{PAS} - \sigma_{y}^{PAS}) \geq 0$ and $P_2(\cos \theta)(\sigma_{x}^{PAS} - \sigma_{y}^{PAS}) \leq 0$,

$$\delta_{min} = \sigma_{iso} + P_2(\cos \theta)(\sigma_{x}^{PAS} - \sigma_{y}^{PAS}),$$  \hspace{1cm} (33)

and $\bar{\delta}$ has the maximum value $\delta_{max}$ when $|\cos \beta_{PR}| = 1$:

$$\delta_{max} = \sigma_{iso} + P_2(\cos \theta)(\sigma_{x}^{PAS} - \sigma_{y}^{PAS}).$$  \hspace{1cm} (34)

First, we obtain the $\sigma_2/\delta$ 2D powder pattern due to uniform distribution of $\alpha_{PR}$ and $\sin \beta_{PR}$. From Eqs. (2), (5), (6), and (11), we obtain the following relationship:

$$\left(\frac{\bar{\delta} - \sigma_{iso}}{2P_2(\cos \theta)} + \sigma_{x}^{PAS} - \sigma_{y}^{PAS}\right)^2 \leq \left(\frac{\bar{\delta}^2}{\sin^2 \theta}\right)^2$$

$$= \cos^2 \beta_{PR}(\sigma_{x}^{PAS} - \sigma_{x}^{PAS})(\sigma_{x}^{PAS} - \sigma_{y}^{PAS}).$$  \hspace{1cm} (35)

This equation shows that the trajectory of $(\sigma_2, \bar{\delta})$ for fixed $\beta_{PR}$ is a hyperbolic curve. Since $\cos^2 \beta_{PR}(\sigma_{x}^{PAS} - \sigma_{x}^{PAS}) \times (\sigma_{x}^{PAS} - \sigma_{y}^{PAS}) > 0$, the focal axis of the hyperbola is parallel to the $\bar{\delta}$ axis. The $\sigma_2/\delta$ 2D peak appears on the hyperbola branch open toward the positive-$\delta$ direction, because $\delta_{max} > \sigma_{iso} + 2P_2(\cos \theta)(\sigma_{x}^{PAS} - \sigma_{y}^{PAS})$. A few hyperbolics for different $\beta_{PR}$ are shown by dotted curves in Scheme 1:

For a fixed $\beta_{PR} = \beta_{AB}$, $\bar{\sigma}(\cos 2\alpha_{PR}, \beta_{AB})^2$ takes the minimum $\bar{\delta}(1, \beta_{AB})$ (A) and the maximum $\bar{\delta}(-1, \beta_{AB})$ (B), when $\cos 2\alpha_{PR} = 1$ and $-1$, respectively. Resonances appear on the hyperbola $\overline{AB}$ represented by the bold curve in Scheme 1. As increasing $|\cos \beta_{PR}|$, the hyperbola moves toward the solid arrow direction. With decreasing $|\cos \beta_{PR}|$, the hyperbolic curve approaches the asymptote $bc$ toward the dotted arrow direction. When $\cos \beta_{PR} = 0$, the curve is coincident with the asymptote given by

$$\sigma_2 = \left|\frac{\sin^2 \theta}{2P_2(\cos \theta)}[\bar{\delta} - \sigma_{iso} + 2P_2(\cos \theta)(\sigma_{x}^{PAS} - \sigma_{y}^{PAS})]\right|.$$  \hspace{1cm} (36)

The trajectories of $\bar{\delta}(1, \beta_{PR})$ and $\bar{\delta}(-1, \beta_{PR})$ for variable $\beta_{PR}$ are obtained by substituting $\cos 2\alpha_{PR} = \pm 1$ into Eqs. (2), (5), (6), and (11) and considering $\bar{\delta} \leq \delta_{max}$:

<table>
<thead>
<tr>
<th>Phase cycling scheme</th>
<th>Average Hamiltonian</th>
</tr>
</thead>
<tbody>
<tr>
<td>XXXX</td>
<td>$H_0 = -\omega_0 J_{x} \left[ 1 - \frac{d^2}{4} \left( \frac{\pi}{2} \right) \sin(\frac{\pi}{2}d) \right] \sin(2\gamma_{PR}) + d \frac{\pi}{4} \cos(\frac{\pi}{2}d)$</td>
</tr>
<tr>
<td>XXXX</td>
<td>$H_0 = \omega_0 J_{x} \left[ 1 - \frac{d^2}{4} \left( \frac{\pi}{2} \right) \sin(\frac{\pi}{2}d) \right] \sin(2\gamma_{PR}) + d \frac{\pi}{4} \cos(\frac{\pi}{2}d)$</td>
</tr>
<tr>
<td>MLEV4</td>
<td>$H_0 = \omega_0 J_{x} \left[ 1 - \frac{d^2}{4} \left( \frac{\pi}{2} \right) \sin(\frac{\pi}{2}d) \right] \sin(2\gamma_{PR}) + d \frac{\pi}{4} \cos(\frac{\pi}{2}d)$</td>
</tr>
<tr>
<td>MLEV8</td>
<td>$H_0 = \omega_0 J_{x} \left[ 1 - \frac{d^2}{4} \left( \frac{\pi}{2} \right) \sin(\frac{\pi}{2}d) \right] \sin(2\gamma_{PR}) + d \frac{\pi}{4} \cos(\frac{\pi}{2}d)$</td>
</tr>
<tr>
<td>XY4</td>
<td>$H_0 = \omega_0 J_{x} \left[ 1 - \frac{d^2}{4} \left( \frac{\pi}{2} \right) \sin(\frac{\pi}{2}d) \right] \sin(2\gamma_{PR}) + d \frac{\pi}{4} \cos(\frac{\pi}{2}d)$</td>
</tr>
<tr>
<td>MLEV16/XY16</td>
<td>$H_0 = \omega_0 J_{x} \left[ 1 - \frac{d^2}{4} \left( \frac{\pi}{2} \right) \sin(\frac{\pi}{2}d) \right] \sin(2\gamma_{PR}) + d \frac{\pi}{4} \cos(\frac{\pi}{2}d)$</td>
</tr>
</tbody>
</table>

---

*Reference 17.*

*Reference 19.*

*Reference 18.*

*Reference 16.*

---

**TABLE II. Average Hamiltonians for CIPT ($n=4$) under various phase cycling schemes.**
\[
\sigma_2 = \sin^2 \theta - \frac{\bar{\sigma} - \sigma_{\text{iso}}^{\text{PAS}}}{2 P_2(\cos \theta)} - (\sigma_{yy}^{\text{PAS}} - \sigma_{zz}^{\text{PAS}})
\]
for \(\bar{\sigma}(1, \beta_{PR})\) and
\[
\sigma_2 = -\frac{\sin^2 \theta}{2 P_2(\cos \theta)} - \left[\bar{\sigma} - \sigma_{\text{iso}}^{\text{PAS}} + 2 P_2(\cos \theta)(\sigma_{ax}^{\text{PAS}} - \sigma_{\text{iso}}^{\text{PAS}})\right]
\]
for \(\bar{\sigma}(-1, \beta_{PR})\). These equations show that the trajectories of \(\bar{\sigma}(1, \beta_{PR})\) and \(\bar{\sigma}(-1, \beta_{PR})\) are represented by the bent line cda and the line ab, respectively, in Scheme 1. Thus, when the orientations \(\alpha_{PR}\) and sin \(\beta_{PR}\) are uniformly distributed, the resonances cover over the parallelogram region 

![Image](354x607 to 522x740)

FIG. 1. Duty factor dependence of a CSA parameter \(\mu \sigma_2\) calculated for PPT–GET (\(\bullet\), solid line) and CIPT–GET (\(\circ\), dotted line) under MAS. In the calculations, the chemical shift tensor of \((\sigma_{xx}^{\text{PAS}}, \sigma_{yy}^{\text{PAS}}, \sigma_{zz}^{\text{PAS}}) = (-30, 0, 30)\) ppm with \(\bar{\sigma}_{\text{PAS}}\) parallel to the symmetry axis of a uniaxially oriented sample \([\sigma_2 = 10\, \text{ppm from Eq. (11)}]\) was used. The rf field was assumed to be irradiated at \(\bar{\sigma} \). A spinning frequency of 2.00 kHz and a Larmor frequency of 75 MHz were used. The rf-field inhomogeneity was neglected (\(\delta_{\bar{\sigma}} = 0\)). The lines were obtained from the theoretical scaling factor \(\mu\) given in Eq. (26) for PPT–GET and Eq. (29) for CIPT–GET using the \(\sigma_2\) value of 10 ppm. The circles represent the \(\mu \sigma_2\) values obtained from spectra numerically calculated by the multistep method.

\[
P(\beta_{PR}) = \frac{\partial \sigma'}{\partial \cos \beta_{PR}},
\]
with
\[
P(\beta_{PR}) = \frac{2}{\pi} \int_0^{\pi/2} d\alpha_{PR} P(\alpha_{PR}, \beta_{PR}),
\]
where the \(\sigma'\) axis is parallel to the line \(\sigma_2 = -\sin^2 \theta/2 P_2(\cos \theta)\bar{\sigma}\) for \(\sigma_{yy}^{\text{PAS}} = \sigma_{zz}^{\text{PAS}}\) and \(\sigma_2 = \sin^2 \theta/2 P_2(\cos \theta)\bar{\sigma}\) for \(\sigma_{yy}^{\text{PAS}} = \sigma_{zz}^{\text{PAS}}\).

III. NUMERICAL CALCULATIONS

Using the multistep method, we numerically calculated \(\gamma\)-encoded spectra of a uniaxially oriented sample which are observed by \(R^2\), CIR\(^3\), PPT–GET, and CIPT–GET under MAS. In the calculations a chemical shift tensor of \((\sigma_{xx}^{\text{PAS}}, \sigma_{yy}^{\text{PAS}}, \sigma_{zz}^{\text{PAS}}) = (-30, 0, 30)\) ppm with \(\bar{\sigma}_{\text{PAS}}\) parallel to the spinning axis (\(\beta_{PR} = 0\)) with \(\omega_2/2 \pi = 2\) kHz was used. Under the conditions, \(\sigma_2\) is 10 ppm from Eqs. (5), (6), and (11). The rf field was assumed to be irradiated at \(\bar{\sigma}\) (\(\Delta = \bar{\sigma}\)).

First, we calculated \(\gamma\)-encoded spectra, assuming \(\delta_{rf} = 0\). The spectra calculated for \(R^2\) and CIR\(^3\) are peaked at 5.0 and 3.0 ppm, respectively (not shown). These values agree with the theoretical \(\mu \sigma_2\) values given by the \(\sigma_2\) value of 10 ppm and the \(\mu\) values [Eq. (28) for \(R^2\) and Eq. (31) for CIR\(^3\)]

We also calculated the spectra observed by PPT–GET or CIPT–GET with the XXXXXXXX phase cycling scheme for various duty factors. The duty factor dependence of the \(\mu \sigma_2\) values is shown in Fig. 1. The results obtained by the multistep method agree with the theoretical curves calculated using \(\sigma_2 = 10\) ppm and the theoretical scaling factors [Eq. (26) for PPT and Eq. (29) for CIPT]. All these results indicate that the theoretical scaling factors calculated using
TABLE III. Values of $\sigma^\text{calc}_{2} -10$ ppm. $\sigma^\text{calc}_{2}$ is the $\sigma_{2}$ value (in ppm) obtained from a $\gamma$-encoded spectrum numerically calculated by the multistep method for $R^3$, CIR$^3$, PPT–GET, or CIPT–GET under the presence of rf-amplitude missetting $\delta_{rf}$. The value of 10.0 ppm is that assumed for the calculations.

<table>
<thead>
<tr>
<th>$\delta_{rf}$</th>
<th>$R^3$</th>
<th>CIR$^3$</th>
<th>PPT–GET</th>
<th>CIPT–GET</th>
</tr>
</thead>
<tbody>
<tr>
<td>$+0.1 \pi$</td>
<td>4.8 ppm</td>
<td>$-1.3$ ppm</td>
<td>$-0.9$ ppm</td>
<td>$-0.1$ ppm</td>
</tr>
<tr>
<td>$-0.1 \pi$</td>
<td>4.4 ppm</td>
<td>1.8 ppm</td>
<td>$-0.9$ ppm</td>
<td>0.1 ppm</td>
</tr>
</tbody>
</table>

the zeroth-order average Hamiltonian theory are reliable. Therefore we use these theoretical scaling factors in the following analysis.

We then evaluated the effect of $\delta_{rf}$ for $R^3$, CIR$^3$, PPT, and CIPT by calculating spectra with rf-field strengths 10% weaker and stronger than the ideal strengths. Table III shows $\sigma^\text{calc}_{2}$ values obtained from the calculated spectra ($\sigma^\text{calc}_{2} = 10$ ppm), which are the differences between the $\sigma_{2}$ values used in the calculation. The results for PPT and CIPT are almost independent of $\tau_p$ (not shown), and those for $\tau_p = 20 \mu$s are shown in Table III. Both of the $\sigma_{2}$ values obtained for $\delta_{rf} = \pm 0.1 \pi$ in $R^3$ are considerably larger than 10 ppm. Moreover, the peak intensity is decreased and a large sharp peak at $\sigma_{2} = 0$ ppm appears (not shown). These results can be explained using the zeroth-order average Hamiltonian in Eq. (27): the $\sigma_{2}$ values for $\delta_{rf} = \pm 0.1 \pi$ are calculated to be 14.6 ppm, and the presence of the $I_2$ term causes a sharp peak at 0 ppm. As shown above, the spectrum observed by $R^3$ is much affected by rf-amplitude missetting and rf-field inhomogeneity. The spectrum obtained by CIR$^3$ is less sensitive to rf-amplitude missetting than $R^3$. However, the $\sigma_{2}$ values obtained from the spectra observed by CIR$^3$ are still substantially different from the expected value (10 ppm). Moreover, a small peak at $\sigma_{2} = 0$ ppm is observed. When PPT–GET is used, this peak shift is reduced to $-0.9$ ppm and no additional peak except for cycling sidebands$^{20}$ is observed. The spectrum obtained by CIPT–GET is much less affected by rf-amplitude missetting than the other three methods and gives a peak at $10 \mp 0.1 \pi$ ppm for $\delta_{rf} = \pm 0.1 \pi$. In conclusion, rf-field missetting and rf-field inhomogeneity cause a peak position shift and/or a line shape distortion for $R^3$, CIR$^3$, and PPT–GET, and this unfavorable effect can nearly be removed by using CIPT–GET.

IV. RESULTS AND DISCUSSION

In this section, we show that $\gamma$-encoded spectra observed by the 2D NMR sequence in which $R^3$, CIR$^3$, PPT, or CIPT is applied to $^{13}$C in the $t_1$ period, and no $^{13}$C rf field is irradiated in the $t_2$ period except for an observation $90^\circ$ pulse. When PPT or CIPT is applied, the FID in the $t_1$ period is transformed by GET, while FT is applied to the other periods. The 2D spectrum thus obtained represents sharp peaks at $(\omega_2, \omega_3) = (\sigma_2, \bar{\sigma})$. Figures 2–7 show the results obtained for the ultradrawn polyethylene fiber in order to examine the effects of rf-amplitude missetting, rf-field inhomogeneity, finite pulse width and resonance offset for $R^3$, CIR$^3$, PPT, and CIPT. The experiments were performed under MAS with a spinning frequency of 2.00 kHz, unless otherwise indicated. For PPT and CIPT, the phase cycling scheme of XXXXXXXXX was used. In Fig. 8, the 2D spectrum of the uniaxially drawn isotactic polypropylene film is given as an example of separate determination of the principal values for a system with more than one chemically inequivalent CSA tensor. We also determined the $\alpha_{PR}$ and $\beta_{PR}$ distribution from the line shapes of the 2D peaks.

Figure 2 shows the cross sections $(\omega_2 = \bar{\sigma})$ of $\gamma$-encoded 2D spectra observed using $R^3$. When a rf-field strength of 4.0 kHz ($R^3$ matching strength) was used, a sharp peak appeared at $\sigma_{2} = 5.0$ ppm in the spectrum [Fig. 2(a)]. However, the $\sigma_{2}$ value is somewhat larger than the expected value (7.0$\times sin^{2} \theta_{m} = 4.7$ ppm) calculated from the previously reported CSA$^{20}$, and a large peak appears at $\sigma_{2} = 0$ ppm. The peak at 0 ppm should considerably be reduced by baseline correction of the FID. When we used rf-field strengths 5% weaker [Fig. 2(b)] and 5% stronger [Fig. 2(c)] than the $R^3$ matching strength, the line shapes were severely distorted. This is because the spectrum observed by $R^3$ is significantly affected by $\delta_{rf}$ as shown by the zeroth-order average Hamiltonian of Eq. (27). The error term in Eq. (27) may cause no problem for a system with a large $\sigma_{2}$ value as previously shown by numerically calculated spectra of a polycrystalline sample.$^{21}$ However, the error term prevents us from determining the $\sigma_{2}$ value precisely when $\sigma_{2}$ is small. The $R^3$ spectrum is also sensitive to resonance offset: when the rf field was irradiated at a frequency 1 kHz lower than $\bar{\sigma}$, the line shape was distorted as shown in Fig. 2(d). This distortion is partially caused by the mismatch of the $R^3$ condition: rf irradiation with the offset frequency of 1 kHz produces an effective field 3% larger than the $R^3$ matching strength. This effect is reduced when higher-speed sample spinning (and hence a larger rf field) is applied.

Note that $R^3$ with the rf-field strength equal to the spinning frequency$^{21}$ and the TC5 sequence$^{22}$ recover no CSA in the present case for the following reason. One $^{13}$C CSA principal axis in the crystalline component of polyethylene

FIG. 2. Experimental $\gamma$-encoded spectra observed by $R^3$ for the ultradrawn polyethylene fiber under MAS with a spinning frequency of 2.00 kHz, the fiber axis being parallel to the spinning axis. The rf-field strength was set to 4.0 kHz ($R^3$ matching strength) (a), (d), 3.8 kHz (b), and 4.2 kHz (c). While the spectra (a)–(c) were observed with the rf irradiation at $\bar{\sigma}$, the spectrum (d) was observed with the rf irradiation at a frequency 1 kHz lower than $\bar{\sigma}$. The horizontal scale is adjusted according to the theoretical scaling factor of 1/2.
Fig. 3 shows γ-encoded spectra observed using CIR\(^3\). The spectrum [Fig. 3(a)] observed under a rf-field strength of 4\(\omega_r/2\pi = 8.0\) kHz (CIR\(^3\) matching strength) exhibits a sharp peak at \(\sigma_2 = 4.9\) ppm, which is slightly larger than the expected value of 4.7 ppm, and also a peak at \(\sigma_1 = 0\) ppm with a reduced intensity. For a rf-field strength of 8.4 kHz, the peak was slightly broadened and the peak position was shifted to 5.6 ppm [Fig. 3(b)], while the peak in Fig. 3(c), which was obtained with the strength of 7.6 kHz, was not broadened and represents a peak at 4.6 ppm. No line shape distortion took place contrary to R\(^3\). These results indicate that the spectrum observed by CIR\(^3\) is less affected by rf-amplitude missetting and rf-field inhomogeneity than the spectra observed by R\(^3\). However, the CIR\(^3\) spectrum is sensitive to resonance offset; the line shape was distorted when the rf field was irradiated at a frequency 1 kHz lower than \(\sigma\) [Fig. 3(d)]. The mismatch of the R\(^3\) condition partially causes the line shape distortion in the CIR\(^3\) spectrum as well as the R\(^3\) spectrum.

Figure 4 presents some spectra observed by PPT–GET. The spectrum obtained with a rf-field strength of \(1/2\tau_p = 25\) kHz has a peak at 4.7 ppm [Fig. 4(a)], which well agrees with the expected value of 4.7 ppm. The peak is somewhat sharper than those for R\(^3\) and CIR\(^3\). The peak in Fig. 4(b) which was observed with a rf-field strength 15% weaker than \(1/2\tau_p\) is shifted to the low-frequency side with a severe line shape distortion as numerically predicted. Figure 4(c) shows the spectrum obtained at a rf-field strength 15% stronger than \(1/2\tau_p\). Although the numerical calculation for a rf-field strength 10% stronger than \(1/2\tau_p\) results in a low-frequency shift (Table III), the peak position in Fig. 4(c) agrees with that in Fig. 4(a) and the line shape of the peak in Fig. 4(c) is less distorted than that in Fig. 4(b). This asymmetric nature, which was also observed in the CIR\(^3\) experiments, can be explained by the fact that the rf-field strength was calibrated using a sample (5.5 mm in length) much smaller than the polyethylene fibers (20 mm in length), in the sample coil with a length of 14 mm. The peak position remains at 4.7 ppm, even if the rf-field frequency is 2 kHz lower than \(\sigma\) [Fig. 4(d)]; however, the linewidth slightly increases. Further off-resonance irradiation (3 kHz lower than \(\sigma\)) causes a small shift to 4.6 ppm and a further slight line broadening [Fig. 4(e)].

Spectra observed by CIPT–GET are given in Fig. 5. The \(\sigma_2\) value determined with a rf-field strength of \(1/2\tau_p = 25\) kHz is 4.7 ppm [Fig. 5(a)]. It agrees well with the expected value of 4.7 ppm, and also a peak at 4.6 ppm. No line shape distortion was observed with the rf irradiation at a frequency 1 kHz lower than \(\sigma\) [Fig. 5(d)]; however, the linewidth slightly increases. Further off-resonance irradiation (3 kHz lower than \(\sigma\)) causes a small shift to 4.6 ppm and a further slight line broadening [Fig. 5(e)].

FIG. 3. Experimental γ-encoded spectra observed by CIR\(^3\) for the ultradrawn polyethylene fiber under MAS with a spinning frequency of 2.00 kHz, the fiber axis being parallel to the spinning axis. The rf-field strength was set to 8.0 kHz (CIR\(^3\) matching strength) (a), (d), 7.6 kHz (b), and 8.4 kHz (c). While the spectra (a)–(c) were observed with the rf irradiation at \(\sigma\): the spectrum (d) was observed with the rf irradiation at a frequency 1 kHz lower than \(\sigma\). The horizontal scale is adjusted according to the theoretical scaling factor of \(\sqrt{3}\pi\).

FIG. 4. Experimental GET spectra obtained by PPT–GET for the ultradrawn polyethylene fiber under MAS with a spinning frequency of 2.00 kHz, the fiber axis being parallel to the spinning axis. The XXXXXXX phase cycling scheme was used. A conventional π pulse width \(\tau_p = 20\) \(\mu s\) was used. These spectra were observed with a rf-field strength of 25 kHz (1/2\(\tau_p\)) (a), (d), (e), and that of 15% weaker (b) and that of 15% stronger (c) than 1/2\(\tau_p\). While the spectra (a)–(c) were observed with the rf irradiation at \(\sigma\): the spectra (d) and (e) were observed with the rf irradiation at the frequencies 2 kHz and 3 kHz lower than \(\sigma\), respectively. The horizontal scale is adjusted according to the theoretical scaling factor.

FIG. 5. Same as Fig. 4 except for the use of CIPT–GET. The corresponding composite inversion pulse length is 40 \(\mu s\) (\(\tau_p = 20\) \(\mu s\)).
We have demonstrated that CIPT–GET is less affected by resonance offset, rf-amplitude missetting, and rf-field inhomogeneity than PPT–GET, because the former is sinusoidally modulated, while the latter is described by the zeroth-order Bessel function.

Figure 6 shows the duty factor dependence of the \( \mu \sigma_2 \) values obtained by PPT–GET or CIPT–GET. Using Eq. (26) and Eq. (29), the best-fit curves for PPT–GET and CIPT–GET were obtained for \( \sigma_2 = 4.64 \) ppm and 4.70 ppm, respectively, which agree with the expected value (4.7 ppm). The \( \mu \sigma_2 \) values obtained with the shortest \( \tau_p \) values for PPT under MAS (\( d = 0.12 \)), CIPT under MAS (\( d = 0.24 \)), and CIPT under OMAS (\( d = 0.20 \); see Fig. 7) slightly deviate from the individual simulated values. This may be caused by errors in the estimation of the duty factors: for a very short pulse width, it is very difficult to estimate the effective pulse width correctly because of a discrepancy between the actual pulse shape and the ideal rectangular shape. Figure 6 also shows that the \( \mu \sigma_2 \) values experimentally obtained by either sequence agree well with the \( \mu \sigma_2 \) values obtained by simulations using the theoretical scaling factor even for large duty factors.

Because of the high compensation for resonance offset, rf-amplitude missetting, and rf-field inhomogeneity, CIPT provides reliable results. However, PPT can be used under higher-speed spinning than CIPT, since the maximum spinning frequency of 1/4 \( \tau_p \) for PPT is twice higher than that of 1/8 \( \tau_p \) for CIPT. One may think that these sequences can be used under high-speed spinning by increasing the \(^{13}\text{C} \) rf-field strength. However, the maximum strength of the \(^{13}\text{C} \) rf field should be limited to about one-third of the \(^1\text{H} \) rf-field strength, in order to avoid \(^1\text{H} \)–\(^{13}\text{C} \) recoupling, when the \(^1\text{H} \) and \(^{13}\text{C} \) rf fields are simultaneously irradiated as previously reported. Therefore, the \(^1\text{H} \) rf-field strength must also be increased for attaining high-speed spinning.

We can determine the three principal values of the CSA tensor for the polyethylene carbon, using the \( \sigma_2 \) value (4.70 \pm 0.04 ppm) obtained by CIPT–GET together with \( \sigma_{100} = 32.70 \pm 0.04 \) ppm and \( \bar{\sigma} = 43.5 \pm 0.1 \) ppm; the latter was obtained by OMAS at \( \theta = \pi/2 \). However, it should be noted that there are two possible solutions due to the quadratic equation of Eq. (11). When a principal axis is parallel to the symmetry axis, the two solutions are identical. If not, we can choose the correct solution by determining the \( \sigma_2 \) value at another angle \( \theta \); the solution which does not change by changing \( \theta \) is the true solution. For the present case, it is known that a principal axis is parallel to the symmetry axis. Therefore using Eqs. (2), (7), and (11), we obtain a unique solution for the methylene carbon in polyethylene:

\[
(\sigma_{xx}^{PA}, \sigma_{yy}^{PA}, \sigma_{zz}^{PA}) = (50.6 \pm 1.3, 36.5 \pm 0.1, 11.1 \pm 0.3) \text{ ppm}
\]

These values agree well with the previously reported values:

\[
(\sigma_{xx}^{PA}, \sigma_{yy}^{PA}, \sigma_{zz}^{PA}) = (50.1, 36.4, 12.5) \text{ ppm from 1D powder pattern (Ref. 30), (49.5, 36.8, 11.9) ppm (Ref. 25)}
\]

We assumed \( \sigma_{100} = 32.7 \) ppm, and \( (51.4 \pm 1.3, 38.9 \pm 1.3, 12.9 \pm 1.3) \) ppm from 1D spectra of drawn polyethylene and (50.1, 36.7, 12.7) ppm by switching-angle sample spinning and separated local field (SLF) spectroscopy (Ref. 27). All the previous results rely on the observation of simulation of a 1D or 2D powder pattern, which invariably cause the deterioration of accuracy. On the other hand, the present method provides the principal values from the positions of sharp peaks; no simulation is needed, and the accuracy is better than previously reported.

The above experiments were performed under MAS. However, even under OMAS, we can observe sharp peaks at \( \sigma \) without pulses and at \( \sigma_2 \) with R\(^3\) or CIR\(^3\); PPT–GET, or CIPT–GET for uniaxially oriented samples with the symmetry axis parallel to the spinning axis. Thus, 2D correlation spectra peaked at \( (\sigma_2, \bar{\sigma}) \) can be observed under OMAS as well as MAS. Figure 7 shows the duty factor dependence of the \( \mu \sigma_2 \) values obtained by CIPT–GET under OMAS at \( \theta = \pi/2 \). The best-fit curve was obtained for \( \sigma_2 = 7.03 \) ppm which agrees with the expected value of 7.0 ppm.

When more than one distinct CSA exists, they cannot simultaneously be represented by the positions of sharp lines by GET in a static sample. However, the present methods under sample spinning provide 2D peaks at \( (\sigma_2, \bar{\sigma}) \) for all...
the chemically distinct nuclei. As an example, the 2D spectrum observed for a uniaxially drawn isotactic polypropylene film is shown in Fig. 8. The angle \( \theta \) was set to \( \pi/2 \) so that we used the MLEV4 phase cycling scheme with the cycle time shorter than that of the phase cycling scheme. A spinning frequency of 2.20 kHz was used. The rf field was irradiated at 34.5 ppm, so that the condition that the rf field should be irradiated within \( \pm 2 \text{ kHz} \) from \( \bar{\bar{\sigma}} \) was satisfied for all the three peaks in the OMAS spectrum. The spectrum shows the three 2D peaks with linewidths broader than that in polyethylene. This line broadening shows that the polypropylene chain axes do not perfectly align along the chain axis. We analyze the chain-orientation distribution below.

First, neglecting the chain-orientation distribution, we roughly estimate the principal values of the CSA tensors from the peak positions. With the help of the MAS spectral assignments,\(^{33}\) we made the OMAS spectral assignments from the peak correlation between the OMAS spectrum and the MAS spectrum, which was obtained by a variable-angle spinning experiment.\(^{33}\) We obtain the \( \sigma_{\text{iso}} \) values from the cross-polarization MAS (CPMAS) spectrum: 21.21 \( \pm 0.05 \) ppm for the methyl carbon, 26.51 \( \pm 0.03 \) ppm for the methine carbon, and 44.40 \( \pm 0.03 \) ppm for the methylene carbon. While two peaks with the integral intensity ratio of 1:2 are observed for each of the methyl and methylene carbons in the CPMAS spectrum due to the two distinct inter-chain environments,\(^{34}\) we used the weighted average value of the two peak positions as \( \sigma_{\text{iso}} \). We roughly estimated the \( \bar{\sigma} \) values from the maxima of the 2D peaks: \( \bar{\sigma}_2 = (12.0, 17.4) \) ppm for the methyl carbon, (5.5, 28.8) ppm for the methine carbon, and (10.8, 53.3) ppm for the methylene carbon. One principal axis for each carbon can be assumed to be along the chain axis from the local symmetry:

\[
\beta_{\text{PR}} = \beta_{\text{PR}}^{\text{CH}_3} = \beta_{\text{PR}}^{\text{CH}_2} = 0.
\]

Using Eq. (43) and the above values of \( \sigma_{\text{iso}}, \sigma_2, \) and \( \bar{\sigma} \), we can obtain the principal values of the CSA tensor:

\[
\begin{align*}
\sigma_{\text{PR}}^x &= 29.4, 5.4, 31.8 \\
\sigma_{\text{PR}}^y &= 34.3, 23.3, 21.9 \\
\sigma_{\text{PR}}^z &= 64.1, 42.5, 26.6
\end{align*}
\]

ppm for the methylene carbon, and (64.1, 42.5, 26.6) ppm for the methylene carbon. Thus, we can determine the principal values from the peak positions without simulations even for a system with multiple chemical sites.

Next, we obtain the tensor-orientation distribution and refine the above-obtained CSA principal values. One can directly obtain the distribution by transforming the spectral intensity via Eq. (39), when the principal values are known. However, the precise principal values are not known, and the distribution obtained by the transformation is not very reliable for the present case as follows. The tensor orientation \( P(\alpha_{\text{PR}}, \beta_{\text{PR}}) \) in the uniaxially drawn polypropylene film should be centered at \( \beta_{\text{PR}} = 0 \); intense signals appear near the singularities (a, b, and c in Scheme 1) for each carbon. The reconstructed \( P(\alpha_{\text{PR}}, \beta_{\text{PR}}) \) is unstable, since the resonance frequency is insensitive to \( \alpha_{\text{PR}} \) and \( \beta_{\text{PR}} \) near the singularities. For these reasons we do not perform a direct transformation but simulate the spectra for obtaining the tensor-orientation distribution and refine the CSA principal values. We assume that the polypropylene sample exhibits the transverse isotropy,\(^2\) which means the orientation distribution symmetric around both the chain axis and the \( \zeta_{\text{rot}} \) axis: the angle \( \alpha_{\text{chain}} \) representing the chain orientation around the chain axis is homogeneously distributed, and the orientation distribution can be characterized only in terms of the angle \( \beta_{\text{chain}} \) between the chain axis and the \( \zeta_{\text{rot}} \) axis. Since the \( \zeta_{\text{PAS}} \) axis is parallel to the chain axis, the angle \( \alpha_{\text{PAS}} \) is uniformly distributed, and the orientation function of the chain axis \( P(\beta_{\text{chain}}) \) can be represented by that of the \( \zeta_{\text{PAS}} \) axis \( P(\beta_{\text{PAS}}) \) for each carbon:

\[
P(\beta_{\text{chain}}) = P(\beta_{\text{PAS}}^{\text{CH}_3}) = P(\beta_{\text{PAS}}^{\text{CH}_2}) = P(\beta_{\text{PAS}}^{\text{CH}}).
\]

We assumed a uniaxial Gaussian distribution of the chain axis centered at \( \beta_{\text{chain}} = 0 \) (Ref. 13):

\[
P(\beta_{\text{chain}}) = \exp\left(-\frac{\sin^2 \beta_{\text{chain}}}{2\beta_{\sigma}^2}\right).
\]
The full width at the half maximum (FWHM) \( \Delta \beta \) is given by \( \Delta \beta = 2 \ln 2 \). We symmetrize the CSA tensors of the methyl and methine carbons by averaging the nearest two components: \( \langle \alpha^{\text{PAR}}_{\text{PR}}, \alpha_{\text{PR}}^{\text{PAR}} \rangle = (30.6, 4.3, 0.6) \) ppm for the methyl carbon and \( (34.3, 22.3, 22.6) \) ppm for the methine carbon. We use these principal values together with the above values for the methylene carbon as a starting point in the simulation analysis, and then refine these values.

Figure 9 shows experimental and simulated spectra of 1D slices of the \( \sigma_2/\bar{\sigma} \) powder pattern (Fig. 8) for the methyl and methine carbons and a part of the 2D powder pattern for the methylene carbon. From the simulations we obtain the \( \beta_{\text{PR}} \) value to be \( 40^\circ \pm 6^\circ \) corresponding to \( \Delta \beta = 94^\circ \) and the principal values \( \langle \alpha^{\text{PAR}}_{\text{PR}}, \alpha_{\text{PR}}^{\text{PAR}} \rangle \) of the CSA tensor to be \( (30.3, 0.5, 4.3, 0.5) \) ppm for the methyl carbon, \( (34.3, 10, 22.3, 0.5) \) ppm for the methine carbon, and \( (66.3, 5, 43.5, 0.5) \) ppm for the methylene carbon. These values agree well with the previously reported values of \( (32 \pm 0.8, 32 \pm 0.8, 32 \pm 0.8) \) ppm for the methyl carbon, \( (38 \pm 0.8, 21.8 \pm 0.8) \) ppm for the methine carbon, and \( (65 \pm 0.8, 26 \pm 0.8) \) ppm for the methylene carbon, which were obtained via the 2D powder patterns observed under OMAS–SLF.32 The peak positions of the simulated 1D slices for the methyl and methine carbons slightly differ (~ 1 ppm) from those in the experimental spectra. This may be caused by a slight nonaxial symmetry of the CSA tensors which we assumed to be axially symmetric. As shown above, we can precisely determine both the principal values of the CSA tensors and chain-orientational distribution by 2D \( \sigma_2/\bar{\sigma} \) correlation experiments with 2D spectral simulations, even when the chain orientation is distributed.

While we want to obtain the chain-orientation distribution \( P(\beta_{\text{PR}}) \), it is \( P(\beta_{\text{PR}}) \) that we can directly obtain from the NMR experiments. However, we can easily obtain \( P(\beta_{\text{PR}}) \) using Eq. (44), as for the polypropylene sample with one principal axis parallel to the chain axis. Even if no principal axis is parallel to the chain axis, we can get \( P(\beta_{\text{PR}}) \) by the moment expansion of \( P(\beta_{\text{PR}}) \) as long as the transverse isotropy is satisfied.13

Figure 10 shows a 1D slice of the 2D \( \sigma_2/\bar{\sigma} \) spectrum for the polypropylene sample (Fig. 8) along a line parallel to \( \sigma_2 = \sin^2 \theta \sigma \) for the methyl carbon and \( \sigma_2 = -\sin^2 \theta \sigma \) for the methine carbon. The slice direction is perpendicular to the line on which a powder pattern for an axially symmetric CSA tensor appears. These slices show sharp peaks unaffected by orientational distribution. The residual line broadening is caused by the nonaxial symmetry of these CSA tensors in addition to the linewidth of a spin packet. When the CSA tensor slightly shows asymmetry, the resonances exhibit the linewidth \( (\sigma_2 \cos \theta + \sin^2 \theta/4)^{1/2} \Delta \sigma \), where \( \Delta \sigma \) is the difference between the nearest two principal values. The linewidths in Fig. 10 are 3.0 ppm and 2.6 ppm; considering the Lorentzian broadening (2 ppm) used in the simulations of Fig. 9, we roughly estimate the linewidths due to \( \Delta \sigma \) to be 1.0 and 0.6 ppm for the methyl carbon and the methine carbon, respectively. Thus, the \( \Delta \sigma \) values are ca. 1.4 ppm for the methyl carbon and ca. 1.0 ppm for the methine carbon. These values are comparable to the experimental error for determination of the principal values, so that we do not need to make a correction for the nonaxial symmetry of the CSA tensors.

V. CONCLUSION

The methods of R3, CIR3, PPT–GET, and CIPT–GET which provide \( \gamma \)-encoded spectra are proposed in order to obtain the \( \sigma_2 \) values from the sharp peak positions in uniaxial
ally oriented samples under MAS or OMAS. In the latter two, the phase cycling schemes of XXXXXXXX should be used, and MLEV4 is recommended for OMAS experiments at $\theta = \pi/2$. In general, a combined use of $\sigma_{12}/\sigma$ and $\sigma_{13}/\sigma$ 2D NMR enables us to separately determine the principal values of the individual CSA tensors. The spectrum becomes less sensitive to rf-amplitude missetting and rf-field inhomogeneity in order of $R^3$, CIR$^3$, PPT–GET, CIPT–GET. The sample spinning frequency can be twice higher in $R^3$ and PPT than in CIR$^3$ and CIPT, respectively. The signal sensitivity is considerably higher in $R^3$ and CIR$^3$ than in PPT–GET and CIPT–GET. If one applies $R^3$ or CIR$^3$, however, it should be noted that careful calibration of the rf-field strength is crucial. When the Euler angles $\alpha_{PR}$ and $\beta_{PR}$ are distributed, 2D peaks in $\sigma_2/\sigma$ spectra under OMAS conditions show two-dimensionally broadened line shapes. The orientational distribution can directly be obtained from the line shapes. The present methods can be used as an alternative to the DECODER experiments, which provide the orientational distribution by sample flipping. While the present approach does not provide information on the distribution of $\gamma_{PR}$, contrary to DECODER, the present method has an advantage in that it can be performed using a conventional CPMAS probe. The methods presented in this paper would be useful for studies of uniaxially oriented samples such as drawn polymers, liquid crystals, and biomembranes.

VI. EXPERIMENTS

Ultradrawn polyethylene fibers made by Toyobo Co. Ltd. and uniaxially drawn isotactic polypropylene films made by Toray Industry Inc. were used without further purification. Prior to sample packing, a bundle of polyethylene fibers were glued together by a cyanoacrylate adhesive, and a polypropylene film was rolled at a right angle direction to the symmetry axis. The sample length is 20 mm for polyethylene and 8 mm for polypropylene. Either sample was put in a 5-mm rotor filled with ethylene glycol to reduce line broadening due to bulk magnetic susceptibility by susceptibility matching.

The NMR experiments were performed on a Chemagnetics CMX-300 spectrometer with a field of 7.1 T. The sample coil length is 14 mm. The TPPM $^1$H decoupling scheme was employed during acquisition with a rf-field strength of 79–116 kHz. Here continuous wave decoupling was utilized within the $t_1$ period with a field strength of 89–116 kHz during the $^{13}$C pulse intervals and 114–147 kHz during the $^{13}$C pulse irradiations. We set the initial magnetization along the $x$ axis, and the real part of the amplitude-modulated signal in the $t_1$ dimension was acquired. The 2D experiments for polyethylene took typically less than 6 h and that for polypropylene approximately 7 h.
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