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We have calculated the vibrational overtone dephasing rates of an oscillator that is subject to uncorrelated, impulsive, and strong collisions. We have assumed the Poisson statistics for binary collisions, and not truncated the cumulant expansion at the second order. The decay of the response function is always exponential, and the dephasing rate shows subquadratic dependence on the vibrational quantum number \( n \). The dephasing rate asymptotically converges to the collision frequency at the large-\( n \) or strong collision limits. We have succeeded in reproducing the experimental results on chloroform [K. Tominaga and K. Yoshihara, J. Phys. Chem. A 102, 4222 (1998)] and those on methyl iodide [A. B. Myers and F. Markel, Chem. Phys. 149, 21 (1990)] by adjusting the collision frequency and the strength of the collision.
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I. INTRODUCTION

In the stochastic theory of the optical or the magnetic resonance spectra in liquids, the chromophores (spin, vibration, and so on) are often treated as the quantum systems whose transition frequencies fluctuate stochastically due to the interaction with surroundings.\(^1,2\) The fluctuation of the transition energy is usually assumed to be a Gaussian process, and the cumulant expansion is truncated at the second order, which decreases the numerical efforts very much. This approximation is guaranteed by the central limiting theorem, which states that a stochastic process becomes the Gaussian process when it is the accumulation of many uncorrelated small elements.\(^3\) The Brownian oscillator model for nonlinear optical processes in liquids has been developed, which takes advantage of the fact that the Gaussian process is expressed by an infinite number of harmonic oscillators.\(^4\)

However, there are some cases where the chromophore is coupled strongly to a small number of solvent molecules. In such cases, there is no reason to guarantee that the fluctuation is a Gaussian process. One example is the hydrogen bonding system. Another example is the vibrational dephasing due to the repulsive interaction, which is the theme of this work. A molecule in liquids always experiences repulsive collisions that perturb the phase of the intramolecular vibration. This perturbation is the origin of the vibrational dephasing due to the repulsive interaction. The vibrational spectra of many molecules have been explained by the vibrational dephasing due to the repulsive interaction, which is sometimes treated by the isolated binary collision (IBC) model. The distribution of the number of uncorrelated collisions shows a Poisson distribution, not a Gaussian one. For instance, Frankland and Maroncelli showed that the distribution of the instantaneous transition frequency deviated to a large degree from the Gaussian distribution in their molecular dynamics simulation.\(^5\) Therefore, we need to calculate the vibrational spectra in this case not by truncating the cumulant expansion at the second order. We actually perform such a calculation in this work, and show that the non-Gaussian effect becomes large, especially for overtone dephasing. Although there are many studies on the Poisson statistics itself,\(^6\) as far as we know, this is the first study on its application to the vibrational dephasing in liquids.

The quantum number \( n \) dependence of the vibrational dephasing rates has long been an interesting issue in connection with the mechanism of the vibrational dephasing. The vibrational spectra \( I(\nu) \) is the Fourier transform of \( I(t) \) (hereafter called the “response function”) as follows:

\[
I(\nu) = \text{Re} \left[ \int_0^\infty dt \ e^{i\nu t} I(t) \right],
\]

where the response function \( I(t) \) is defined as follows:

\[
I(t) = \left\langle e^{-i\omega^0 t} - i \int_0^t dt' \delta\omega(t') \right\rangle.
\]

In Eq. (2), the angular bracket means the statistical average, and \( \omega^0 \) and \( \delta\omega(t') \) stand for the transition frequency in the gas phase and the instantaneous transition frequency shift at \( t = t' \) due to the solvents, respectively. The instantaneous frequency shift \( \delta\omega(t) \) is proportional to the instantaneous random force along the vibrational normal mode from the solvent in the theory developed by Oxtoby.\(^6\) In a standard procedure,\(^2\) we assume that \( \delta\omega(t) \) is a Gaussian process and symmetric with respect to the time translation and inversion. Under these assumptions, the cumulant expansion of Eq. (2) can be truncated at the second order to yield the following equation:

\[\text{...}\]
In the fast modulation case, where the relaxation of \( \langle \delta \omega(0) \delta \omega(t) \rangle \) is very fast (compared with the vibrational dephasing), Eq. (3) reduces to the following equation:

\[
I(t) = \exp \left( -i(\omega^0 + \langle \delta \omega \rangle)t - \int_0^t dt' \left[ (t-t') \langle \delta \omega(0) \delta \omega(t') \rangle - \langle \delta \omega^2 \rangle \right] \right).
\]

(3)

And the time profile of the response function is exponential. Even if the relaxation of \( \delta \omega(t) \) is not so fast, the asymptotic behavior of the response function is always exponential, as long as the correlation time of \( \delta \omega(t) \) is finite.

In the opposite limit, called the “slow modulation limit,” Eq. (3) reduces to the following equation:

\[
I(t) = \exp \left( -i(\omega^0 + \langle \delta \omega \rangle)t + t^2 \langle \delta \omega^2 \rangle \right),
\]

and the bandspace of the spectrum is a Gaussian function.

The fluctuation of the transition frequency of the \( \nu \)-phonon transition (\( \delta \omega_{\nu} \)) is \( \nu \) times as large as that of the fundamental vibrational frequency (\( \delta \omega_{1} \)) in the case of the harmonic oscillator as follows:

\[
\delta \omega_{\nu} = \nu \delta \omega_{1}.
\]

(6)

From Eqs. (4)–(6), the bandwidths of the overtone spectra are proportional to \( \nu^2 \) in the fast modulation case, whereas they are proportional to \( \nu \) in the slow modulation limit. Therefore, the quantum number dependence of the vibrational bandwidths can be a measure to distinguish the fast and the slow modulation limits of the vibrational dephasing.

The correlation time of \( \delta \omega(t) \) depends on its molecular origin. For example, the fast modulation limit is expected for the repulsive collisions, whereas the attractive interaction is considered to belong to the slow modulation limit.\(^7,8\) The overtone spectra (\( \nu=2 \) transition) for some molecules have been measured by IR or nonresonant Raman spectroscopy in the frequency domain, and it is found that the ratio of the broadband of the overtone and fundamental is smaller than 4 for many molecules.\(^9,10\) The progressions more than \( \nu=10 \) were measured for iodine\(^12\) and methyl iodide\(^13\) by the resonance Raman spectroscopy. The bandwidths appeared proportional to \( \nu^2 \) for small \( \nu \), and linear to \( \nu \) for large \( \nu \). Therefore, they explained the \( \nu \) dependence of the bandwidth by the transition from the fast to the slow modulation limits. However, their correlation times (330 fs for iodine, and 500 fs for methyl iodide) were claimed to be somewhat large for the collisional interaction. Recently, Tominaga and Yoshihara performed the time domain experiments on the overtone dephasing of the C–H stretching mode of chloroform, and found that the quantum number dependence of the dephasing rates is smaller than \( \nu^2 \), although the time profile of the response function is exponential for overtones.\(^14–16\)

Their results contradict to the standard theory [Eqs. (3)–(6)], since the exponential profile of the response function means the fast modulation limit, where \( \nu^2 \) dependence of the dephasing rate is expected. Considering that the \( \nu^2 \) dependence holds in the case of iodine, Tominaga and Yoshihara suggested that the polyatomic nature play a key role in the vibrational dephasing.\(^16\) Gayathri et al.\(^17\) claimed that the subquadratic \( \nu \) dependence is explained by the bimodality of the time correlation function of \( \delta \omega(t) \), which is calculated by the mode-coupling theory or the molecular dynamic simulation.\(^17\) The slow component of \( \langle \delta \omega(0) \delta \omega(t) \rangle \) can reproduce the subquadratic \( \nu \) dependence of the average dephasing rate or the total bandwidth, which is actually the transition between the fast and the slow modulation limits. However, the time constant of the asymptotic exponential decay of the response function should always be proportional to \( \nu^2 \) in the standard theory, which contradicts with the experimental results of Tominaga and Yoshihara.\(^16\) In this work, we shall show that the subquadratic \( \nu \) dependence is consistent with the exponential decay of the response function when \( \delta \omega(t) \) is not the Gaussian process.

**II. MODEL AND CALCULATION**

In our model, we suppose that an oscillator in solution experiences a number of impulsive and uncorrelated binary collisions to yield \( \delta \omega_{1}(t) \) as follows:

\[
\delta \omega_{1}(t) = \sum_j \delta \phi_{1,j} \delta(t-t_j),
\]

(7)

where \( t_j \) and \( \delta \phi_{1,j} \) stand for the time and the phase shift of the \( j \)th collision, respectively. The probability distribution of \( \delta \phi_{1,j} \) \( P_{\delta \phi}(\delta \phi) \), independent of \( j \) is assumed to be exponential,

\[
P_{\delta \phi}(\delta \phi) = \begin{cases} e^{-\delta \phi/\delta \phi^0} \delta \phi^0 & (\delta \phi > 0) \\ 0 & (\delta \phi < 0) \end{cases}
\]

(8)

The value of \( \delta \phi^0 \) is the average phase shift per collision. No correlation is considered between \( \delta \phi_{1,j} \) of different collisions. The distribution of Eq. (8) stems from the idea that the phase shift due to the collision will be proportional to the relative kinetic energy of the collision pair. The exponential distribution of the instantaneous frequency is observed in the molecular dynamics simulation of Frankland and Maroncelli.\(^5\) Equation (6) is assumed for the fluctuation of the transition frequency of overtones. Since there is no correlation between collisions, the distribution of the number of collisions between \([0,T]\) denoted as \( P_{\nu}(n,t) \), where \( n \) stands for the number of collisions should obey the Poisson distribution as

\[
P_{\nu}(n,t) = \frac{1}{n!} \left( \frac{t}{\tau_c} \right)^n \exp \left( -\frac{t}{\tau_c} \right).
\]

(9)

In Eq. (9), \( \tau_c^{-1} \) stands for the collision frequency.

In this model, the vibrational dephasing in the Gaussian approximation is easily obtained. At first, the time correlation function of \( \delta \omega_{\nu}(t) \) is expressed as follows:
The value of \( \omega^0_\nu \) stands for the transition frequency of the \( \nu \)th overtone in the gas phase. The decay of the response function is always exponential (fast modulation limit), and the shift (\( \Delta \omega_\nu \)) and the dephasing time (\( T_{2,\nu} \)) are given in the following equations:

\[
\Delta \omega_\nu = \nu \delta \phi^0 / \tau_c, \tag{12}
\]

\[
T_{2,\nu}^{-1} = \nu^2 (\delta \phi^0)^2 / \tau_c. \tag{13}
\]

As is expected, the vibrational dephasing is in the fast modulation limit and the dephasing rate is proportional to \( \nu^2 \).

In the following, we calculate the vibrational dephasing from Eq. (2) without employing the cumulant expansion. At first, the rhs of Eq. (2) is classified by the number of collisions between \( [0,t] \),

\[
I_\nu(t) = e^{-i \omega^0_\nu t} \sum_{k=0}^{\infty} P_c(k,t) \int_{0}^{\infty} d(\delta \phi) P_\phi(\delta \phi) e^{-i \nu \delta \phi} \Big|^k. \tag{14}
\]

The inner part of \([\cdots]\) is calculated by using Eq. (8) to yield the following expression:

\[
I_\nu(t) = e^{-i \omega^0_\nu t} \sum_{k=0}^{\infty} P_c(k,t) \left[ 1 + i \nu \delta \phi^0 \right]^{-k}. \tag{15}
\]

By substituting Eq. (9) into Eq. (15), \( I_\nu(t) \) is obtained as follows:

\[
e^{i \omega^0_\nu t} I_\nu(t) = \sum_{k=0}^{\infty} \frac{1}{k!} \frac{t}{\tau_c(1 + i \nu \delta \phi^0)}^k e^{-t/\tau_c} \]

\[
= \exp \left[ - \frac{t}{\tau_c} \left( 1 - 1 + i \nu \delta \phi^0 \right)^{-1} \right] \]

\[
= \exp \left[ - i \Delta \omega_\nu t - t/T_{2,\nu} \right]. \tag{16}
\]

The time profile of the response function is exponential, as is the case of Gaussian approximation. The shift (\( \Delta \omega_\nu \)) and the dephasing time (\( T_{2,\nu} \)) are given by the following expression:

\[
\Delta \omega_\nu = \frac{\nu \delta \phi^0}{\tau_c[1 + \nu(\delta \phi^0)^2]}, \tag{17}
\]

\[
T_{2,\nu}^{-1} = \frac{\nu^2 (\delta \phi^0)^2}{\tau_c[1 + \nu^2(\delta \phi^0)^2]}. \tag{18}
\]

The correlation between the two time intervals should not exist in our model, whereas it exists in the experiment. It seems to us that the correlation between collisions is essential to reproduce the two-dimensional experiment. Therefore, the transition between the fast and the slow modulation limits is not reproduced in our model. Second, the correlation between collisions, which is obvious in the case of self-diffusion as the deviation from the Enskog theory, is neglected. Third, dephasing mechanisms other than repulsive collisions are not considered, for example, attractive interaction, rotation–vibration coupling, resonant and nonresonant energy transfer, or intramolecular vibrational redistribution. However, surprisingly enough, our model can reproduce some experiments well by adjusting parameters.

First, we will apply this model to the C–H stretching mode of chloroform and the C–D stretching mode of chloroform-d by Tominaga and Yoshihara. They measured the response function up to the \( \nu = 3 \) transition in the time domain experiment, and found that the \( \nu \) dependence of the dephasing rate is subquadratic (see Table I) and the decay of the response function is always exponential. We fitted their result by Eq. (18), and the best fit parameters are \( \tau_c = 260 \text{ fs} \) (in common), \( (\delta \phi^0)^2 = 0.33 \) for the C–H mode, and \( (\delta \phi^0)^2 = 0.14 \) for the C–D mode. The theoretical values are compared with the experimental ones in Table I. The agreement is fairly good. However, there are at least two troubles in this calculation. The first one is that the collision time \( (\tau_c) \) appears too large. For example, Schroeder et al. estimated the Enskog collision time of chloroform at 30°C and 30 bar to be 110 fs. The disagreement with the Enskog collision frequency may be explained by the steric factor.

The second trouble in our model is the inability to reproduce the two-dimensional experiment by Tominaga and Yoshihara. The correlation between the two time intervals should not exist in our model, whereas it exists in the experiment. It seems to us that the correlation between collisions is essential to reproduce the two-dimensional experiment.

The second example is the C–I stretching mode of methyl iodide in hexane measured by Myers and Markel. They measured the bandwidths up to \( \nu = 15 \) by the ultraviolet resonance Raman spectroscopy. The bandwidths are quadratic with respect to the quantum number at small \( \nu \), and the

<table>
<thead>
<tr>
<th>( \nu )</th>
<th>CHCl(_3) Theory</th>
<th>CHCl(_3) Experiment</th>
<th>CDCl(_3) Theory</th>
<th>CDCl(_3) Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.05</td>
<td>1.06</td>
<td>2.12</td>
<td>2.10</td>
</tr>
<tr>
<td>2</td>
<td>0.46</td>
<td>0.42</td>
<td>0.72</td>
<td>0.94</td>
</tr>
<tr>
<td>3</td>
<td>0.35</td>
<td>0.30</td>
<td>0.47</td>
<td>0.46</td>
</tr>
</tbody>
</table>
linear $n$ dependence is observed at large $n$ (Fig. 1). They could reproduce the bandwidths only if they assumed a very long correlation time (about 500 fs) for the repulsive interaction. The simulation by our model [Eq. (18)] is shown in Fig. 1. In the calculation, the values of $\tau_r$ and $(\delta \phi_0)^2$ (see the text) are assumed to be 50 fs and 0.010, respectively. We consider it qualitatively reasonable that the collision frequency of methyl iodide in hexane is larger than that of chloroform in neat chloroform, partly because the iodine atom and the methyl group are much larger than the hydrogen atom. Since the $n$ dependence of the bandwidths appears almost linear at larger $n$ also in our model, it is difficult to distinguish experimentally the transition to the slow modulation limit in the standard theory and the collision limited saturation in our model from the bandwidths alone. We consider it desirable to determine the functional form of the response function in detail in order to clarify the mechanism of the vibrational dephasing. The overtone bandwidths of iodine were also measured by Battaglia and Madden.12 The widths are proportional to $n^2$ for small $n$, and the transition to the linear $n$ dependence is observed at large $n$. Although they interpreted their experiment as the transition to the slow modulation limit by assuming a somewhat large correlation time of $\delta \omega(t)$ (330 fs), we suspect there can be another explanation for their experiment. In our model, the difference between the quadratic $n$ dependence of iodine and the subquadratic $n$ dependence of many polyatomic molecules can be explained, not by the fact that the iodine is a diatomic molecule, but by the fact that the vibrational dephasing is much slower than the collision frequency in the case of iodine.

IV. SUMMARY

In this work, we calculated the vibrational dephasing of a molecule under the influence of uncorrelated impulsive binary collisions without truncating the cumulant expansion at second order. We showed that the subquadratic quantum number dependence of the overtone dephasing rates and the exponential decay of the response function are not contradictory in the case of non-Gaussian noise. We could reproduce reported overtone dephasing rates of chloroform and methyl iodide fairly well by parameter optimization, and it can be safely said that the non-Gaussian effect can be important in the case of ultrafast vibrational dephasing due to collisional interaction. The subquadratic quantum number dependence of the overtone bandwidths of many molecules may suggest, we suspect, that the short time (high-frequency) behavior of the random force felt by a solute molecule is described better by the isolated binary collision model rather than by the Brownian oscillator model that assumes Gaussian noise.
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8 We recently showed by a molecular dynamics simulation that the estimate of the correlation time by Schweizer and Chandler12 is an overestimate for the attractive interaction [T. Yamaguchi, Y. Kimura, and N. Hirota, J. Chem. Phys. 111, 4169 (1999)].
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FIG. 1. The bandwidths (full width at half-maximum) of the overtones of the C–H stretching mode of methyl iodide in hexane. Experimental results (filled circles, Ref. 13) are compared with the theory [solid curves, Eq. (18)]. In the calculation, the values of $\tau_r$ and $(\delta \phi_0)^2$ (see the text) are assumed to be 50 fs and 0.010, respectively.