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Vibrational energy relaxation of azulene in the S, state. Il. Solvent
density dependence
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We have measured the vibrational energy relaxation of azulene iB,tlstate in ethane, carbon
dioxide, and xenon over a wide density region by the time-resolved fluorescence spectroscopy. The
reduced density of the solve(the density divided by the critical densjthas been changed from

the gaslike onélower than 0.05to the liquidlike one(2.8 for ethane, 2.7 for carbon dioxide, and

2.0 for xenon. The density dependence of the relaxation rate is compared with that of azulene in the
S, state[D. Schwarzer, J. Troe, M. Votsmeier, and M. Zerezke, J. Chem. RbB$s3121(1996)].
Although the absolute rate largely depends on the electronic state, the density dependence of the
relaxation rates is roughly the same for both electronic states, which can be considered as a
side-proof of the isolated binary collision model. Possible origins for the validity of the isolated
binary collision model are discussed. 00 American Institute of Physics.

[S0021-960600)51534-1

I. INTRODUCTION were continued on the compressed diatomic or triatomic

_ _ n _ gases in order to test the validity of the IBC mo&iet?

. The |solat¢d binary CO."'S'O.'('IBC) model is one of 'Fhe_ The situation changed in the last decade due to the de-
s!mplest theorles for the V|brat|9nal energy relaxa_tlon n IIq'velopment of the short-pulsed laser and its application to
;Jr']zslgolnr;th'ns rZOdZIt’.JE? relaxation ratéf is described by so-called supercritical fluids. Using the fluid above the criti-

wing equation. cal temperature ), we can change the density of fluids

k.=2ZP, (1) from the gaslike one to the liquidlike one continuously with-

) - out any phase transition. This particular property of super-
WhlereZ IS tlhe cloII|S|orrilafrequ]Jency betwdeenl the _solute "’E)n(:)_tlhecritical fluids makes them suitable solvents to examine the
solvent molecules, anilis the averaged relaxation probabil- 5 model, because we can gradually increase the density of
Ity per CO||IS!OI’], whose \{a!ue I the same as that in the 98%e solvent from the gaslike one where the IBC model is
pha_lse_ reaction. The valld!ty of th? IBC model has beer) Ralid. In addition, the short pulse laser technology made it
topic in the s_o!u'uon chemistry during the latter half of this possible to measure the fagrder of p3 vibrational energy
centltjlr);hgutthgg? yg;t?hl;eurﬁ;c:\o/ﬁ?jc. ropagation in liquids relaxation of dilute solute molecules. There have been sev-

Y propag 9 "eral works performed on the dilute solute molecules in su-

Kittel implicitly assumed the IBC model for the vibrational " ) . oo .
energy relaxation for the first timeLater, Litovitz et al. p_ercrmc_al fluids d_urmg the past decatfe: Ra|ge and Har-
ris studied the vibrational energy relaxation of molecular

explicitly proposed the IBC model for the vibrational energy . di Y in th d el X .
relaxation in liquids, and explained their experimental datd®9n€ (,2), in the g.rt')uns electronic state in xe:\n@ng) hear
on neat carbon disulfide and carbon dioxide. their work, the liquidlike densities® They found that the vibrational en-

they invented the moving wall cell model to estimate the€r9Y decay curves at different densities coincide with each
collision frequency in a dense fluid, which agrees well withOther by scaling the time axis, which indicates that the vibra-
their experimental data. However, they showed at the samiPnal energy relaxation dynamics ofis characterized only
time that the value of the collision frequency depends veryPY @ single parameter. They also performed molecular dy-
much on the way of estimation. In response to the papers d}2mics simulations to estimate the collision frequency. By
Litovitz et al, there were many theoretical discussions on2djusting the contact distance, they could reproduce the rela-
the validity of the IBC model. One of the strongest criticismstive relaxation rates by the IBC model. Harrs al. also
against the IBC model was that the many body interferenc&€asured the vibrational energy relaxation of the vibra-
effect should be included when the collision frequency belionally high excited azulene in th§, state in supercritical
comes as h|gh as the frequency of the intramo|ecu|aﬂuids inClUding Xe:!'4 From the difference in the denSity and
vibration®* The arguments on the vibrational energy relax-temperature dependence between azulene and iodine, they
ation in the earlier days are summarized in reviews byconcluded that the rigid cluster is formed in the case of azu-

Oxtoby® Meanwhile, experimental and theoretical studieslene in Xe.
Schwarzeret al. measured the vibrational cooling of the

vibrationally highly excited azulene in tH&, state in carbon
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performed the Monte Carlo simulation assuming the attrac- T T T T T T
tive hard sphere potential, and estimated the collision fre-
quency from the density at the contact distatfc€hey suc-
ceeded in reproducing the density dependence of the
relaxation rates in &g, Xe, and GHg—Xe mixtures by the
results of the simulation, and proposed that the IBC model
can explain the vibrational energy relaxation in fluids. How-
ever, the attractive potential they used was much larger than
that expected from the Lennard-Jones parameters and the ' .
Lorentz—Berthelot rulé® After that, Heidelbactet al. per- 300 320 340
formed the molecular dynamics simulation including the in-

ternal degree of freedom of the solﬁfeThey reported that FIG. 1. The ab;orptioﬂeft) and the ﬂuorescen((ei'ght) spectra of azulene

the energy transfer occurs exclusively from the low fre-1 e Saie 1 CO. boted cuvean 02 seld cuvesp “hoTre
quency modes in the low-density region, whereas the highy —1 g suffers from the reabsorption effect.

frequency modes can contribute to the energy transfer to

some degree in the high-density region.

Urdahl et al. studied the vibrational energy relaxation of results of the simulation strongly depends on the intermo-
the well-separated mode of the polyatomic moledalsym-  lecular potential or the other paramet&ts?especially in the
metric G=0 stretching mode of tungsten hexacarbony|medium-density region where the attractive interaction is the
(W(CO)g)] by the transient infraredIR) spectroscopy? dominant factor to determine the equilibrium structure. Con-
They measured the density and temperature dependenégiélering the progress of the experimental techniques to mea-
around the critical points of the solvents in detail. TheySure thg _vibrational energy relaxation rates, the egtimate of
found that the temperature dependence is inverted around tife collision frequency appears to be a bottleneck in the ex-
critical point. They devised a hydrodynamic theory for the@mination of the IBC model. _
vibrational energy relaxation in supercritical fluids, and pro- [N this work, we try to test the IBC model for the vibra-
posed that the particular behavior around the critical point jdional energy relaxation in fluids experimentally, trying to
related to the long-range density fluctuation that is the reasofvoid the arbitrariness of the estlmatl'on of the collision fre-
for the critical anomaly® In response to their proposal, dUency. What we haye actually done is to measure the_wbra-
Goodyear and Tucker performed a molecular dynamicé'o_nal energy relaxation rates of azulene in Bestate in
simulation, and showed that the small density dependence §pids such as CQ C;Hg, and Xe, and to compare them with
the relaxation rates around the critical point can be explained105€ in theS, state. Azulene emits a relatively strong emis-
by the local density enhancement of the solvents around thalon from theS, state, whose lifetime is about 2 ns. The

solute?! We recently showed that there are some internapolvent effects on the absorption and the fluorescence spectra

inconsistencies in the hydrodynamic theory of Cherayil andf theSo—S; transition of azulene is not so large, as is shown
23 in Fig. 1. The fluorescence peak shift is no larger thah

nm (—400 cm Y in the density region of all solvent fluids in

In addition to the experimental studies above, computa- . i i o
tional studies have also been developed. For example chelllis experiment. It means that the electronic transition does

noy and Weis found in their molecular dynamié4D) simu- not cause a large change of the solute—solute interaction.
lation that the short-time behavior of the force-force time | Nereéfore, we expect that the collision frequency does not

correlation function is almost reproduced by its self-Bart. gepeng Iargel;; cr)]n th? eleptronlc stztes, and t.h;t th.? gerllgg
Adelman et al. showed in their theoretical calculation that 9€PENdence of the relaxation rates does not either, it the

the density dependence of the vibrational energy relaxatio odel holds in both electronic states. Since the fluorescence

rate is dominated by that of the initial value of the force- t.andl shape strongly depends on the t|rr11trar_rt1)olicula|r vibra-
force time correlation functioh.Recently, Goodyear and lonal excess energy, we can measure the vibrational energy

Stratt showed that the functional form of the high frequenc;fel"’lx"’t[Ion in the, state in solution from the time-resolved

part of the friction spectrum is almost independent of thequorescence spectra. The details of the experimental meth-

10 .ods and the results in gases and in liquids are presented in
solvent density, and La_lrs_en and Stratt_found that the high Ref. 24 (hereafter called pape).lAs is introduced above,
frequency part of the friction spectrum is reproduced by th

€ i .
. . ; Schwarzeret al. determined the solvent density dependence
relative motion between a solute and a nearest-neighbor

solvent'? All these theoretical models for diatomic solute of the relaxation rates in th, state in supercritical fluids

cases suggests that the IBC model holds over the wide so rom the gaslike to the I|qU|QI|ke dgnsmé%.Our results on
azulene are compared with their results®nazulene in

vent density region to some extent. this paper
Looking over the history around the experimental ex- '
amination of the IBC model for the vibrational energy relax-
ation in fluids, it is noticed that the estimation of the collision
frequency Z) has been essential for the examination of the  The experimental procedures to measure the time-
IBC model since the study of LitovitzAlthough the rapid resolved fluorescence spectra by a streak camera are de-
development of the computer technology made the moleculascribed elsewher&~2° Briefly, the second harmonic of the
simulation available for ordinary experimental chemists, theoutput of a mode-locked dye laséCoherent 700, 569 nm

Intensity / a.u.

.

360 380 400 420
A/nm

II. EXPERIMENT
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was used as the excitation light. The saturable absorber was T T T T
used in the experiment in G@And GHg, and the pulse width (@
was about 3 ps, whereas it was not used in the experiment in
Xe (pulse width~7 p9. The polarization of the excitation
light was set to the magic angle. The fluorescence was cor-
rected at the right angle, and focused onto the slit of a spec-
trograph (Chromex, 2501§ after the depolarization. The
time-resolved fluorescence was detected by a streak camera
(Hamamatsu, C4334 The full width at half-maximum ' ' '
(FWHM) of the response function was about 30 ps. 340 360 380 400 420
The high-pressure apparatus for the measurement of A/nm
fluorescence in  supercritical fluids is described
elsewheré*-22We used two different high pressure cells for
the pressure higher or lower than 35 MPa. The cell for the
lower pressure is made of titanium and has four quartz win-
dows of larger apertur€. The cell for the higher pressure is
made of titanium and has three quartz windows of relatively
small aperture. The temperature of the cell was controlled by
flowing the thermostated water or silicon oil through the cell. ~
We made measurements mainly at two different tempera- | |
tures,. 323 K and 385 K. The Igtter is thg temperature where 340 360 380 400 420
the vibrational energy relaxation rates in the ground state A/ nm
have been reportéd.In some measurement at higher pres-
sure near the “mlt of the high-pressure cells, the temperatur,g:‘IG. 2. Time dependence of the fluorescence spectrum in fiigds Xe at
was decreased in order to reduce the pressure at the same 1.0. From upper to lower, at 49 festimated excess energy: 3420
density. The pressure was measured by strain ga(ies cm™), 101 ps(1680 cni?), 199 ps(480 cm %), and 500 pg130 cnY). (b)
owa PGM 500 KH below 35 MPa and Nagano Keiki KH78- '(37%2':?];;3 o i-ﬁ-s(szggnclian? atﬁ(;olvg%fv Zte(lii rﬁii"%ﬁ:‘;li;ri.%.l‘f
161 .a.bove 35 I\/!P)aand the density was calculated from Fhe periment, éolid. cfrve: fitting. 'Ilhe discrepeancy arouﬁd the 0-0 hjﬁhds
empirical equations of staté$.A hand-operated hydraulic gue to the reabsorption effect.
pressure generator was used to achieve the pressure higher
than 35 MPa. We could compress the fluids up to liquidlike
densitieq p,=2.8 for GHg and p,=2.7 for CQ,, wherep,
stands for the reduced densitthe density divided by the
critical density] by applying the pressure of about 200 MPa
at 323 K. We used CO(Sumitomo Seika;>99.99%), C,Hg
(Sumitomo Seika;>99.0%, and Xe(lwatani,>99.995% as
solvent fluids without purification. Azulen@&acalai Tesque
was purified twice by sublimation before use. The concen
tration of the sample was less thar £anM. The absorption
spectra were measured by an UV spectroméiimadzu,
UV2500PQ.

Intensity / a.u.

Intensity / a.u.

reproduce the spectra in,ldg and Xe. In particular, we did
not observe any extra broadening around the critical density
in any fluids. However, we had to consider the solvent in-
duced broadening in the case of £Qrobably due to the
multipolar character of CO** The solvent reorganization
energy in CQ estimated as is done in paper | is at most 40
cm ! at the highest density. We consider the value so small
that the solvation dynamics affect little the temporal evolu-
tion of the fluorescence band shape. The results of the fittings
are shown in Fig. 2 by solid curves, which reproduce well
the experimental transient spectra. The discrepancies around
the 0—0 band in Fig. @) is due to the reabsorption effect.
The time-resolved fluorescence spectra in fluids at 323 K The time evolutions of the intramolecular vibrational en-
are shown in Fig. 2. The narrowing and the blueshift of theergy determined by the above procedure are shown in Fig. 3
fluorescence spectra are observed in all fluids at every demegether with the time profiles of the total fluorescence in-
sity, although the time scale of the change of the fluorestensity. The vibrational energy relaxation rates were deter-
cence band shape depends on both the solvent densities amihed by fitting the time profiles of both the vibrational ex-
the solvent species. This change is due to the loss of theess energies and the total fluorescence intensities
intramolecular vibrational excess energy, and we can detesimultaneously. The initial intramolecular vibrational energy
mine the transient intramolecular vibrational excess energyas fixed to 6430 cm.?* The simulated time profiles are
by fitting the transient spectra to the stationary vibrationallyshown in Fig. 3 by solid curves. The instrumental response
hot fluorescence spectra of the isolated molecule in the vapdunction is also shown in Fig.(B) as a dotted curve. The
phase. The details of the fitting procedure are described ifitting procedure works well in all fluids at every density. A
paper 12% In the fitting procedure, it was required to shift the small dip of the total fluorescence intensity around 450 ps in
spectra of the isolated molecule in order to calibrate the sped=ig. 3(a) is due to the damage of the MCP plate of our streak
tral shift due to the solvent. The amount of the shift is atcamera. The errors of the relaxation rates are estimated to be
most +5 nm (~—400 cm %) at the highest density of the about 10%.
C,H; in this experiment. Solely shifting the spectra could In order to analyze the fluorescence spectra at the el-

Ill. RESULTS
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4000 FIG. 5. Time dependence of the vibrational excess energy in &@,
=0.05 and 385 K. Filled circle(E(t)); open circle: fluorescence intensity;
3000 solid curve: simulation.
e 5
(¢}
22000 z.
é N excess energy dependence of the fluorescence band shapes at
21000 2 341 K to find that the vibrational excess energy 6600
cm ! (dashed curve in Fig.)5can reproduce the relaxed
0 fluorescence spectrum at 385°K.
-50 50 100 The time profile of the intramolecular vibrational excess

t/ps energy in CQ at 385 K andp,=0.05 are shown in Fig. 5.
denend - ecular vib | The value of(E(t)) (the intramolecular vibrational excess
FIG. 3. Time dependence of the intramolecular vibrational excess energy i%ner does not relax to zero due to the temperature depen-
fluids. @) In Xe atp,=1.0. (b) In CHs at p,=2.6. Filled circle:(E(1); dencgeyof the relaxed fluorescence spectrum F\)/Ve need topsub-
open circle: fluorescence intensity; solid curve: simulation; dotted curve: . ] p :
response function. tract the increase of the intramolecular thermal energy from
the value of(E(t)) at 385 K. In order to take its effect into

account, we altered Eq7) in paper | as follows,

evated temperaturé385 K), we had to modify the fitting ¢
procedure, since the relaxed fluorescence band shape de- IF(t)<E(t)):f dt’ gt")f(t—t")[e(t—t")+Ep],
pended on the temperature. In Fig. 4, we compare the relaxed - @

fluorescence in C@at 385 K andp, =0.05 with that in argon
at 341 K and 20 bar. The relaxed fluorescence band shapegere the notations are the same as in paper |,Eand the

are the same in {1, Xe, and CQ in the low-density region  baseline of E(t)), which corresponds to the increase of the

if we compare at the same temperature. Since the bandtramolecular vibrational thermal energy from that at 341 K.
shapes of the relaxed fluorescence in dilute gases do n@Ye analyzed the experimental time profiles by Ef),
depend on the solvent species, the difference in Fig. 4 can behich is shown in Fig. 5 as solid curves. We analyzed the
considered as the temperature effect. It is quite natural thdime-resolved fluorescence at 385 K and in the higher-
the band shape of the relaxed fluorescence changes with tklensity region in the same procedure. The shift and the
temperature, since the intramolecular vibrational energy abroadening factor were determined so that the valu&pf
thermal equilibrium depends on the temperature. We simueoes not depend on the solvent density. The broadening fac-

lated the relaxed fluorescence at 385 K by the vibrationator is not required in the case of,dg and Xe.
The results of the vibrational energy relaxation rates are

summarized in Figs. 6—8. The relaxation rates inShatate

are the filled marks, and those in tl$g state are the open
circles. The longitudinal axes are scaled so that the marks for
both states exist approximately at the same position in the
high-density region. The scaling factors are 1.4, 2.1, and 1.9
for C,Hg, CO,, and Xe, respectively. The density depen-
dence of the relaxation rates in both states agrees with each
other approximately. In particular, the agreement in the high-
density region f,>2.0) of GHg and CQ is very good.
However, there are some deviations in the low- and the

Intensity / a.u.

340 360 380 400 420 medium-density regions by at most 20% if we scale the lon-
A /nm gitudinal axes so as to adjust the values in the high-density
_ ~ region.
FIG. 4. Relaxed fluorescence spectrum in,GtDp,=0.05 and 385 K.+: In C,Hg, the vibrational energy relaxation rate in tﬁ@

Experimental spectrum at 1500 ps. The solid curve is the relaxed fluores- .
b ’ P state at 385 K shows the same density dependence of those

cence at 341 K and the dotted one is the fluorescence with the 60bafm : ) "
the excess energy. in the ground state while the rate in ti8® state become
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FIG. 8. Solvent density dependence of the vibrational energy relaxation
rates in Xe. Scaling factor is 1.9. All marks are the same as those in Fig. 6.

IV. DISCUSSIONS

A. The interpretation of the solvent density
dependence

The most important finding of our results on the vibra-

FIG. 6. Solvent density dependence of the vibrational energy relaxatiotional energy relaxation rates of azulene in three supercritical

rates in GHg. Scaling factor is 1.4(a) The results at the lower temperatures.
Filled marks:S, state. Open circlesS, state in the literatur¢Ref. 15. l:
342 K; @: 323 K; 4: 308 K; A: 298 K. (b) Temperature effectD: k.(S)

in the literature(Ref. 15. @: k.(S,) at 323 K. ¥: k(S;,) at 385 K.

fluids is thatthe solvent density dependence is similar for
both electronic statgesaccepting the differences of about
20%. This indicates that the density dependence of the relax-
ation rates in both states is dominated nearly by the same
factor that is the collision frequency in the context of the IBC
model[Eg. (1)]. The binary and the correlated multiple col-

faster at 323 K in the low- and the medium-density regionlisions have different power spectra in general, and the
The temperature effect appears smaller in the case of CQpower spectrum of the latter itself changes with solvent

and Xe, and in both solvents, the rates in 8estate in the

density®® The relative probability of the binary and the cor-

medium-density region are larger than those in the groundelated collision also depends on solvent den¥it¥here-
state at the same density, if we scale the rates in two eledere, the contribution of correlated multiple collisions is

tronic states as is explained above.

0.14 T T T 1

012 @ -1 9-06
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~o o .
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FIG. 7. Solvent density dependence of the vibrational energy relaxatio
rates in CQ. Scaling factor is 2.1(a) The results at the lower temperatures.
(b) Temperature effect. All marks are the same as those in Fig. 6.

likely to cause the different density dependence of the relax-
ation rates of th&, and theS, states, if the difference of the
absolute rates of both states are due to the change of the
intramolecular vibrational frequency as is proposed in paper
I. As was previously described, the solvent density effects on
the absorption and the fluorescence spectra of S§eS,
transition are small, which indicates that the solute—solvent
interaction is insensitive to the electronic states. As a result,
the solute—solvent collision frequencies in both states follow
the similar density dependence, and the density dependence
of the relaxation rates will be similar in the IBC model.
Therefore,our experimental results can be explained by the
IBC model for the vibrational energy relaxation in flujds
although our results do not exclude all other possibilities.
The difference of theabsoluterelaxation rates between the
two electronic states can be understood as the dependence of
the vibrational quenching efficiendy the gas phasen the
electronic states of the solute. Although a small difference
(~20%) of the density dependence is found in the low- and
the medium-density regions experimentally, we consider that
it should be considered as perturbations to the IBC model.
Before discussing the small difference, it would be help-
ful to explain the inversely-shaped density dependence of
the relaxation rates. There have been a tremendous number
rpf studies on the inverselg-shaped density dependence in
supercritical fluids®>2° Although most of these studies focus
on the solvatochromism or the thermodynamic properties,
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the inverselys-shaped density dependence was already foundeems better to seek other reasons for the small difference in
in many studies even in the field of vibrational energy relax-the density dependence of the relaxation rates inShand
ation. For example, Adelmaretal,’ Schwarzeretal,’®  theS, states.
Goodyear and Tuckét, and Egorov and Skinn& have Besides the temperature effect, we consider three factors
found it numerically, and Schwarzest al,'®> and Uhdahl that may cause the different density dependence of the relax-
et all® observed it experimentally. In many studies, the glo-ation rates in theS, and theS, states. The first one is the
bal behavior of the density dependence of the relaxation rategifference of the collision frequencies between two elec-
is understood in terms of the local density enhancement as tsonic states. The second one is the change of the effective
described below??1*°The structure of dense fluids, includ- channel as proposed by Heidelbaehall’ The last one is
ing ordinary organic solvents in the ambient condition, isthe effect of the heat diffusion among the solveiits?
mainly determined by the repulsive part of the intermolecu-  We can qualitatively explain the difference of the den-
lar potentia®®*3*On the other hand, the attractive part of the sity dependence of the relaxation rates in Saeand theS,
intermolecular potential plays a significant role in the struc-states by assuming that the solute—solvent attractive interac-
ture of the low- and medium-density fluid®3®—3"For ex-  tion is somewhat stronger when the solute is in $aestate.
ample, the strong attractive potential between the solute anflince a stronger attractive interaction causes a larger cluster-
the solvent can enhance the local density around the soluteng effect, the collision frequency and the relaxation rate in
which is often called clustering. This difference of the deter-the S, state become larger in the low- and the medium-
mining factor of the equilibrium structure is essential to thedensity regions. On the other hand, the collision frequency is
understandings of the solvation in low- and medium-densitylittle affected by the attractive interaction in the high-density
fluids. region, which results in the similar density dependence of the
When there are no attractive interactions between molrelaxation rates. The problem is how large the attractive po-
ecules, for example, in the case of hard sphere fluids, theential is in the excited state. Since tBg and theS, states
collision frequency shows a positive curvature at every denare combined by the direct photoinduced transitions, we can
sity, and the density dependence rapidly increases in thestimate the difference of the solute—solvent interactions of
high-density regiori* Suppose that the attractive potential S, andS, states from the frequency shift of the optical spec-
between the solute and the solvent is added as #&a. According to the study on the fluorescence excitation
perturbatiort® Since the structure of the fluid is determined spectra of the azulene,B; and the azulene-Xe van der
by the packing efficiency in the high-density region, the at-Waals(vdW) 1:1 complexes, the shifts of the 0—0 bands are
tractive potential between the solute and the solvent affects45.5 cm® and —54 cm! for azulene-X& and
little the collision frequency. On the other hand, the attrac-azulene-GHg"> complexes, respectively. These shifts corre-
tive interaction between the solute and the solvent can gathepond to the differences of the binding energies of the
the solvent molecules around the solute when the packing afolute—solvent binary potentials, if the bottom of the solute—
the solvents is loose, i.e., in the low- and the medium-densitgolvent potential of the excited state exists within the
regions. As a result, the collision frequency is enhanced ifFrranck—Condon accessible region. If we estimate the effect
the low- and the medium-density regions, which results inof this change of the attractive potential from the Boltzmann
the inverselys-shaped density dependence of the collisionfactor at 385 K, neglecting the correlation between solvent
frequency. molecules, the local density enhancement in the excited state
The different temperature effect on the vibrational en-is expected to be 18-22% larger than that in the ground
ergy relaxation rates among three fluids is somewhat confustate. These values happen to agree with the difference be-
ing in relation to the above-mentioned local density effecttween the density dependence of the relaxation rates in the
When the temperature rises, the initial slope of the densitys, and theS, states. However, the fluorescence shifts in
dependence of the relaxation rates in Bestates become fluids are no larger thar5 nm (~—400 cm %) at the high-
smaller in GHg. Since the local density enhancement isest density of GHg in our experiment. If we divide the red-
caused by the attractive interaction between the solute arghift equally to the solvents in the first solvation shell, the
the solvent, its effect should be reduced at higher temperamount of the redshift per one solvent molecule is smaller
tures. Therefore, we consider the temperature effect observeddan 50 cm? (the coordination number is about 12 mol-
in C,Hg reasonable. In fact, Schwarzert al. found a large ecules when the solute and the solvent is identical. Provided
temperature effect on the density dependence of the relathe difference of the sizes, the coordination number will be
ation rate, and they succeeded in explaining it by the IBAarger than 12 This difference may indicate the importance
model®® On the other hand, the temperature effect in,CO of the anisotropy of the interaction potential.
and Xe is different from that in £g. At present, we have no Heidelbacret al. performed computer simulations on the
explanation for the different temperature effect. The tem-ibrational energy relaxation of azulene in t8g state, and
perature dependence of the vibrational quenching efficiencfound that several low-frequency modes exclusively act as
may affect the different temperature effects. Considering outhe relaxation channel in the low-density region, whereas
experimental error, the improvement of the experimentahigher-frequency modes can contribute to the vibrational en-
method will be required to discuss the small temperatureergy relaxation in the high-density region to some degree.
effect in detail. In addition, it is desirable to construct a cali- This may also be the reason for the difference of the density
bration curve taking the temperature dependence of the raelependence of the relaxation rates in 8yeand theS, states.
laxed fluorescence band shape into account. Anyway, Ve proposed in paper | that the decrease of the intramolecu-
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lar vibrational frequency can be a reason for the fast vibrative to the vibrational energy relaxation, since the frequency
tional energy relaxation in th®, state®* However, the effect of the intramolecular vibration is higher than that of the ther-
of the existence of the low-frequency modes would decreasmal motion of the solvent in general.
in the high-density region if the effective channel of the en-  There have been some computer simulations which
ergy relaxation shifts to the higher-frequency modes. As ahows that the quickly varying short time behavior of
result, the density dependence of the vibrational energy re+ (0)F(t)) is dominated by the binary interacti¢rn®!11244
laxation rates in th&, state might be smaller than that in the Based on Eq(3), Chesnoy and Weis performed a molecular
S, state atp,=1.0-2.0. dynamics simulation to obtai(F(0)F(t)). They found that
The heat flow among the solvent molecules is anothethe three-body interference does not affect the high-
interesting problem. Since energy is a conserved variable, frequency part of the power spectrum and the density depen-
can relax only by the diffusion among the solvents. Theredence of the relaxation rate correlates with the radial distri-
fore, the transient temperature can be higher than the bulkution function at an adequate distariokdelmanet al. also
one when the heat diffusion is slow, which can produce ashowed that the IBC-like picture emerges when the initial
additional slow component of the energy relaxation. Frompart of the time correlation function of the random force
the time profile of the energy relaxation and the molecular(F(0)F(t))) does not depend on the solvent den3itithe
dynamics simulation, Schwarzet al. concluded that the functional form of the initial part does not depend on the
solvent—solvent energy transfer does not affect the observesblvent density, the relaxation rate is factorized into the static
energy relaxation in the case of azulene in Syestate’>'’  contribution (|F(0)|2)) and the density independent dy-
Since the absolute relaxation rate in Bestate is larger than namic contribution. Adelmaret al. proposed that the IBC-
that in theS, state, there is no strong evidence of the obsertike picture is reproduced by interpretingF (0)|%) as the
vation of the heat flow in our experiment. However, therecollision frequency. Although the density independence of
may be some influence of the heat flow among the solvent othe initial part itself depends on the intermolecular potentials,
the relaxation rates in th§, state, since the solute—solvent yye have shown by molecular dynamics simulations that the
energy transfer is faster. functional form of the initial part of the time correlation
Anyway, the most important result of this work is that fynction of the random forcen the whole moleculdoes not

the density dependence of the vibrational energy relaxatiogepend on the solvent density in the case of Lennard-Jones
rates of azulene in th§, and theS, states are similar, which  12.6 potentiaf*

is consistent with the prediction of the IBC model. The binary character of the short time part of

(F(0)F(t)) is often ascribed to the fact that it is mainly
o ] ) . determined by the repulsive interaction. There are two rea-
B. The implication of the isolated binary collision sons for the dominance of the repulsive interaction. Since the
mj?gsl for the vibrational energy relaxation in force i.s the deriva’give of Fhe interaction potential, 'Fhe _Iarge
slope in the repulsive region leads to a large contribution to
We have shown so far that the density dependence of thiae force. In addition, quickly varying character of the repul-
vibrational energy relaxation of azulene is explained in thesive interaction causes fast relaxation (6f(0)F(t)). The
IBC model approximately. In the following part of this pa- situation may be different in the presence of strong attractive
per, we shall discuss the physical background that may exishteractions such as hydrogen bonding. Then, why the short
behind the IBC model. Parts of the discussion below weraime behavior of the fluctuation of the repulsive force has a
already presented in our paper of the molecular dynamicbinary character? In addition, it seems that there exists a
simulation on the solute diffusi6fand the nonpolar solva- small gap betweed@ and(|F(0)|?), because the former is

tion dynamics® the two-body quantity, whereas the latter is the three-body
The population relaxation timeT¢) of an oscillator is  quantity in principle.
described by the following equatiofcalled Landau—Teller The vibrational energy relaxation is sometimes discussed
theory in the weak coupling limit: in parallel with the nonpolar solvation dynamics, since
o (F(0)F(t)) can be treated in a similar way as the solvation
T, '=Re . dt €“Y{F(0)F(t)). (3)  correlation function of the nonpolar solvation dynamics. Re-

cently we performed an extensive molecular dynamics simu-
In Eq. (3), w is the frequency of the oscillator, ark(t) is  lation on the nonpolar solvation dynamics in Lennard-Jones
the random force from the solvent along the vibrational nor£fluids?® We have explicitly demonstrated that the time con-
mal coordinate. Equatiof8) states that the vibrational popu- stant of the initial part of the solvation correlation function is
lation relaxation occurs through the resonance with theletermined by the curvature of the free energy surface,
power spectrum of the random force from the solvent. In thewvhich can be estimated from the ratio of the solvent induced
high-density region, the whole functional form of static shift to the static fluctuation. In particular, when the
(F(0)F(t)) is not determined by the binary collision be- repulsive part of the potential changes on excitation, the
tween solute and solvent. For example, the IBC md@lel  static fluctuation is approximately proportional to the static
skog theory does not explain the self-diffusion coefficient, shift, and the functional form of the initial part of the solva-
which is inversely proportional to the zero-frequency part oftion correlation function does not depend on the solvent den-
the power spectrum of the random foréeHowever, only  sity. In other words, the dynamic correlation between solvent
the quickly varying short time part dfF (0)F(t)) is effec- molecules does not exist in the initial part of the solvation
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correlation function since the static correlation between solpoint is whether there is a repulsive correlation between two
vent molecules is absent in the static fluctuation. If this ideacollisions. We consider that the repulsive correlation in this
is applicable to the vibrational energy relaxation, the absencmodel will be relaxed in the real systems, since there are
of the static correlation between solvent molecules inmany collision sites in a solute molecule, which is partially
({|[F(0)|?) accompanies the density independence of theroved by our simulation previously mention&d.
functional form of the initial decay ofF(0)F(t)). In such a Shin and Keizer calculated the interference effect be-
case/|F(0)|?) can be interpreted as the collision frequency,tween two adjacent collisions, and showed that there is a
since it becomes a two-body quantity effectively. This be-significant interference effect even in the absence of the cor-
havior of the initial part of(F(0)F(t)) corresponds to the relation between collisiorfsWe consider that it is because
large-wave-number limit of the static and the dynamic structhey calculated the interference effect between adacent
ture factor of simple fluids? and the steepness of the repul- collisions. There is no interference effect between -
sive potential plays a key role in the validity of the IBC trary collisions when there is no correlation between the col-
model. It is to be noted that our discussion on the relationlisions. On the other hand, there is a time correlation be-
ship between the static fluctuation and the initial part of itstween two adjacent collisions simply because they are
relaxation in the case of nonpolar solvation dynamics applieadjacent. The time scale of the correlation is on the order of
only when the contributions of the attractive and the repul-Z~*, and contributes to the power spectrum at the frequency
sive interactions are properly dividédin the presence of Z. In our opinion, it is their choice of the pair of collisions
both contributions, such as the Lennard-Jones interaction, théat produced the interference effect between them.
static fluctuation may not be binary due to the contribution of  Our discussion in this subsection is based on (B so
the attractive part, while the time correlation function canfar. However, there are some relaxation mechanisms beyond
possess the binary part owing to the repulsive interaction. Eg.(3), which may lead to the breakdown of the IBC model.
We shall comment here against the prevailing idea thaThe first one is th&/-V transfer. It is shown experimentally
the IBC model must break down automatically when theand theoretically that the IBC model breaks down in the case
collision frequency between the solute and the solvent apef V-V transfer of small (<150 cml) frequency
proaches the intramolecular vibrational frequency. The forcenismatch*>*® The second one is the solvent assisted IVR
from the solvent molecules along the vibrational coordinateintramolecular energy redistributipn Heidelbach et al.
is the sum of the contributions of each solvent as follows: found that the solvent assisted IVR is the dominant mecha-
nism in their molecular dynamics simulation on the vibra-
F(t)=>, fi(t), (4)  tional energy relaxation of azulene in ti$g state in fluids,
i and that the effective channel depends on the solvent
wheref, is the force from théth solvent molecule. The time density:” In addition, the higher order perturbation than Eq.

correlation function of (t) can be divided into the self- and (3) is recently claimed to be importaft*® The roles of the
the cross-parts as follows: above effects in the vibrational energy relaxation of azulene

in the S, state are not clear at present, and further studies

(FOF®)=2 (HOH0)+ X ((Of1).  ©) will be required.
The cross termithe second term of riisranishes in the ab- V. SUMMARY
sence of the correlation between collisions. In such a case, We have determined the vibrational energy relaxation
(F(0)F(t)) andTl’1 are described as the sum of the contri- rates ofS, azulene in GHg, CO,, and Xe, from the gaslike
bution of each solvent molecule. The assumption that théo the liquidlike densities by the time-resolved fluorescence
collision frequency is smaller than the vibrational frequencyspectroscopy. Although the absolute rates in$hestate are
is not used in the above discussion. However, there havé—-2 times larger than those in tigy state, the density de-
been some studies that state that the IBC model must bregdendence in thé&, state is approximately similar to that in
down when the collision frequency between the solute andhe S, state. It can be understood by the IBC model for the
the solvent approaches the intramolecular vibrational frevibrational energy relaxation, that is, the density dependence
qguency. of the relaxation rates are determined by that of the collision

Zwanzig calculated the effect of the interference be-frequency, although there remain some other possibilities for
tween two collisions based on E@), and proposed that the the explanation. The ratio of the relaxation rate in e
interference effect is important when the collision frequencystate to that in th&, states is about 20% larger in the low-
approaches the intramolecular vibrational frequehtiyhis  and medium-density regions, compared with that in the high-
calculation, he assumed a repulsive correlation between twdensity region. Possible reasons for this small discrepancy of
collisions, that is, only one solvent molecule can collide withthe density dependence were presented. However, further
the solute molecule at a tinjsee Eq.(26) of Ref. 3. This  studies including the detailed measurement of the tempera-
assumption is essential to his calculation, and there is nture effect, the examination of the precise interaction poten-
interference effect in the absence of repulsive correlation betial and the determination of the detailed time profile will be
tween solvent molecules. Therefore, his calculation does natquired for discussion of the small difference of the density
contradict with our idea that the absence of the correlatiomlependence quantitatively. We also discussed the physical
between the solvent molecule in thgtic fluctuation of the  backgrounds for the IBC model for the vibrational energy
random force is essential to the IBC model. The importantelaxation in fluids based on the Landau—Teller theory and
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molecular dynamics simulations. We proposed that the ab®T. Yamaguchi, Y. Kimura, and N. Hirota, J. Chem. Phyid1, 4169
sence of the static correlation between collisions is essential(1999.

to the validity of the IBC model.
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