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Multidimensional vibrational response functions of a harmonic oscillator are reconsidered by assuming nonlinear system–bath couplings. In addition to a standard linear–linear (LL) system–bath interaction, we consider a square–linear (SL) interaction. The LL interaction causes the vibrational energy relaxation, while the SL interaction is mainly responsible for the vibrational phase relaxation. The dynamics of the relevant system are investigated by the numerical integration of the Gaussian–Markovian Fokker–Planck equation under the condition of strong couplings with a colored noise bath, where the conventional perturbative approach cannot be applied. The response functions for the fifth-order nonresonant Raman and the third-order infrared (or equivalently the second-order infrared and the seventh-order nonresonant Raman) spectra are calculated under the various combinations of the LL and the SL coupling strengths. Calculated two-dimensional response functions demonstrate that those spectroscopic techniques are very sensitive to the mechanism of the system–bath couplings and the correlation time of the bath fluctuation. We discuss the primary optical transition pathways involved to elucidate the corresponding spectroscopic features and to relate them to the microscopic sources of the vibrational nonlinearity induced by the system–bath interactions. Optical pathways for the fifth-order Raman spectroscopies from an “anisotropic” medium were newly found in this study, which were not predicted by the weak system–bath coupling theory or the standard Brownian harmonic oscillator model. © 2004 American Institute of Physics. [DOI: 10.1063/1.1629272]

I. INTRODUCTION

The multidimensional vibrational spectroscopy is the Raman or the infrared analog of the multidimensional nuclear magnetic resonance techniques, and has recently been intensively developed to explore liquid dynamics, 1 intra- and/or intermolecular vibrational couplings, 2–7 molecular structure changes, 8–12 and vibrational wave packet motion in condensed phases. 13

For the fifth-order Raman spectroscopy, 1 signals corresponding to various Raman polarizability tensor elements were measured for the intermolecular vibrational modes of liquids CS 2 (Refs. 14–16) and solution of CS 2 (Ref. 17) by minimizing the cascade contributions, 18,19 which were underestimated in the initial attempts of experiments. 20–22 Molecular dynamics simulation techniques were developed 23–27 and compared with experimental results. 28–30 For example, the nodal lines of signals observed by Kaufman et al. 16 were also found in the molecular dynamics simulation studied by Saito and Ohmine, 30 and were recognized to arise from couplings among intermolecular rotational modes. Theoretical studies for different models probe sensitivities of the multidimensional spectroscopy. 31–40 For the third-order IR experiments, the femtosecond phase-controlled IR pulses are now available to obtain the heterodyne detected signal fields from the matter. 12 The two-dimensional (2D) Fourier plots of the three-pulse vibrational echo technique applied to a dipeptide molecule implies the coupling between two amide-I modes. 41

The degree of the correlation among vibrational modes in a small molecule and the conformational fluctuation of an α-helical peptide are also investigated by the 2D IR spectroscopy. 10,42–46

All the sensitivities of the multidimensional vibrational spectroscopy rely upon the multiple pumping and the probing processes which are expressed by the multi-time correlation functions of the polarizability or the dipole moment as a function of the relevant vibrational coordinates. We can utilize there the multiple-resonances, constructive or destructive interferences among the optical pathways beyond one-dimensional spectroscopy, i.e., the third-order nonresonant Raman or the first-order IR spectroscopy, to select targeting dynamics of interest. 47–55 It is well understood that a harmonic system does not show any vibrational nonlinearities. 1 There must be nonlinear sources to endow a harmonic vibrational system with the nonlinear response against an external perturbation, e.g., the anharmonicity of the system potential, the nonlinear coordinate dependence of the polarizability or the dipole of the system and the anharmonic vibrational mode couplings. 31

In the condensed phase, dissipation induced by inelastic interactions between molecules plays an important role in the dynamics of molecular motion. The normal mode Hamiltonian represented by a sum of a few independent harmonic
oscillators does not involve such effects. It can be introduced by adding the heat–bath degrees of freedom to couple with the normal coordinates. The Brownian oscillator model (BOM) is one of the most successful quantum descriptions of the dissipative process in the condensed phase such as the vibrational energy relaxation.\(^{47,56–60}\) In a standard BOM, the system–bath coupling mechanism is assumed as a sum of the bilinear functions represented by the products of the system coordinate and the bath coordinates. Note that this system–bath coupling has nothing to do with the vibrational nonlinearity, since the coupling term can be diagonalized with respect to the vibrational coordinates. The total system is, in principle, described by a normal mode Hamiltonian.

If the system–bath coupling mechanism has a nonlinear or anharmonic property, we can expect that this coupling induces vibrational nonlinear spectroscopic properties of the relevant system, and it can be revealed by the higher-order vibrational spectroscopy. This situation can be viewed as an extension of the anharmonic intramolecular mode coupling\(^{31}\) to the system–bath coupling. However, it is not trivial to elucidate the corresponding spectroscopic features and to relate them to the microscopic sources of the nonlinearity, because it cannot be diagonalized. The system–bath coupling induces the vibrational nonlinearity as well as the vibrational dephasing processes.

In one-dimensional spectroscopy, the distinct effects of the nonlinear system–bath coupling mechanisms on the vibrational dephasing processes are hidden by other prominent contributions which can also be observed for the standard BOM as shown in our previous paper.\(^{61}\) The pure dephasing contribution can only be seen to broaden the spectral width in addition to the line broadening due to the vibrational energy relaxation. Differences of the dissipative processes may be depicted by multidimensional vibrational spectroscopies, since there the vibrational dynamics correlated by more than two successive pumping processes are measured. We are able to disentangle the several dissipative pathways involved and to investigate the relaxation processes in more detail compared to the one-dimensional spectroscopies. Although multidimensional spectroscopy is a sensitive tool to investigate a mechanism of vibrational dephasing, the effect of a nonlinear (anharmonic) system–bath coupling upon a signal is not trivial as mentioned earlier; one has to clarify the features of the response functions governed by a different dephasing mechanism before analyzing a real experimental signal where many other effects may be involved. For this purpose, here we employ a single mode system to analyze the multidimensional spectra induced by the nonlinear system–bath couplings in various conditions.

We consider a model system to describe a vibrational motion in the condensed phase, which is represented by a Hamiltonian defined by

\[
\hat{H} = \hat{H}_s + \sum_j \left[ \frac{1}{2m_j} \hat{\dot{q}}_j^2 + \frac{1}{2} m_j \omega_j^2 \left( \hat{x}_j - \frac{F_j(q)}{m_j \omega_j^2} \right)^2 \right],
\]

where

\[
\hat{H}_s = \frac{1}{2M} \hat{p}^2 + U(q)
\]
is the Hamiltonian for the relevant optically active oscillator in which \(q\), \(\dot{q}\), \(M\), and \(U(q)\) denote the coordinate (displacement from the potential minimum), momentum, mass, and the potential. An ensemble of optically inactive harmonic oscillators is assumed as a heat–bath, and the coordinate, momentum, mass, and frequency of the \(j\)th bath oscillator are given by \(\dot{q}_j\), \(\ddot{q}_j\), \(m_j\), and \(\omega_j\) respectively.

The standard BOM assumes a linear–linear (LL) system–bath coupling with respect to the vibrational coordinates as mentioned before, \(\hat{H}_{\text{SB}} = - \sum_j F_j(q) \hat{x}_j\), where \(F_j(q) = c_j \dot{q}\) with the coupling constant \(c_j\). For a harmonic potential, within the weak system–bath coupling, the LL interaction with a white noise reduces the level-dependent population relaxation rate, but is insufficient to induce the pure dephasing, i.e., lifetime limited dephasing. The loss of phase coherence can be achieved by anharmonicities in the system potential, the bath potential, or both, or by a nonlinear system–bath coupling mechanism considered in the present paper.\(^{61–64}\)

In the context of the BOM, Okumura and Tanimura introduced an interaction term composed of a squared system coordinate and a linear bath coordinate (SL interaction), i.e., \(F_j(q) = g_j \dot{q}^2/2\) with the coupling constant \(g_j\), to discuss the effects of pure dephasing on the one-dimensional spectroscopies.\(^{65}\) From the viewpoint of the normal mode picture, the SL interaction corresponds to the anharmonic mode coupling. For a harmonic oscillator system with a fundamental frequency \(\omega_0\), this interaction causes frequency modulations of the system given by \(\delta \omega(t) = \sum_j g_j \chi_j(t)/(2M \omega_0)\), where \(\chi_j(t)\) denotes the classical motion of the bath coordinate in the weak coupling limit. In Ref. 65, they derived a perturbative expression for a two-time correlation function of the system coordinate (corresponds to spontaneous Raman spectroscopy) and demonstrated that the LL and the SL models are distinguishable by their temperature dependencies. In a real experiment, however, molecular structures and configurations may also be changed by a temperature, it is not so easy to distinguish such effects. In order to verify a mechanism, one need to develop a measurement which is more sensitive to a difference of a dephasing mechanism. Fifth-order Raman and third-order IR spectroscopy are such examples [see Eqs. (6) and (7)].\(^{1,55}\)

For the SL model, Steffen and Tanimura calculated one-, two-, and three-time correlation functions of the Raman polarizability or the dipole moment for various coupling strengths and noise correlation times.\(^{66–68}\) They derived the quantum Fokker–Planck equation for the SL coupling by generalizing the reduced equation of motion for a Gaussian–Markovian (GM) bath\(^{69–71}\) to overcome the complexity of the analytical perturbative treatments. The nonlinearity of the system–bath interaction yields an interesting feature in the fifth-order Raman and the third-order IR photon echo response: 2D signal is shown to be useful to measure the degree of the frequency fluctuations (i.e., inhomogeneity) of the vibrational mode. The key to their studies is the inclusion of a noise correlation. In liquids or glasses where the motions of the bath molecules have the same time constant as the motions of the system, the white noise approximation can break down and a more elaborate model is necessary, which
accounts for the finite correlation between the system and the bath motions. The simplest example is a GM modulation defined by the noise correlation function \( f(t) = \Delta^2 \exp(-\gamma t) \), where \( \Delta \) and \( \gamma \) denote the strength and the correlation of the modulation, respectively. The pure dephasing is then analogous to the \( T_2^* \) process in the nuclear magnetic relaxation, but it cannot be characterized by a single decay constant \( 1/T_2^* \) because of the finite correlation time of the modulation.

In this paper we investigate the effects of the simultaneous presence of the LL and the SL couplings on the vibrational multidimensional spectroscopies in contrast to the above-mentioned studies, where the additivity of the dissipative processes induced by the two coupling mechanisms are implicitly assumed. As shown in our previous study,\(^{61} \) it is reasonable to assume the additivity of the dissipative effects for the one-dimensional vibrational spectroscopy. Such an assumption is not valid for the higher-order spectroscopies as shown in this study. Theoretical models for the dissipative processes beyond the simple \( T_1 \) and \( T_2 \) picture, which is based on the weak system–bath coupling and assumes the additivity, can really be pursued through the careful examinations of the multidimensional response functions.

In this study, the system–bath coupling function is represented by

\[
F_j(\hat{q}) = \frac{\gamma_j}{2} (2C_1 \hat{q} + C_2 \hat{q}^2),
\]

where \( \gamma_j \) is the coupling strength. Constants \( C_1 \geq 0 \) and \( C_2 \) specify the relative importance of the couplings via the \( \hat{q} \) (LL) or \( \hat{q}^2 \) (SL) term, respectively. In Fig. 1 we show the schematic illustration for the LL and the SL coupling mechanisms for a harmonic potential system considered. The LL coupling and the SL coupling induce the displacement and the frequency fluctuation of the relevant potential, respectively, and are responsible for \( T_1 \)-type and \( T_2 \)-type vibrational relaxation processes in the weak coupling limit. We chose \( C_2 = 0 \) or \( \pm 1 \) to set the relative phase between the two coupling mechanisms [see Sec. III B].

The organization of this paper is as follows: In Sec. II, we summarize the theoretical description of the multidimensional vibrational spectroscopy by a numerical Fokker–Planck equation approach. In Sec. III A, we estimate the leading order contributions of the vibrational nonlinear response functions by using the Liouville pathways. The effects of the spatial averaging on the response functions are considered in Sec. III B. Numerical results are presented for the fifth-order Raman and the third-order IR response functions, and are discussed in Sec. IV. The concluding remarks are given in Sec. V.

II. A FOKKER–PLANCK EQUATION DESCRIPTION OF THE RESPONSE FUNCTIONS

In this section, we outline the theoretical basis for the calculations of the multidimensional vibrational response functions affected by a GM noise bath.\(^{51,66,67,71} \) The vibrational dephasing processes can be determined by the system–bath coupling form [Eq. (3)] and the spectral distribution of the bath oscillators. We assume the bath spectral density expressed as\(^{70} \)

\[
J(\omega) = \sum_j \frac{\gamma_j^2}{8\omega_j \omega} \delta(\omega - \omega_j) = \frac{M \xi \gamma}{\pi} \frac{\omega^2}{\omega^2 + \gamma^2}.
\]  
\[
J(\omega) = \sum_j \frac{\gamma_j^2}{8\omega_j \omega} \delta(\omega - \omega_j) = \frac{M \xi \gamma}{\pi} \frac{\omega^2}{\omega^2 + \gamma^2}. 
\]

In Eq. (4), a constant \( \gamma \) is related to the decay rate of the symmetrized correlation function, \( S(t) \), of the collective bath coordinate, \( \hat{X} = \sum_j \beta_j \hat{x}_j / 2 \), within the high temperature condition \( \beta \hbar \gamma^{\leq 1} \) (\( \beta = 1/k_B T \) with \( k_B \) and \( T \) being the Boltzmann constant and the temperature, respectively):

\[
S(t) = \frac{1}{2} \langle \hat{X}(t) \hat{X}(0) + \hat{X}(0) \hat{X}(t) \rangle_B = \frac{M \xi \gamma}{\beta} e^{-\gamma t},
\]

where \( \hat{X}(t) \) denotes the Heisenberg representation of \( \hat{X} \) and \( \langle \cdots \rangle_B \) means taking thermal average with respect to the bath degrees of freedom. Therefore, \( \tau = 1/\gamma \) is a measure of the noise correlation time. \( \xi \) is related to the system–bath coupling strength. The SL coupling strength and the LL coupling strength are defined from Eqs. (1) and (4) by \( \xi_{\text{SL}} = \xi_1 |C_1|^2 \) and \( \xi_{\text{LL}} = 4C_1 \xi_1 \), respectively. The dimensions of these coupling strength are\(^{61} \) \( [\xi_{\text{LL}}] = s^{-1} \) and \( [\xi_{\text{SL}}] = m^{-2} s^{-1} \). A set of four parameters \( \xi_{\text{LL}}, \xi_{\text{SL}}, \tau = 1/\gamma, \) and \( \beta \), thus, completely specifies the system–bath coupling.

The fifth-order Raman and the third-order IR response functions denoted by \( R_{\text{Raman}}^{(5)}(T_2, T_1) \) and \( R_{\text{IR}}^{(3)}(T_1, T_2, T_1) \), respectively, are defined as the functions of the pulse separation times, \( T_j = 0 \) (\( j = 1,2,3 \)), as\(^{148} \)

\[
R_{\text{Raman}}^{(5)}(T_2, T_1) = \left( \frac{i}{\hbar} \right)^2 \langle [[\hat{\alpha}(T_1 + T_2), \hat{\alpha}(T_1)], \hat{\alpha}(0)] \rangle
\]

and

\[
R_{\text{IR}}^{(3)}(T_1, T_2, T_1) = \left( \frac{i}{\hbar} \right)^3 \langle [[[\hat{\mu}(T_1 + T_2 + T_3), \hat{\mu}(T_1 + T_2)], \hat{\mu}(T_1)] \rangle \rangle,
\]

where \( \hat{\alpha}(t) = e^{i\hbar t / \beta} \hat{\alpha}(0) e^{-i\hbar t / \beta} \) or \( \hat{\mu}(t) = e^{i\hbar t / \beta} \hat{\mu}(0) e^{-i\hbar t / \beta} \) is the Heisenberg representation of the polarizability or the dipole, and \( \langle \cdots \rangle = \text{Tr} \langle \cdots \rangle \), where \( \rho_{\text{eq}} = e^{-\beta H / \hbar} \text{Tr} (e^{-\beta H}) \) is the thermal equilibrium density operator of the total system. Using the polarizability (dipole) expanded by the coordinate,
\( \alpha(q) = \sum_{n=0}^{\infty} \alpha_n q^n / n! \) (\( \mu(q) = \sum_{n=0}^{\infty} \mu_n q^n / n! \)), the response functions are given by a sum of the multi-time correlation functions of the coordinate \( \hat{q} \). The second-order IR and the seventh-order Raman response functions, respectively, denoted by \( R^{(2)}_{\text{IR}}(T_2, T_1) \) and \( R^{(7)}_{\text{Raman}}(T_2, T_1) \), are obtained by exchanging the polarizability \( \alpha(q) \) and the dipole \( \mu(q) \) in Eqs. (6) and (7), respectively. In general, the \( N \)th-order IR response function is obtained from the \( (2N+1) \)th-order Raman response function by replacing \( \alpha(q) \to \mu(q) \) as suggested in Refs. 1 and 48 (vice versa). In this paper, results are presented only in terms of the fifth-order Raman and the third-order IR response functions for clarity.

Formal expressions of the response functions given by Eqs. (6) and (7) are recast into

\[
R^{(5)}_{\text{Raman}}(T_2, T_1) = \text{Tr} \left( \alpha(\hat{q}) e^{-i q^T T_2 \hbar \hat{X}} \frac{i}{\hbar} \alpha(\hat{q}) \right)
\]

and

\[
R^{(3)}_{\text{IR}}(T_2, T_1) = \text{Tr} \left( \mu(\hat{q}) e^{-i q^T T_2 \hbar \hat{X}} \frac{i}{\hbar} \mu(\hat{q}) \right)
\]

respectively, where \( \hat{X} = [\hat{X}, ...] = [\hat{\alpha} , ...] \) for \( \hat{X} = \hat{\alpha} \) or \( \hat{\mu} \), and \( \hat{L} = [\hat{L}, ...] \) is the Liouvillian. \(^{22}\) These expressions provide us more intuitive pictures on the response functions. For example, the right-hand side of Eq. (8) can be read from right to left; the thermal equilibrium state is modified by the first interaction with the impulsive laser pulses via the polarizability at \( t = 0 \), then it evolves in time for \( T_1 \) governed by the Liouvillian, and modified again by the second interaction with the electric field at \( t = T_1 \) followed by the time propagation for \( T_2 \). Then the state of the system is probed at \( t = T_1 + T_2 \) through its Raman polarization.

Because the laser field is assumed to only interact with the system via the polarizability (dipole), the reduced description of the optical processes can be made. The reduced density operator of the relevant system is obtained by tracing out the optically inactive bath degrees of freedom from the density operator of the total system. \(^{47,73,74}\) We made the reduced description of the system dynamics by using the Wigner distribution function defined by \(^{75,76}\)

\[
W_0(p, q, t) = \frac{1}{2 \pi \hbar} \int_{-\infty}^{\infty} dr \ e^{i p r / \hbar} \rho \left( q - \frac{r}{2}, q + \frac{r}{2}, t \right),
\]

where \( \rho(q, q', t) \) is the reduced density matrix element in the coordinate representation. The Wigner function represents the system dynamics as an evolution of the probability distribution in the phase space, \((p, q)\). The quantum Fokker–Planck equation, which governs the time evolution of the Wigner function, can be cast into a hierarchical form. \(^{61,66,67,71}\)

\[
\frac{\partial}{\partial t} W_0(p, q, t) = -\mathcal{L}_S W_0(p, q, t) - \Phi W(p, q) W_1(p, q, t),
\]

\[
\frac{\partial}{\partial t} W_1(p, q, t) = -\{ \mathcal{L}_S + \gamma \} W_1(p, q, t)
\]

\[
- \Phi W(p, q) W_2(p, q, t)
\]

\[
+ \Theta W(p, q) W_0(p, q, t),
\]

\[
\vdots
\]

\[
\frac{\partial}{\partial t} W_n(p, q, t) = -\{ \mathcal{L}_S + n \gamma \} W_n(p, q, t)
\]

\[
- \Phi W(p, q) W_{n+1}(p, q, t)
\]

\[
+ n \Theta W(p, q) W_{n-1}(p, q, t),
\]

\[
\vdots
\]

\[
\frac{\partial}{\partial t} W_N(p, q, t) = -\{ \mathcal{L}_S + N \gamma \} W_N(p, q, t)
\]

\[
+ \Gamma W(p, q) W_N(p, q, t)
\]

\[
+ N \Theta W(p, q) W_{N-1}(p, q, t),
\]

where \( W_n(p, q, t) \) \((1 \leq n \leq N)\), are the auxiliary functions introduced to treat the memory effects of the GM noise. Eq. (5), \( \mathcal{L}_S \) is the deterministic quantum Liouvillian of the system. \(^{72}\) The Fokker–Planck equation in a hierarchical form can handle the GM bath from weak to strong system–bath couplings under the high temperature condition. \(^{73,78}\)

Bath-induced relaxation operators are given by \(^{61}\)

\[
\Phi W(p, q) = -2(C_1 + C_2 q) \frac{\partial}{\partial p},
\]

\[
\Theta W(p, q) = 2 \xi (C_1 + C_2 q) \left( p + M \frac{\partial}{\partial p} \right)
\]

\[
+ C_2 \frac{\hbar^2}{4} \frac{\partial^2}{\partial p \partial q},
\]

and

\[
\Gamma W(p, q) = 4 \xi (C_1 + C_2 q)^2 \frac{\partial}{\partial p} \left( p + M \frac{\partial}{\partial p} \right)
\]

\[
+ \frac{\hbar^2}{4} C_2 (C_1 + C_2 q) \frac{\partial^3}{\partial p^2 \partial q}.
\]

We note that within the LL model \((C_2 = 0)\) the explicit coordinate dependencies of the relaxation operators \((12)–(14)\) vanish. In the limit of the Gaussian-white (GW) bath \( \gamma \to \infty \), i.e., \( J(\omega) \to M \xi \omega / \pi \) in Eq. (4) and \( S(t) \to 2M \xi \delta(t) / \beta \) in Eq. (5), the dynamics of the relevant system is described by a single differential equation \([N = 0 \) in Eq. (11d)]\), and the single operator of Eq. (14) governs the vibrational relaxation. The Wigner function description of the system is suitable for our numerical investigation. The Wigner function is a real valued function in contrast to the
complex valued reduced density matrix elements, \( \rho(q,q',t) \),
and the expression of the vibrational relaxation operators become much simpler compared with the ones in the energy level representation.\(^{61} \)

Derivation of the Fokker–Planck equation and the numerical implementation of the time integration are described in detail in the previous paper.\(^{85} \) Calculation steps of the fifth-order Raman response function for the GW bath are presented in the Appendix to show how the nonlinear response functions defined in Eqs. (8) and (9) are related to the Wigner function.

III. PROPERTIES OF THE MULTI-TIME RESPONSE FUNCTIONS

A. Estimation of leading order of response functions

To interpret the calculated signals, we will use the Liouville paths associated with the fifth-order Raman and the third-order infrared optical processes. If we assume a relation, \( \alpha_n \gg \sqrt{M\omega_0/\hbar}\alpha_{n+1} \) (or \( \mu_n \gg \sqrt{M\omega_0/\hbar}\mu_{n+1} \)), and a weak system–bath coupling, the leading order of the response function with respect to \( \alpha_n \) (or \( \mu_n \)) is readily estimated.\(^{79} \)

We first consider the Liouville paths for the fifth-order Raman response function by explicitly extending the commutator in Eq. (8) by the polarizability, \( \alpha(q) = \Sigma_{n=0}^n \alpha_n q^n/n! \). If a linear polarizability, \( \alpha(q) = \alpha_1 q \), is assumed, one cannot compose any contributing Liouville paths to the fifth-order response as is explained in Fig. 2(a). With the three(odd)-times of system–laser field interactions one cannot close the diagram with a diagonal element. Note \( \hat{q} = \hat{a} + \hat{a}^\dagger \), where \( \hat{a} \) and \( \hat{a}^\dagger \) denote, respectively, the annihilation and the creation operator for the vibrational state of the system. Thereby, the second lowest order term, \( [\alpha_1]^2\alpha_2 \), becomes the leading term. This coincides with the BOM prediction.\(^1 \) Next we consider the third-order IR response. There are eight possible Liouville paths for the system–laser field interactions, Fig. 2(b). It can be shown that these diagrams do not contribute to the response as a whole because of the destructive interference among Liouville paths if the population decay rate and the dephasing rate between any two vibrational levels are both level independent. Such the destructive interference was first pointed out in Ref. 1 for the BOM, and the leading order of \( [\mu_1]^2 [\mu_2]^2 \) was assumed. In the study of vibrational echo spectroscopy for a harmonic oscillator, Fourkas and co-workers analyzed this cancellation under a weak system–bath coupling condition. They showed that the signal proportional to \( [\mu_1]^4 \) arises if the dephasing rate constants depend on the vibrational states.\(^{80} \)

To conclude this section, we should point out the validity of a diagrammatic approach. This approach is convenient to analyze the peak positions related to the higher-order vibrational optical transitions, if the system–bath interaction is weak and does not mix the reduced density matrix elements in the course of the time evolution,\(^{81} \) e.g., the cases where the vibrational coherence transfer, vibrational population feeding\(^{82} \) can be safely neglected. If such mixing processes become significant, many intermediate states are generated from a single vibrational population or the coherence state. Accordingly, many Liouville paths must be taken into account in addition to the ones shown in Fig. 2 for a given configuration of the system–laser field interactions,\(^{79,80,82–84} \) which makes the diagrammatic approach practically impossible.

B. Symmetric properties of response functions

In this section, we will consider the properties of the response functions upon a spatial averaging, although we cannot discuss the detailed molecular reorientational motion as done in Ref. 43. It is not apparent whether the response function will remain finite or not by the spatial averaging, since the polarizability or the dipole, and the Hamiltonian of Eq. (1) do not possess the coordinate inversion symmetry.

We first treat the \((2N+1)\)th-order Raman response function \( R_{\text{Raman}}^{(2N+1)} \). It is specified by the notation \( R_{\text{Raman}}^{(2N+1)}(\pm) \), where the signs in the subscript specify the parameters for the calculation; the first sign symbolizes the polarizability, \( \alpha(q) = \pm \alpha_1 q + \alpha_2 q^2/2 \), and the second one assigns the relative phase between the LL and the SL coupling constants [sign of \( C_2 \) in Eq. (3)]. The sign of \( \alpha_1 \) represents the orientation of the vibrational coordinate to a laboratory frame. The LL and SL couplings are naturally assumed to have equal weight for both signs after a statistical average as is explicitly demonstrated by the molecular dynamics simulation.\(^{85} \)
The Hamiltonian of Eq. (1) represents the vibrational motion that has fixed orientation to a laboratory frame, and after the ensemble average it should describe the isotropic property of the system. Response functions satisfy a relation,

\[
R_{\text{Raman}}^{(2N+1)}(a,p) = R_{\text{Raman}}^{(2N+1)}(a,p)(a,p = \pm),
\]

(15)
since the coordinate inversion $q \rightarrow -q$ should not change the value of the response functions. For simplicity, we assume that there are only two relative phases between the LL and the SL couplings, $\pm$, and define an “isotropic” response function as

$$R^{(2N+1)}_{\text{Raman(iso)}} = \left( R^{(2N+1)}_{\text{Raman (+ +)}} + R^{(2N+1)}_{\text{Raman (+ -)}} + R^{(2N+1)}_{\text{Raman (- +)}} ight)$$  

$$+ \frac{R^{(2N+1)}_{\text{Raman (- -)}}}{4}$$  

$$= \left( R^{(2N+1)}_{\text{Raman (+ +)}} + R^{(2N+1)}_{\text{Raman (- -)}} \right)/2,$$  

(16)

where in the first line we count all the configurations, and the second line is reduced by the coordinate inversion property of Eq. (15). For a linear polarizability ($\alpha_1 \neq 0, \alpha_2 = 0$), a relation $R^{(2N+1)}_{\text{Raman (+ +)}} = (-1)^{N+1} R^{(2N+1)}_{\text{Raman (- -)}}$ holds from Eq. (8), thus we have $R^{(2N+1)}_{\text{Raman (+ +)}} = R^{(2N+1)}_{\text{Raman (+ -)}}$ and the “isotropic” response functions become

$$R^{(5)}_{\text{Raman(iso)}} (T_2, T_1) = 0$$  

(17)

and

$$R^{(7)}_{\text{Raman(iso)}} (T_3, T_2, T_1) = R^{(7)}_{\text{Raman(+ +)}} (T_3, T_2, T_1)$$  

$$= R^{(7)}_{\text{Raman(+ -)}} (T_3, T_2, T_1).$$  

(18)

The same line of arguments also applies to the $N$th-order IR response functions $R^{(N)}_{\text{IR}}$ with $\mu(q) = \pm \mu_1 q + \mu_2 q^2/2$. We have “isotropic” response functions for the linear dipole ($\mu_1 \neq 0, \mu_2 = 0$),

$$R^{(2)}_{\text{IR(iso)}} (T_2, T_1) = 0$$  

(19)

and

$$R^{(3)}_{\text{IR(iso)}} (T_3, T_2, T_1) = R^{(3)}_{\text{IR(+ +)}} (T_3, T_2, T_1)$$  

$$= R^{(3)}_{\text{IR(+ -)}} (T_3, T_2, T_1).$$  

(20)

Note that Eqs. (17) and (20) are compatible with the leading order terms proportional to $\left[ \alpha_1 \right]^2 \alpha_2$ and $\left[ \mu_1 \right]^2$, respectively, mentioned in the preceding section.

In the following considerations, we assume that the laser pulses are impulsive and their envelopes are described by the delta functions, then the spectroscopic signal is given by the response function itself. For finite pulse envelopes, the signal depends on the experimental layout due to the phase-matching condition.

IV. RESULTS AND DISCUSSIONS

A. Fifth-order Raman (or second-order IR) response functions

We begin with a comparison of the unaveraged response functions for different system–bath coupling mechanisms in the GW bath (\( \gamma \rightarrow \infty \)). Figure 3 shows the contour plots of $R^{(5)}_{\text{Raman (+ +)}} (T_2, T_1)$ at 300 K as a function of $T_1$ and $T_2$ for (a) the LL model, (b) and (c) the LL plus SL model, and (d) the SL model. The fundamental energy of the oscillating system is $\omega_0 = 38.7$ cm $^{-1}$ (281 fs), which is the typical value for the intermolecular oscillation in the condensed phase. The LL coupling strength is taken as $\xi_{\text{LL}} / (\hbar \omega_0) = 0.26$ [\( \xi_{\text{LL}} = 10 \text{ cm}^{-1} \)] for (a)–(c), and the SL coupling strength $\xi_{\text{SL}} / (\hbar \omega_0)$ is set to be 0.01 for (b), and 0.1 for (c) and (d). The solid (broken) contours represent positive (negative) values. The leading order of the response function is depicted in each plot (see the text for details).

![Contour plots of the fifth-order Raman response functions](image)

FIG. 3. Contour plots of the fifth-order Raman response functions $R^{(5)}_{\text{Raman (+ +)}} (T_2, T_1)$ for (a) the LL model, (b) and (c) the LL plus SL model, and (d) the SL model at 300 K in the GW bath. The LL coupling strength is taken $\xi_{\text{LL}} / (\hbar \omega_0) = 0.26$ for (a)–(c), and the dimensionless SL coupling strength $\xi_{\text{SL}} / (\hbar \omega_0)$ is set to be 0.01 (weak coupling) for (b) and 0.1 (strong coupling) for (c) and (d). The leading order term of the response function is depicted in each plot, which is determined by obtaining a finite response function starting the numerical calculation with $\alpha(q) = \alpha_1 q$. When the response function vanishes for the linear polarizability, calculation with $\alpha(q) = \alpha_1 q + \alpha_2 q^2/2$ is made. Therefore, the response functions depicted in panels (a) and (d) are calculated with $\alpha(q) = \alpha_1 q + \alpha_2 q^2/2$ and the response functions in (b) and (c) are calculated with $\alpha(q) = \alpha_1 q$ in Fig. 3. A ratio $\alpha_2 / \alpha_1 \approx \sqrt{\hbar / (M \alpha_0)} \alpha_1 / \alpha_1$ is set to be $10^{-2}$. The response functions for the LL plus SL model, (b) and (d), were not changed by the inclusion of $\alpha_2$ term with the present ratio, and $R^{(5)}_{\text{Raman (+ +)}} (T_2, T_1)$ was identical to $-R^{(5)}_{\text{Raman (+ -)}} (T_2, T_1)$ as indicated in Sec. III B. The response functions for the LL plus SL model show the opposite initial phase compared with the other two models. Response functions for models (b)–(d) depend on the temperature; they get large as the temperature decreases, while the response function for the LL model is temperature independent for our calculations between $T = 150$ and 450 K (not shown). By the differences of the leading order terms and the temperature dependencies, it is clearly indicated that the optical pathways contributing in the LL plus SL model and the other two are different. The response for the LL plus SL model is regarded as the “anisotropic” response ($\propto [\alpha_1^2 \alpha_2]$) because of Eq. (17), whereas those of the LL and the SL models are “isotropic” ($\propto [\alpha_1]^{3} \alpha_2$) as mentioned in the following.

In Fig. 4, we explain the leading order terms for the LL plus SL model and for the SL model by using the Liouville paths, where the system–bath coupling is considered as a perturbation. Dots represent the system–laser field interactions via the $\alpha_1$ term as in Fig. 2, and the vertices denote the system–bath interactions with their explicit functional forms. Initial diagonal vibrational states of the relevant system and
the bath are assumed. To produce a finite response it is necessary to close the diagram with the diagonal states of the bath modes. This condition is equal to requiring an even number of vertices for each bath mode. For a finite response proportional to \(|a_1|^3\), where the one-quantum coherence state of the system is converted to the population state via the succeeding one-phonon emission (absorption) and absorption (emission) processes, where \(|n\rangle_j\) denotes the energy eigenstate of the \(j\)th bath mode. By these system–bath interactions, in total, an odd number of quantal \((\equiv 1)\) of the relevant system is changed, and this compensates the odd quantum number change caused by the system–laser field interactions to end up with the diagonal state of the relevant system. On the other hand, within the SL interaction, such compensation does not occur since the quantum number change caused by a single SL interaction must be \(\Delta n = 0\) or \(\pm 2\) as shown in Fig. 4(b). Therefore, one cannot compose any Liouville paths with a diagonal element of the system at the final time. A finite response is expected beyond the linear polarizability approximation and the contributing terms will be proportional to \(|a_1|^2a_2\) and \(|a_2|^3\), where the former is the leading order term for the present case. This argument for the SL model is also applied to the LL model, since even times of the LL interactions bring about an even quantum number change in the relevant system. For a response function proportional to \(|a_1|^2a_2\), we note a relation \(R^{(5)}_{\text{Raman} (+, +)} = R^{(5)}_{\text{Raman} (+, -)} = R^{(5)}_{\text{Raman} (-, +)}\), where we used \(|-a_1|^3a_2 = |a_1|^2a_2\) and Eq. (15). This means that the response functions shown in Figs. 3(a) and 3(d) represent the “isotropic” responses defined by Eq. (16). Thus, we can understand that the simultaneous presence of the LL and the SL coupling mechanisms is crucial for the fifth-order Raman response to be proportional to \(|a_1|^3\), which is realized by optical pathways different from those found in the theoretical studies so far.\(^1\)\(^,\)\(^7\)\(^9\) We should note, however, that the SL coupling is not the only candidate to lead \(|a_1|^3\) dependence of the leading order terms. For example, the anharmonicity of the system potential causes such a contribution.\(^7\)\(^2\) System–bath couplings which do not cause energy loss (quantum transition) in the relevant system, that induce the pure dephasing process,\(^82,\)\(^87\) may play the same role as the present SL coupling mechanism does if they operate with the LL coupling mechanism.\(^61,\)\(^87,\)\(^90\)

From the comparison of the response function shown in Fig. 3(d) and the analytical result obtained by the stochastic theory, it was suggested that the decay of the signal along the \(T_1\) and \(T_2\) axes, respectively, correspond to the pure dephasing and the population decay processes.\(^60\) Here, we compare the response functions shown in Figs. 3(b) and 3(c). We deduce that the decay times along the \(T_1\) and \(T_2\) axes in the LL plus SL model are also responsible for the pure dephasing and the population decay time, respectively, although an oscillatory response along the \(T_2\) axis is observed. We can see a faster decay along the \(T_1\) axis in Fig. 3(c) (strong SL coupling) compared to Fig. 3(b) (weak coupling) because of the increase of the pure dephasing contribution.\(^61\) On the other hand, the decay along the \(T_2\) axis is hardly affected by the change of the SL coupling strength since it mainly reflects the population decay process.

It was demonstrated that the potential fluctuations of the system\(^67,\)\(^84\) can be probed as an echo signal in the fifth-order Raman response functions, where the leading order term is proportional to \(|a_1|^2a_2\) and includes the rephasing paths; one-quantum coherence state \(|n+1\rangle\langle n|\) during the \(T_1\) time evolution is inverted to \(|n+1\rangle\langle n+2|\) via the second system–field interaction with the \(a_2\) term for the \(T_2\) evolution. In Fig. 5 we now illustrate the response functions \(R^{(5)}_{\text{Raman} (+, +)}\) in the GM bath with different correlation times \(\tau_c = 1/\gamma\) for (a) the LL model, (b) and (c) the LL plus SL model, and (d) the SL model at 300 K. The upper panels show the response functions for a short correlation (fast modulation), \(\tau_c = 1/\omega_0\), and the lower panels for a long correlation (slow modulation), \(\tau_c = 10/\omega_0\). In the case of a longer bath correlation time, the system is expected to have a
more inhomogeneous character. In the fast modulation, Figs. 5(a)–5(d), response functions are similar to those for the GW bath shown in Fig. 3. On the other hand, in the slow modulation, we observe qualitative changes of the response functions from the GW case, especially in the response functions with the SL coupling. In the LL plus SL models, Figs. 5(b') and 5(c'), we observe a slowly decaying component along the T<sub>2</sub> axis for T<sub>1</sub> less than the dephasing time ~2 ps. For the SL coupling, Fig. 5(d'), the echolike peaks parallel to the T<sub>1</sub>=T<sub>2</sub> direction in the time region about 0~T<sub>1</sub>, T<sub>2</sub>~2 ps are clearly observed as well as the slowly decaying component along the T<sub>2</sub> axis. Note that the effective system–bath coupling strength becomes weaker by the use of the longer correlation time for the present model as mentioned in Ref. 61. The definite absence of the echolike component in the LL plus SL model clearly indicates that the rephasing paths (~[α<sub>1</sub>]<sup>2</sup>α<sub>2</sub>) are not the primary contributor to the optical response. This fact is evidenced by plotting the response functions in the frequency domain. The spectrum is defined by R<sub>Raman</sub>(Ω<sub>2</sub>, Ω<sub>1</sub>)=∫<sub>0</sub><sup>∞</sup>∫<sub>0</sub><sup>∞</sup> dT<sub>2</sub>dT<sub>1</sub>e<sup>i(Ω<sub>2</sub>T<sub>2</sub>+Ω<sub>1</sub>T<sub>1</sub>)</sup>×R<sub>Raman</sub>(T<sub>2</sub>, T<sub>1</sub>). In Fig. 6, we show the absolute value of R<sub>Raman</sub>(Ω<sub>2</sub>, Ω<sub>1</sub>) corresponding to Figs. 5(c') and 5(d'), where the echo(rephasing) signal corresponds to the peaks at (Ω<sub>1</sub>, Ω<sub>2</sub>)~(±ω<sub>0</sub>, ±ω<sub>0</sub>). The rephasing peaks seen in the SL model, Fig. 6(b), are not observed in the LL plus SL model, Fig. 6(a), and it implies that the vibrational system with inhomogeneous character does not necessarily induce the echo signal.

Now we move to the analysis of the “isotropic” fifth-order response functions for the LL plus SL model. The response functions for the LL and SL models are “isotropic” as explained for Figs. 3(a) and 3(d), and the “anisotropic” responses are not realized for these models. Figure 7 shows R<sub>Raman(iso)</sub>(T<sub>2</sub>, T<sub>1</sub>) for the GM bath; (a) and (b) are the plots of calculated responses with the weak and strong SL coupling constants together with the LL coupling constant in the fast modulation regime, respectively, whereas (a') and (b') are for the slow modulation. These results should be compared with the “anisotropic” counterparts shown in Fig. 5 [(b), (b'), (c), and (c')]. The phases of the response functions are inverted from their “anisotropic” counterparts. This is because the contribution proportional to [α<sub>1</sub>]<sup>2</sup>α<sub>2</sub>, the main contributor for the “anisotropic” response, is totally cancelled out by the spatial averaging and the second leading order term proportional to [α<sub>1</sub>]<sup>2</sup>α<sub>2</sub> plays a dominant role. In other words, for the “isotropic” responses the optical pathways remain the same throughout the whole range of the system–bath couplings. Thereby, with a strong SL coupling constant for a GM bath, Fig. 7(b'), we can clearly see the echolike peaks due to the rephasing paths as opposed to the “anisotropic” response in the LL plus SL model, Fig. 5(c').

B. Third-order IR (or seventh-order Raman) response functions

We now consider the third-order IR response functions, that have an equivalent form to those of the seventh-order Raman responses. Figure 8 shows the contour plots of the response functions R<sub>IR(+,+)</sub>(3)(T<sub>3</sub>,0,T<sub>1</sub>) for the GW noise calculated by (a) the LL model, (b) and (c) the LL plus SL model, and (d) the SL model. Each three-dimensional response function is plotted in two dimension as a function of T<sub>1</sub> and T<sub>3</sub> by setting the second controllable time T<sub>2</sub> in Eq. (9) to be zero. In the third-order measurement, all the response functions considered here are regarded as “isotropic.” For the contributions proportional to [μ<sub>1</sub>]<sup>4</sup> or [μ<sub>1</sub>]<sup>2</sup>[μ<sub>2</sub>]<sup>2</sup>, a relation, R<sub>IR(+,+)</sub>(3)=R<sub>IR(-,-)</sub>(3) holds, and the coordinate inversion now reads R<sub>IR(+,+)</sub>(3)=R<sub>IR(+,-)</sub>(3). Thus, we have R<sub>IR(+,+)</sub>(3)=R<sub>IR(+,-)</sub>(3)=R<sub>IR(000)</sub>(3). Signals in Fig. 8 have the same temperature dependencies as the corresponding response functions explained for the fifth-order Raman response (Fig. 3). The effect of the SL coupling can be observed in the leading order of the response functions. Only the LL model needs μ<sub>2</sub> terms, whereas other system–bath coupling models give finite responses only via μ<sub>1</sub> terms. This is because, in the LL model, the perfect destructive interference among the possible Liouville paths proportional to [μ<sub>1</sub>]<sup>4</sup> plays a role. Differences of the leading optical pathway between the LL model (∝[μ<sub>1</sub>]<sup>2</sup>[μ<sub>2</sub>]<sup>5</sup>) and the other two models (∝[μ<sub>1</sub>]<sup>4</sup>) are seen as the phase differences of...
the destructive interference among the possible Liouville linear dipole is the manifestation of the incompleteness for the "isotropic" fifth-order Raman responses.

The absolute value of the Fourier spectrum $R_{IR}^{(3)}(T_3,\Omega_1)$ is $\frac{d\Omega_1}{d\Omega_2} = f_{d\Omega_2} f_{d\Omega_1} d\Omega_1 e^{i(\Omega_2 \omega_2 + \Omega_1 \omega_1)} R_{IR}^{(3)}(T_3,\Omega_1)$ in Fig. 9. It is clear that the LL plus SL and the SL models, Figs. 9(b)–9(d), exhibit basically the same spectra, where the one-quantum coherences ($\Omega_1, \Omega_2 = \pm \omega_0 \Omega_2, 0$) play a dominant role. On the other hand, in Fig. 9(a), the LL model, we can see that the two-quantum coherences and vibrational populations ($\Omega_1 = \Omega_2 \sim \pm 2 \omega_0, 0$) contribute to the response beside the one-quantum coherences ($\Omega_1 \sim \pm \omega_0$).

The third-order IR or the seventh-order Raman response function has its sensibility to discriminate the SL coupling mechanism from the LL coupling as seen in Figs. 8 and 9. However, the spectrum does not differentiate the LL plus SL model from the SL model, because the primary optical processes are the same ($\pi[\mu_1]^4$) in these two cases as discussed for the "isotropic" fifth-order Raman responses.

As mentioned in Sec. IIIA, the finite response with a linear dipole is the manifestation of the incompleteness of the destructive interference among the possible Liouville paths. Fourkas et al. calculated the resonant vibrational echo signal under the linear dipole approximation ($\pi[\mu_1]^4$) with a weak system–bath coupling assumption. Their conclusion suggests that the response is present when the coupling to the bath is linear ($\sim$ LL coupling), and is absent when the coupling to the bath is quadratic ($\sim$ SL coupling). This statement seems to oppose our results shown in Fig. 8. This is because the explicit form of the system–bath interaction they used was different from ours. Qualitatively, it seems natural to pursue the origin of the nonlinearity for the (LL plus) SL models to the explicit coordinate dependence of the system–bath coupling as defined by Eq. (3); the nonlinearity of the system–bath interaction determines the nonlinearity of the system.

The vibrational echo response is expected in the third-order IR spectroscopy. In Fig. 10, we present $R_{IR}^{(3)}(T_3,\Omega_1,\Omega_2)$ with the GM noise for the different bath correlation times with (a) the LL model, (b) and (c) the LL plus SL model, and (d) the SL model at 300 K. The upper panels show the response functions for a short correlation $\tau_c = 1/\omega_0$, while the lower panels for a long correlation $\tau_c = 10/\omega_0$, respectively. The system–bath coupling parameters are the same as used in Fig. 5. In the fast modulation, Figs. 10(a)–10(d), the responses are similar to those calculated for the GW bath, shown in Fig. 8. We can see that when the SL coupling strength is appreciable and the bath correlation time is long, the emphasized signals parallel to $T_3 = T_1$ appear. For the LL plus SL coupling model, the similarity of the profiles in Figs. 8(b) and 8(c) in the GW bath is not preserved in Figs. 10(b) and 10(c) in the GM bath, because the difference of the SL coupling strength is enhanced through the rephasing path contributions.

V. CONCLUDING REMARKS

In this paper, we calculated the fifth-order Raman and the third-order IR response functions for a mixed LL and SL system–bath coupling model by using the quantum Fokker–Planck equation. We demonstrated that the whole time profiles of the response functions change dramatically with the form of the system–bath coupling. We found in particular
that the fifth-order Raman or the second-order IR response function shows “anisotropic” response for the LL plus SL coupling mechanism, where the leading order terms correspond to the optical processes composed of three successive one-quantum optical transitions \( \propto \{a_i\}^3 \). In contrast, the standard Brownian harmonic oscillator model predicts “isotropic” response which includes a two-quantum optical transition \( \propto \{a_i\}^2\{a_i\}^2 \).

The perturbation theory with respect to the anharmonic potential \( V_{\text{anh}}(q) = g_3 q^3/3! + g_4 q^4/4! + \cdots \) of a harmonic oscillator predicts that the leading order of the fifth-order Raman response function is \( g_3 \{\alpha_i\}^3 \), and that for the third-order IR response is \( g_4 \{\mu_i\}^4 \), respectively. Therefore, from a viewpoint of the leading order term, the present calculations indicate that the LL plus SL system–bath coupling plays the same role as that of the third-order anharmonic potential \( g_3 q^3/3! \) for the “anisotropic” fifth-order Raman response. However, for the third-order IR response, the coupling mechanism plays the same role as the fourth-order anharmonicity \( g_4 q^4/4! \) does. The LL system–bath coupling mechanism can be diagonalized; therefore, after this diagonalization, the SL coupling is regarded as the third-order anharmonicity of the system potential. For the description of the vibrational echo signal, the third-order anharmonic potential has been pursued as the origin of the vibrational dephasing and the optical nonlinearity. In the previous paper, on the other hand, we showed that the SL coupling mechanism can partly be recognized to serve as the fourth-order system potential when the noise correlation is long compared with the harmonic frequency (same as speculated by the leading order term of the third-order IR response above). In these respects, the interrelation between the nonlinear system–bath coupling and the anharmonicity of the system potential on the origin of the multidimensional vibrational response functions has not been fully clarified. To elucidate the information that the multidimensional vibrational response function carries, further study is needed from the microscopic viewpoint.

Very recently, Ma and Stratt put forward such a theoretical attempt by using the extended instantaneous-normal-mode analysis of the molecular dynamics simulation of liquid Xe. They studied the molecular origins accounting for the lack of the echolike signal in the fifth-order Raman response function, and pointed out the relative importance of the dynamical third-order anharmonic potential for each normal mode to understand the fifth-order Raman response. It is interesting to compare Figs. 5(c’) and 5(d’) with the response functions labeled by “ANH” and “NL” in Fig. 9 of Ref. 35, respectively. Although the response functions are calculated by very different theoretical approaches, the time profiles connected by their leading order terms seems to share the main qualitative feature of the response functions.

Exploring the present study for a higher frequency vibrational mode \( \hbar \omega_0 \gg k_B T \) and to extend to a multimodes anharmonic potential system are important to compare them with experimental results and simulations, and to grasp the underlying physical contents of spectroscopy. They can be implemented through an extension of the methods used in this paper, although it requires intensive numerical calculations. We shall address this issue in a future work. In addition to the features observed in this paper, we expect complex time profiles due to the mode couplings and the anharmonicity of the modes, which cannot be resolved by the one-dimensional spectroscopy. We are expecting that the present paper and our previous interpretations of the anharmonic coupling effects will be helpful to analyze the experimental results.
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**APPENDIX: CALCULATION STEPS FOR THE FIFTH-ORDER RAMAN RESPONSE FUNCTION FOR THE GAUSSIAN–WHITE BATH**

In this Appendix, we present the calculation steps of the fifth-order Raman response function defined in Eq. (8) to show how the nonlinear response functions are related to the Wigner distribution function. For the GW bath, we only need the Wigner distribution function \( W_0(p,q,t) \) that is governed by a single Fokker–Planck equation of Eq. (11d) with \( N = 0 \) because of the vanishing correlation time of the bath. The expression in Eq. (8) reads

\[
R_{\text{Raman}}^{(5)}(T_2, T_1) = \text{Tr} \left[ \alpha_w e^{-\left(\mathcal{L}_G - \mathcal{L}_W\right)T_2} \times \alpha_w e^{-\left(\mathcal{L}_G - \mathcal{L}_W\right)T_1} \alpha_w W_0^{\text{eq}} \right],
\]

where \( W_0^{\text{eq}}(p, q) \) denotes the thermal equilibrium Wigner function, and \( \alpha_w^\text{eq} \) and \( \alpha_w \) are the Wigner representations that correspond to the anticommutator, \( \{\alpha(p, q), \cdots\} \) and the commutator, \( i/\hbar \{\alpha(p, q), \cdots\} \), respectively. \( \text{Tr} \) means the integration over the momentum \( p \) and the coordinate \( q \). The thermal equilibrium state is calculated by integrating Eq. (11d) from time \( t = -t_c < 0 \) to \( t = 0 \) with a trial initial condition,

\[
W_0(p, q, -t_c) = N e^{-\beta p^2/2M + t_c/(\gamma q)},
\]

where \( N \) is the normalization constant, in which \( t_c \) was set to be few ps. The time evolution of the Wigner function for \( T \) represented by \( e^{-\left(\mathcal{L}_G - \mathcal{L}_W\right)T}W_0(t) \) is evaluated by using the second-order Runge–Kutta method applied to the finite difference expression of Eq. (11d). Thereby, we obtain the response function as a function of the two successive time evolution periods of \( T_1 \) and \( T_2 \) by using the corresponding intermediate Wigner functions of

\[
W_0(T_1) = e^{-\left(\mathcal{L}_G - \mathcal{L}_W\right)T_1} \alpha_w W_0^{\text{eq}}
\]

and

\[
W_0(T_2, T_1) = e^{-\left(\mathcal{L}_G - \mathcal{L}_W\right)T_2} \alpha_w W_0(T_1),
\]

respectively.

For the GM bath, we implemented the simultaneous time integration of Eq. (11) for the interval \( t_c \equiv 1/\gamma \) to obtain thermal equilibrated auxiliary functions, \( W_n(p, q) \), with a trial initial condition, \( W_n(p, q, -t_c) = 0 \) \( (1 \leq n \leq N) \). The evalua-
tion of the response function is carried out in the same way as for the GW bath. The depth of the hierarchy $N$ should fulfill $N\gamma > 4\varphi_0$ and $N\gamma > 4\varphi_{SL}$ for the present study.