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I. INTRODUCTION

The self-organized formation of spatiotemporal patterns constitutes a general class of phenomena exhibited by nonlinear, nonequilibrium systems [1]. Such phenomena have been the subject of extensive theoretical and experimental research in physics, biology, and chemistry [2–6]. One important topic in these investigations is the elaboration of mechanisms and methods capable of controlling the spontaneous pattern formation processes. Such control would allow for simplification of the study of complex systems, e.g., by stabilization of some unstable dynamical regimes, and has potential applications in a wide range of fields, from laser and plasma physics, hydrodynamics and material sciences to cardiology [7–15].

The external forcing applied to a controlled system can be applied in a predetermined manner or can be generated as a feedback signal. Numerous studies of “lumped” systems without spatial degrees of freedom have demonstrated that the dynamics of oscillating systems subjected to pure periodic forcing and those subjected to a feedback-mediated control possess many common features [16,17]. However, the feedback control makes possible certain ways of controlling the behavior of dynamics systems, and through its application, one can create dynamical regimes that cannot be realized with pure periodic forcing [16,17].

The control of spatially extended systems is potentially very important for many applications, but it is much more complicated than the control of lumped systems, because of the existence of many degrees of freedom. While in many of the cases studied to this time, spatially uniform forcing has been employed, spatiotemporal control has attracted considerable attention in the last decade [18–23]. Such spatially nonuniform control is, obviously, a specific feature of distributed systems and represents an important problem in the study of modern nonlinear dynamics.

An important example of self-organized structures is spatiotemporal oscillations in distributed systems near a Hopf or a Turing-Hopf bifurcation. In particular, it was recently shown that in phase separation mixtures undergoing chemical reactions under certain conditions self-sustained traveling waves appear [24–26]. It was demonstrated that such waves can be effectively controlled through the application of spatiotemporal forcing [27,28]. Under such control, the traveling waves can be entrained by external forcing, as in the case of nonlinear lumped oscillators subject to periodic perturbation.

The purpose of this paper is to theoretically investigate the dynamics of traveling waves under feedback-mediated spatiotemporal control. For comparison, some new results of the dynamics under spatiotemporal external forcing are also presented. It is shown that, as in the case of “lumped” oscillators, feedback control will reveal spatiotemporal dynamics of traveling waves. In addition, we develop a theory in terms of the phase variables for spatiotemporal control of traveling waves in distributed nonequilibrium systems.

The organization of this paper is as follows. In the next section, we briefly review our model system. This system undergoes a Hopf bifurcation at a finite wave number, and beyond this point, propagating wave is self-organized. In Sec. III, we report numerical results obtained from the simulations of the entrainment of this wave to external forcing. Then, in Sec. IV, we discuss the numerical simulations of feedback forcing. There, we demonstrate the existence of an interesting phenomenon of propagation reversal under feedback forcing. The phase dynamics approach is formulated both for external forcing, in Sec. V, and for feedback forcing in Sec. VI. We find that all of the results obtained in the simulations are quantitatively consistent with the results derived from the phase equations. The summary and discussion are given in Sec. VII.

II. MODEL EQUATION AND TRAVELING WAVES

Throughout this paper, we employ model equations for traveling waves in a phase separating system undergoing chemical reactions [24–26]. We consider a mixture of three chemical components, A, B and C, and assume that the A and B species tend to segregate and that there is a cyclic chemical reaction represented by

\[ A \rightarrow B \rightarrow C \rightarrow A, \tag{1} \]

with the reaction rates \( \gamma_1, \gamma_2, \text{ and } \gamma_3 \).
Let us assume that molecules \( A, B, \) and \( C \) are adsorbed on a flat substrate with the local concentrations, \( \psi_A, \psi_B, \) and \( \psi_C, \) respectively. The other chemical species involved in the chemical reactions are assumed to exist abundantly in the gas phase above the substrate, and the products are also assumed to dissolve quickly into the gas phase. Each lattice site of the substrate is occupied by one and only one molecule \( A, B, \) or \( C. \) Any pair of molecules \( A \) and \( B \) that are nearest neighbors exchange their positions randomly with a certain probability, but \( C \) molecules do not participate in such exchanges. In this way, the condition \( \psi_A + \psi_B + \psi_C = 1 \) is satisfied in the continuum limit, while diffusion is exhibited by \( A \) and \( B \) molecules but not \( C \) molecules. Then the time-evolution equations for the local concentrations \( \psi = \psi_A - \psi_B \) and \( \phi = \psi_A + \psi_B \) are given by [24]

\[
\frac{\partial \psi}{\partial t} = \nabla^2 F + f(\psi, \phi),
\]

\[
\frac{\partial \phi}{\partial t} = g(\psi, \phi).
\]

Here the free energy functional \( F \) is assumed to be of the Cahn-Hilliard type for phase separation,

\[
F = \int d\mathbf{r} \left( \frac{D}{2} (\nabla \psi)^2 - \frac{\tau}{2} \psi^2 + \frac{1}{4} \psi^4 \right),
\]

where \( D \) and \( \tau \) are positive constants.

The terms \( f \) and \( g \) in Eqs. (2) and (3) arise from the chemical reaction (1) and are given by

\[
f(\psi, \phi) = -\left( \gamma_1 + \frac{\gamma_2}{2} \right) \psi - \left( \gamma_1 - \frac{\gamma_2}{2} + \gamma_3 \right) \phi + \gamma_3,
\]

\[
g(\psi, \phi) = \frac{\gamma_2}{2} \psi - \left( \frac{\gamma_2}{2} + \gamma_3 \right) \phi + \gamma_3.
\]

As mentioned above, there is no diffusion term in Eq. (3). We have verified that the inclusion of such a term representing the diffusion of \( \phi \) does not alter significantly the dynamics described below [25].

Setting \( f = g = 0, \) the uniform stationary solution of Eqs. (2) and (3) is readily obtained as

\[
\psi_0 = \frac{\gamma_3 (\gamma_2 - \gamma_1)}{\gamma_1 \gamma_2 + \gamma_2 \gamma_3 + \gamma_3 \gamma_1},
\]

\[
\phi_0 = \frac{\gamma_3 (\gamma_2 + \gamma_1)}{\gamma_1 \gamma_2 + \gamma_2 \gamma_3 + \gamma_3 \gamma_1}.
\]

Applying a linear stability analysis of the steady uniform solution (7) and (8), we obtain the bifurcation diagram displayed in Fig. 1 [25], where the parameters are set as \( D = 1, \) \( \gamma_1 = 0.3, \) and \( \gamma_3 = 0.05, \) and the remaining two parameters, \( \tau \) and \( \gamma_2, \) are varied. A Hopf bifurcation at a finite wave number appears at the solid curve and a Turing-type bifurcation occurs at the dotted curve. A motionless periodic pattern appears in the region indicated by the symbols \( \times, \) whereas a propagating wave pattern appears in the region indicated by the symbols +. Figure 2 plots the spatial variation of a propagating wave obtained numerically.

Just at the Hopf bifurcation line, the local concentrations are given by

\[
\psi(x, t) = \psi_0 + \psi_0 \cos(\pm q_c x - \omega_c t),
\]

\[
\phi(x, t) = \phi_0 + \phi_0 \cos(\pm q_c x - \omega_c t + \theta),
\]

where the amplitudes \( \Psi \) and \( \Phi \) cannot be determined within the linear theory. The phase difference is given by

\[
\theta = \tan^{-1} \left( \frac{2 \omega_c}{\gamma_2 + 2 \gamma_3} \right),
\]

which yields \( \theta = 0.494 \) for \( \gamma_2 = 0.16. \) This value is very close to that obtained from Fig. 2 numerically. For \( \tau > 3 \psi_0^2, \) the critical wave number \( q_c, \) the bifurcation point \( \tau_c, \) and the critical frequency \( \omega_c \) are given by

\[
q_c = \left( \frac{\tau - 3 \psi_0^2}{2} \right)^{1/2},
\]

\[
\omega_c = \frac{\gamma_2}{\gamma_1 \gamma_2 + \gamma_2 \gamma_3 + \gamma_3 \gamma_1}.
\]

FIG. 1. Bifurcation diagram for the uniform stationary solution with \( D = 1, \) \( \gamma_1 = 0.3, \) and \( \gamma_3 = 0.05. \) The solid curve and dotted curve represents the Hopf bifurcation line and the Turing-type bifurcation line, respectively. A traveling wave appears at the area indicated by the symbols +, whereas a motionless pattern appears at the area indicated by the symbols \( \times. \)

FIG. 2. Spatial profiles of \( \psi(x, t) \) (solid curve) and \( \phi(x, t) \) (dashed curve) for \( D = 1.0, \) \( \tau = 1.6, \) \( \gamma_1 = 0.3, \) \( \gamma_2 = 0.16, \) and \( \gamma_3 = 0.05. \) Both \( \psi(x, t) \) and \( \phi(x, t) \) are propagating to the right at the same speed.
\[ \tau_c = 3 \psi_0^2 + 2(\gamma_1 + \gamma_2 + \gamma_3)^{1/2}, \]  
\[ \omega_c = \left( \frac{\gamma_1 \gamma_2 - \gamma_2 \gamma_3 - \gamma_1^2}{2} - \gamma_3^2 \right)^{1/2}. \]

The numerical values of these critical quantities are \( \tau_c = 1.46, \) \( q_f = 0.9, \) and \( \omega_c = 0.07 \) for \( D=1.0, \) \( \tau=1.6, \) \( \gamma_1=0.3, \) \( \gamma_2=0.16, \) and \( \gamma_3=0.05. \)

Before closing this section, we briefly explain the reason that we call the bifurcation indicated by the dotted curve in Fig. 1 a Turing-type bifurcation [25]. The usual Turing instability [29] is a phenomenon exhibited by a two-component reaction diffusion system posed by Turing and hence we call the bifurcation not a present system. This is different from the mechanism proposed by Turing and hence we call the bifurcation not a Turing bifurcation but a Turing-type bifurcation. It should also be mentioned that there is no Hopf bifurcation at a finite wave number in a two-component reaction diffusion system like Eqs. (15) and (16).

### III. EXTERNAL FORCING

The stability and modulation of traveling waves under external forcing has been studied in one dimension [27,28]. Spatiotemporal forcing is added to Eqs. (2) and (3) as

\[ \frac{\partial \psi}{\partial t} = \nabla^2(-\nabla^2 \psi - \tau \psi + \psi^3) + a_1 \psi + a_2 \phi + a_3 + \Gamma(x,t), \]  
\[ \frac{\partial \phi}{\partial t} = b_1 \psi + b_2 \phi + b_3 + \Gamma(x,t), \]

where

\[ \Gamma(x,t) = \epsilon \cos(q_f x - \Omega t), \]

with the strength of the external forcing \( \epsilon, \) the wave number \( q_f, \) and the external frequency \( \Omega. \) The constants in Eqs. (17) and (18) are given by

\[ a_1 = -\left( \gamma_1 + \frac{\gamma_2}{2} \right), \]

\[ a_2 = -\left( \gamma_1 - \frac{\gamma_2}{2} + \gamma_3 \right), \]

\[ a_3 = \gamma_3, \]

\[ b_1 = \gamma_2, \]

\[ b_2 = -\left( \gamma_2 + \gamma_3 \right), \]

\[ b_3 = \gamma_3. \]

In the present study, we restrict our inquiry to the case that the spatial period of the external forcing is the same as that of the traveling waves, i.e., \( q_f = q_c. \) Hereafter, the parameters are fixed as \( \tau=1.6 \) and \( \gamma_2=0.16. \) Because we set the value of \( \tau \) close to the critical value \( \tau_c = 1.46, \) throughout this paper, we assume that the actual wave number of the traveling wave does not differ much from \( q_c. \) The numerical simulations discussed in this and the next section were carried out as follows. The system in one dimension was divided into \( N=128 \) cells, with the cell size \( \Delta x = 20\pi/N. \) The linear dimension of the system was, therefore, \( N \times \Delta x = 20\pi \times 63, \) which is commensurate with the spatial period \( (\approx 7) \) of the traveling wave. Periodic boundary conditions were imposed at the system boundaries. The forward Euler method was used to solve the partial differential equations. In most simulations, the time increment \( \Delta t \) was chosen as \( \Delta t = 0.001. \)

The dynamics of the traveling waves obtained by altering the external frequency and the force strength \( \epsilon \) are summarized in Fig. 3 [27]. These results were obtained by extracting the asymptotic behavior of the traveling wave after imposing the external force. In the region indicated by the symbols +, the traveling wave is entrained to the external force, so that it propagates at the velocity \( \Omega / q_c. \) When the frequency \( \Omega \) of the external forcing is far from the intrinsic frequency \( \omega_c \), as in the region indicated by the diamonds, entrainment breaks down; that is, the traveling wave and the
FIG. 4. Spatial profiles of $\psi(x,t)$ (thick solid curve), $\phi(x,t)$ (thin solid curve), and $\Gamma(x,t)$ for $\gamma_2=0.16$, $\tau=1.6$, $\Omega=0.07$, and $\epsilon=0.002$. The phase differences $\theta_1$ and $\theta_2$ are also indicated. The scale of $\Gamma$ is multiplied by 100.

external forcing propagate at different velocities. For example, when the frequency $\Omega$ is substantially larger than $\omega_q$, the traveling wave with velocity $\omega_q/q_c$ cannot keep up with the propagating external forcing with velocity $\Omega/q_c$ and hence the external wave passes through the traveling wave. Because the spatial period of the external forcing is the same as that of the traveling wave, this occurs simultaneously for all the wave trains, i.e., uniformly in space. During the interval that the external wave passes through the traveling wave, the latter is modulated such that the amplitude and the propagation velocity are decreased. It is readily understood that this modulation occurs periodically with a period approximately given by $2\pi/|\Omega-\omega_q|$.

The region of complete entrainment has been investigated using the amplitude equation of a propagating wave [27]. The theoretical boundaries indicated by the solid lines in Fig. 3 are consistent with the simulations except for $\epsilon=0.009$ where the expansion in powers of $\epsilon$ employed in the theory becomes worse. The detailed behavior in the vicinity of the stability boundary, given by $\Omega=0.04$ and $\epsilon=0.004$, which was not examined in Ref. [27], is discussed at the end of this section.

Here we focus our attention on the wave dynamics in the case of complete entrainment. That is, we are concerned with the phase of the propagating waves. Figure 4 displays the spatial profile of the variables $\psi(x,t)$ and $\phi(x,t)$ and the external force $\Gamma(x,t)$ at an arbitrary time. The phase difference between $\psi$ and $\Gamma$ depends on the external frequency $\Omega$ for a given value of the strength $\epsilon$. Here, the phases are defined through

$$\psi(x,t) = \hat{\phi}_{q,c}(x,t - \theta_1(t)),$$

$$\phi(x,t) = \hat{\phi}_{q,c}(x,t - \theta_2(t)),$$

where $\hat{\phi}(x)$ and $\hat{\phi}(x)$ are periodic functions of period $2\pi/q_c$.

Note that the condition of complete entrainment is characterized by a well-defined relationship between the external frequency $\Omega$ and the phase difference between the external force and the entrained oscillations [2,30]. When $\Omega$ increases, the phase difference is expected to increase, because the wave is forced to follow the external forcing, even though the intrinsic velocity $\omega_q$ of the wave is smaller. Hence the wave is slowed by the external force. When $\Omega$ decreases, the phase difference becomes smaller. Therefore we expect the relation

$$\frac{d\theta_1}{d\Omega} > 0,$$

where we have regarded $\theta_1$ as a function of $\Omega$. The relations between the asymptotic phase differences $\Theta_1 = \theta_1/(2\pi)$ or $\Theta_2 = \theta_2/(2\pi)$ and the external frequency $\Omega$ is shown in Figs. 5(a)–5(c) for $\epsilon=0.002$, $\epsilon=0.0025$, and $\epsilon=0.004$, respectively. It is evident that the phase differences $\theta_1$ (black squares) and $\theta_2$ (white squares) increase as the external frequency $\Omega$ is increased. Furthermore, the simulation results are quite consistent with the theoretical results, indicated by the lines.

The frequency $\Omega$ is almost sinusoidal as a function of $\Theta_1$ and $\Theta_2$, and the amplitude that increases with the external strength $\epsilon$. In fact, we find the approximate relation $0.059 < \Omega < 0.076$ for $\epsilon=0.002$, $0.056 < \Omega < 0.079$ for $\epsilon=0.0025$, and $0.041 < \Omega < 0.082$ for $\epsilon=0.004$. These are consistent with the simulation results displayed in Fig. 3. Note that the

FIG. 5. Relation between the phase and $\Omega$ for (a) $\epsilon=0.002$, (b) $\epsilon=0.0025$, and (c) $\epsilon=0.004$. The black squares represent the $\Theta_1 = \theta_1/(2\pi)$ dependence, whereas the white squares represent the $\Theta_2 = \theta_2/(2\pi)$ dependence. The solid curves are the stable solutions obtained from Eqs. (38) and (39). The dotted (broken) curve is the unstable solution of $\theta_1$ ($\theta_2$). The small dots indicate the boundary between the stable and unstable solutions. Note that the unstable solution does not exist below $\Omega=0.04$ for (c) $\epsilon=0.004$, as indicated by the arrows.
\(\Omega - \Theta\) relation exhibits anomalous behavior near \(\Omega = 0.04\) for \(\epsilon = 0.004\), as shown in Fig. 5(c). That is, the theoretically determined curves of \(\Theta_1\) and \(\Theta_2\) regarded as functions of \(\Omega\) are discontinuous at a point near \(\Omega = 0.04\) as indicated by the arrows in Fig. 5(c). This means that the entrained wave does not exist for \(\epsilon = 0.004\) when \(\Omega < 0.04\). This result is consistent with the results in Fig. 3, where one can see clearly that the point at \((\epsilon, \Omega) = (0.004, 0.04)\) is outside the entrained region. We present an analysis of this singular behavior in Sec. V.

### IV. Feedback Control

The feedback effect of the propagating waves is investigated using the equations

\[
\frac{\partial \psi}{\partial t} = \nabla^2 (- \nabla^2 \psi - \tau \psi + \psi^3) + a_1 \psi + a_2 \phi + a_3 + F \left[ \phi(x - \delta, t) - \bar{\psi} \right],
\]

\[
\frac{\partial \phi}{\partial t} = b_1 \psi + b_2 \phi + b_3 + F \left[ \phi(x - \delta, t) - \bar{\psi} \right],
\]

(24)

(25)

where the coefficient \(F\) is the strength of the feedback term and \(\psi\) is the spatial average of \(\psi\). Note that we have added a term given by the profile of \(\psi\) but with a space shift \(\delta\). We examine how the propagating waves are affected by the feedback term by altering the strength \(F\) and the spatial shift \(\delta\).

As mentioned in Sec. I, our main purpose is to investigate the dynamics of traveling waves under feedback-mediated spatiotemporal control in distributed systems. In the previous studies of such feedback control, time-delayed feedback was employed to derive a well-defined relationship between the external frequency \(\Omega\) and the phase difference between the external force and the entrained oscillations [2,30]. In Eqs. (24) and (25), by contrast, we have employed a spatial shift to exercise control. Note that, in contrast to the time-delay control frequently used, such a spatial shift can be either positive or negative. Another reason that we employ this type of control is that it is easily treated both numerically and analytically. Contrastingly, simulations of systems with time-delayed control that investigate asymptotic steady state behavior are time consuming even in one dimension. The phase dynamic approach presented in the following sections is simpler in the case of spatial-shift control than in the case of time-delayed control. We show below that some unexpected interesting dynamics appear even in the case of spatial-shift control.

We solved Eqs. (24) and (25) numerically in one dimension. Initially, we started with the set of equations with \(F = 0\). After a wave propagating to the right-hand side developed, we turned on the feedback term, setting \(F\) to some finite value. The asymptotic traveling velocity \(V\) is evaluated as a function of the spatial shift \(\delta\) for a given value of \(F\). The relation between the frequency \(\Omega_{FB}=q_cV\) of the controlled wave and the normalized phase shift \(\Delta=q_c\delta/2\pi\) is displayed in Figs. 6(a)–6(d) for several values of \(F\).

It is evident from Figs. 6(a)–6(d) that the frequency depends sinusoidally on the shift for small values of the feedback strength \(F\), with an amplitude that increases with \(F\). In contrast to the case of external forcing, in this case, a stable wave exists both for \(d\Omega_{FB}/d\Delta < 0\) and \(d\Omega_{FB}/d\Delta > 0\). For \(F < 0.0057\), the frequency is positive, which means that the wave propagates to the right-hand side under the feedback control. What is most noteworthy here is that the frequency jumps discontinuously at some value of \(\Delta\) and changes sign when \(F\) is large, as shown in Figs. 6(c) and 6(d). This reflects the reversal of the propagation direction of the wave train. An example of such reversal is displayed in Fig. 7 for \(F = 0.0090\) and \(\Delta = 0.35\). Before the feedback control is turned on, at \(t = 600\), the wave propagates to the right-hand side. However, after \(t = 600\), the direction of propagating switches to the left-hand side.

Figures 8(a)–8(d) display the propagating frequency \(\Omega_{FB}\) as a function of the phase shift \(\Delta\) for several values of \(F\). In Fig. 8(a) it is seen that when the value of \(\Delta\) is small, the frequency \(\Omega_{FB}\) increases monotonically with the strength \(F\). In fact, if the value \(\Delta\) satisfies \(d^2\Omega_{FB}/d\Delta^2 < 0\), then \(\Omega_{FB}\) is an increasing function of \(F\), since the amplitude of the sinusoidal variation of \(\Omega_{FB}\) increases as a function of \(F\), as can be seen in Figs. 6(a) and 6(b). When \(\Delta\) exceeds a certain value, a discontinuity appears, as shown in Figs. 8(b) and 8(c). Then, for \(\Delta > 0.5\), the frequency \(\Omega_{FB}\) again becomes positive, as shown in Figs. 8(c) and 8(d), and thus no discontinuity appears in Fig. 8(d) for \(\Delta = 0.63\). The parameter region in which the propagation direction reverses is displayed in Fig. 9 in the \(F-\Delta\) plane. This region is periodic in \(\Delta\), as expected.

### V. Phase Dynamics for External Forcing

In this section we show that both external forcing and the feedback control studied in the preceding section can be understood in terms of the phase dynamics approach. Below, we derive the amplitude equations and the phase equations in the case of external forcing. Near the Hopf bifurcation, where the nonlinear effects are small, we can write the variables as

\[
\psi = \psi_0 + \psi_1(t) \cos[q_c x - \Omega t + \theta_1(t)],
\]

\[
\phi = \phi_0 + \phi_1(t) \cos[q_c x - \Omega t + \theta_2(t)],
\]

(26)

(27)

where the time-evolution equations for the amplitudes \(\psi_1(t)\) and \(\phi_1(t)\) and the phases \(\theta_1(t)\) and \(\theta_2(t)\) are to be derived. Substituting Eqs. (26) and (27) into Eqs. (17) and (18), multiplying Eq. (17) by \(\sin[q_c x - \Omega t + \theta_1(t)]\) and Eq. (18) by \(\sin[q_c x - \Omega t + \theta_2(t)]\), and integrating over one spatial period, we obtain

\[
\frac{d\theta_1}{dt} = \Omega - \frac{a_2 \phi_1}{\psi_1} \sin(\theta_1 - \theta_2) - \frac{\epsilon}{\psi_1} \sin \theta_1,
\]

\[
\frac{d\theta_2}{dt} = \Omega + \frac{b_1 \psi_1}{\phi_1} \sin(\theta_1 - \theta_2) - \frac{\epsilon}{\phi_1} \sin \theta_2.
\]

(28)

(29)

Similarly, multiplying Eqs. (17) and (18) by \(\cos[q_c x - \Omega t + \theta_1(t)]\) and \(\cos[q_c x - \Omega t + \theta_2(t)]\), respectively, and integrating...
over one spatial period, we obtain the set of equations for the amplitudes \( \psi_1 \) and \( \phi_1 \),

\[
\frac{d\psi_1}{dt} = \left[ q_1^4 + q_1^2 (\tau - \tau_c) \right] \psi_1 + a_1 \psi_1 - \frac{3}{4} q_1^3 \psi_1^3 \\
+ a_2 \phi_1 \cos(\theta_1 - \theta_2) + \epsilon \cos \theta_1, \tag{30}
\]

\[
\frac{d\phi_1}{dt} = b_1 \psi_1 \cos(\theta_1 - \theta_2) + b_2 \phi_1 + \epsilon \cos \theta_2. \tag{31}
\]

It should be noted that the set of Eqs. (28)–(31) has an invariance under \( \theta_n \rightarrow \theta_n + \epsilon \) \((n=1\text{ and } 2)\) with an arbitrary constant \( \epsilon \) when the external field is absent. This neutral stability of the phases is a general property originating from the translational invariance of time (see, e.g., [2]). An immediate consequence is that there is a mode of the phase variables, whose eigenvalue is equal to zero in the linear stability analysis of the time-independent solutions of the above set of equations. On the other hand, the amplitudes \( \psi_1 \) and \( \phi_1 \) have finite relaxation rates. When the time-dependent small external field is present as in Eqs. (17) and (18), the translational

FIG. 6. Relation between the frequency \( \Omega_{FB} \) and the phase shift \( \Delta=q_1 \delta/2\pi \) for (a) \( F=0.0010 \), (b) \( F=0.0057 \), (c) \( F=0.0090 \), and (d) \( F=0.0150 \). In (a), the simulation results are represented by the black squares for \( \Delta \), together with the phase \( \theta_2/2\pi \) (white squares) for comparison. In (c) and (d) the results of simulations for \( \Delta \) are represented by the symbols *, which should be compared with the theoretical results given in Eqs. (50) and (51) (solid curves).

FIG. 7. Space-time plot of the propagating wave for \( F=0.009 \) and \( \Delta=0.35 \). The gray scale indicates the magnitude of the variable \( \psi \). The feedback forcing is changed from 0 to a finite value at \( t =600 \). Before that time, the wave propagates to the right-hand side. The feedback forcing eventually causes the direction of propagation to switch to the left-hand side.
invariance is violated and the zero eigenvalue turns out to be finite of the order of $\varepsilon$ whereas the characteristic time of the amplitudes is of the order of unity. This difference of the two time scales enables us to employ the adiabatic elimination of the amplitudes $\psi_1$ and $\phi_1$ by setting $d\psi_1/dt=d\phi_1/dt=0$ in Eqs. (30) and (31). The same procedure can be applied to the case of the feedback forcing in Sec. VI.

Actually, the above-mentioned elimination can be carried out systematically by a perturbation expansion in terms of the strength of the external forcing $\varepsilon$. This is done by first writing

$$\psi_1 = \psi_1^{(0)} + \psi_1^{(1)},$$

$$\phi_1 = \phi_1^{(0)} + \phi_1^{(1)}.$$  \hspace{1cm} (32)  \hspace{1cm} (33)

Then, we readily obtain the following expression of the zeroth-order solution:

$$\frac{3}{4}(\psi_1^{(0)})^2 = \frac{a_1}{b_2} \cos(\theta_1 - \theta_2) \right) \psi_1^{(0)}.$$  \hspace{1cm} (34)

Here, the positive solution for $\psi_1^{(0)}$ is chosen for consistency with the simulations. The first-order solution is given by

$$\psi_1^{(1)} = \frac{2\varepsilon}{3q_c^2(\psi_1^{(0)})^2} \left( \cos(\theta_1) - \frac{a_2}{b_2} \cos(\theta_2) \cos(\theta_1 - \theta_2) \right).$$  \hspace{1cm} (36)

FIG. 8. $F$ dependence of $\Omega_{FB}$ for $\Delta = 0.14$, (b) $\Delta = 0.21$, (c) $\Delta = 0.49$, and (d) $\Delta = 0.63$. The results of the simulations, represented by the symbols *, are compared with the theoretical results given by Eqs. (50) and (51) (solid curves).

FIG. 9. Phase diagram for the reversal of the propagation direction. The results of the simulations are represented by the symbols *, whereas the theoretically derived boundary, obtained from Eqs. (50) and (51), is represented by the solid line.
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FIG. 10. (Color online) Null clines of Eqs. (38) (solid curves) and (39) (dotted curves) for (a) $\epsilon=0.004$ and $\Omega=0.06$ and (b) $\epsilon=0.004$ and $\Omega=0.043$. The white (black) circles indicate the stable (unstable) equilibrium solutions. This pair of solutions does not exist for $\Omega \leq 0.04$.

Substituting Eqs. (34)–(37) into (28) and (29), we obtain a closed set of equations for the phases,

$$
\frac{d\theta_1}{dt} = \Omega - \epsilon \frac{\psi_1^{(0)}}{\psi_1^{(0)}} \sin(\theta_1) - a_2 \frac{\phi_1^{(0)}}{\psi_1^{(0)}} \left(1 + \frac{\phi_1^{(1)}}{\phi_1^{(0)}} \right) \sin(\theta_1 - \theta_2),
$$

$$
\frac{d\theta_2}{dt} = \Omega - \epsilon \frac{\psi_1^{(0)}}{\psi_1^{(0)}} \sin(\theta_2) + b_1 \frac{\phi_1^{(0)}}{\phi_1^{(0)}} \left(1 + \frac{\phi_1^{(1)}}{\phi_1^{(0)}} \right) \sin(\theta_1 - \theta_2).
$$

There is a set of equilibrium solutions to Eqs. (38) and (39) for a finite range of $\Omega$. The theoretical results are plotted in Fig. 5 in comparison with the results of the simulations. Note that the stable solution is consistent with the simulations. Moreover, even the existence of the discontinuity of the solution near $\Omega=0.04$ for $\epsilon=0.004$, as seen in Fig. 5(c), can be accounted for quantitatively by this analysis. In order to elucidate this, the null clines of Eqs. (38) and (39) for $\epsilon=0.004$ are plotted in Fig. 10, where the linear combinations of the variables $\theta_1$ and $\theta_2$ are used for convenience. In the case of large $\Omega$ ($\Omega=0.06$), depicted in Fig. 10(a), there is a pair of equilibrium solutions, one stable and one unstable. However, this pair of solutions disappears at some value near $\Omega=0.041$, as shown in Fig. 10(b). This is the reason that the theoretically determined lines do not exist below $\Omega=0.04$ in Fig. 5(c).

VI. PHASE DYNAMICS FOR FEEDBACK CONTROL

Now we formulate the phase dynamics for the case of feedback control. The method here is similar to that in the case of external forcing outlined in the preceding section. In this case, we write

$$
\psi = \psi_0 + \psi_1(t) \cos[q_s \cdot \omega_s t + \theta_1(t)], \quad (40)
$$

$$
\phi = \phi_0 + \phi_1(t) \cos[q_s \cdot \omega_s t + \theta_2(t)]. \quad (41)
$$

Substituting these into Eqs. (24) and (25), we obtain

$$\phi_1^{(1)} = \frac{\phi_1^{(0)}}{\psi_1^{(0)}} \phi_1^{(0)} - \frac{\phi_1^{(0)}}{b_2} \cos[\theta_1 - \theta_2]. \quad (49)$$

In this way, from Eqs. (42), (43), and (46)–(49), we obtain

$$\omega_2 - \frac{d\theta_1}{dt} = \frac{a_2 \phi_1}{\psi_1} \sin(\theta_1 - \theta_2) + F \sin(q_s \delta), \quad (42)$$

$$\omega_2 - \frac{d\phi_1}{dt} = -b_1 \frac{\psi_1}{\phi_1} \sin(\theta_1 - \theta_2) + \frac{F \psi_1}{\phi_1} \sin[q_s \delta - (\theta_1 - \theta_2)], \quad (43)$$

$$\frac{d\psi_1}{dt} = [q_s^4 + q_s^2 (\tau - \tau_c)] \psi_1 + a_1 \psi_1 - \frac{3}{4} q_s^2 \frac{\psi_1}{\psi_1} \cos[\theta_1 - \theta_2] + a_2 \phi_1 \cos[\theta_1 - \theta_2] + F \psi_1 \cos(q_s \delta), \quad (44)$$

$$\frac{d\phi_1}{dt} = b_1 \psi_1 \cos(\theta_1 - \theta_2) + b_2 \phi_1 + F \psi_1 \cos[q_s \delta - (\theta_1 - \theta_2)]. \quad (45)$$

As in the case treated above, the amplitudes $\psi_1$ and $\phi_1$ which evolve slowly in time are eliminated adiabatically by setting $d\psi_1/dt=d\phi_1/dt=0$ and obtained through a perturbative expansion with respect to $\epsilon$. It is obvious that the zeroth-order solution, $\psi_1^{(0)}$ and $\phi_1^{(0)}$, should be the same as that given in Eqs. (34) and (35),

$$\frac{3}{4}(\psi_1^{(0)})^2 = q_c^2 + \tau - \tau_c + \frac{1}{q_c^2} \left[ a_1 - \frac{b_1 b_2}{b_2} \right] \cos(\theta_1 - \theta_2)]. \quad (46)$$

$$\psi_1^{(0)} = -b_1 \psi_1^{(0)} \cos(\theta_1 - \theta_2). \quad (47)$$

The first-order corrections, $\psi_1^{(1)}$ and $\phi_1^{(1)}$, are given by

$$\psi_1^{(1)} = \frac{2F}{3q_c^2 \psi_1^{(0)}} \left( \cos(q_s \delta) - \frac{a_2}{b_2} \cos[q_s \delta - (\theta_1 - \theta_2)] \right), \quad (48)$$

$$\phi_1^{(1)} = \frac{\psi_1^{(0)}}{\psi_1^{(0)}} \phi_1^{(0)} - \frac{\phi_1^{(0)}}{b_2} \cos[q_c \delta - (\theta_1 - \theta_2)]. \quad (49)$$
We can show that the solutions of Eqs. (50) and (51) in the limit \( t \to \infty \) take the form \( \theta_1 = o t + \theta_1' \) and \( \theta_2 = o t + \theta_2' \), where the constants \( \omega \) and \( c_2 - c_1 \) are evaluated numerically. An example of this solution is plotted in Fig. 11. The frequency of the propagating wave under feedback control is given by

\[
\Omega_{FB} = \omega_c - \omega. \tag{52}
\]

The relation between \( \Omega_{FB} \) and the phase shift variable defined by \( \Delta = (\theta_2 - \theta_1) / (2 \pi) \) is depicted by the solid line in Figs. 6(a)–6(d). The \( F \) dependence is shown in Figs. 8(a)–8(d). It is found that these theoretical results agree almost completely with the simulations.

Next, we clarify the reason that \( \Omega_{FB} \) becomes negative discontinuously as a function of \( \Delta \) for large values of \( F \). First, note that the right-hand sides of Eqs. (50) and (51) are functions of \( \theta_2 - \theta_1 \). Therefore, combining these two equations we obtain a closed equation for \( \theta_2 - \theta_1 \). Figures 12(a)–12(c) plot \( d(\theta_2 - \theta_1) / dt \) as functions of \( \theta_2 - \theta_1 \) for \( \Delta = 0.07 \), \( \Delta = 0.35 \), and \( \Delta = 0.63 \). For \( \Delta = 0.07 \), there are two stable and one unstable solutions, as shown in Fig. 12(a). Since we have chosen a wave propagating to the right-hand side, \( \theta_2 - \theta_1 \) is always positive. Therefore, the positive stable solution is approached asymptotically. However, when \( \Delta \) is increased, the system becomes monostable, leaving only a stable negative solution, as shown in Fig. 12(b). Hence, the value of \( \omega_c - \omega \) exhibits a discontinuous jump when the transition from a bistable to a monostable system occurs. If the value of \( \Delta \) is increased further, the system again becomes bistable, and then eventually monostable once more, but this time with a positive solution for \( \theta_2 - \theta_1 \).

The behavior described above can be understood completely by the following argument. First, let us write the equation for \( \theta_2 - \theta_1 \) as

\[
\frac{d(\theta_2 - \theta_1)}{dt} = a_0 F \sin(2\pi \Delta) + g(\theta_2 - \theta_1), \tag{53}
\]

where \( a_0 \) and \( g(x) \) contain \( F \) and \( \Delta \), as can be seen from Eqs. (50) and (51). It is important to note that \( g(x) \) is an odd function when the feedback control is absent (i.e., when \( F = 0 \)). This is because the nonlinear dissipative wave considered here possesses a parity symmetry; that is, for every wave propagating in one direction, there is a corresponding wave propagating in the other direction obtained from it through spatial reflection. Then, clearly, the phase difference \( \theta \) given by Eq. (11) for the right-propagating as opposite sign for the left-propagating wave. This means that \( g(x) \) should take the following form:

\[
g(\theta_2 - \theta_1) = a_1 (\theta_2 - \theta_1) - a_2 (\theta_2 - \theta_1)^3 \tag{54}
\]

for small values of \( \theta_2 - \theta_1 \) with positive coefficients \( a_1 \) and \( a_3 \). Now in the case that \( F \neq 0 \), these coefficients depend on \( \Delta \). However as long as \( F \) is small, we can ignore such dependence. Then, Eq. (53) with (54) reveals that the system is bistable when \( \Delta \) or \( F \) is small, and then becomes, in succession, monostable with a negative solution for \( a_0 < 0 \), bistable and again monostable with a positive solution, as \( \Delta \) is increased. This result accounts for all of the results of the numerical simulations.

VII. DISCUSSION

In this paper, we have investigated the dynamics of nonlinear dissipative waves under external and feedback controls through both numerical simulations and the phase dynamics.
approach. In order to emphasize the aspects of the present results, we now briefly review the theory for the entrainment of a limit cycle oscillation under external periodic modulations. When the limit cycle can be represented in terms of the phase variable as $d\phi/dt = \omega$, and the frequency $\omega$ of the limit cycle is a constant close to that of the external frequency $\Omega$, the phase difference $\theta = \Omega t - \phi$ of the oscillator and the external force obeys the equation (see, e.g., [30])

$$\frac{d\theta}{dt} = \Omega - \omega + f(\theta), \quad (55)$$

where $f$ is a 2$\pi$-periodic function of $\theta$. This equation implies that entrainment occurs when $|\Omega - \omega| \leq |f(\phi)|$. [The phase $\theta$ is defined consistently with those in Eqs. (21) and (22).] It is readily verified that the stable solution of Eq. (55) satisfies $d\Omega/d\theta > 0$.

It is now seen that there is an essential difference between the theory of entrainment in nonlinear propagating waves and the formulation of limit cycle oscillation sketched above. As shown in Eqs. (38) and (39) for external forcing and Eqs. (50) and (51) for feedback control in the types of systems studied here, two phase variables must be introduced to properly describe the dynamics. If we had fixed the difference between the two phases as a constant and derived the equation for only one variable, we could not have obtained results from this phase dynamics treatment consistent with the simulation results. This point can be understood from two theoretical observations. One is the existence and nonexistence of a pair of solutions in the coupled phase equations, as shown in Figs. 10(a) and 10(b). Note that the horizontal axes of these figures represent the phase difference $\theta_1 - \theta_2$. Thus, if the phase difference were set to a constant $a$ priori, the entrainment of the wave to the external forcing would not be obtained properly. The other is the reversal of the propagation direction, depicted in Figs. 12(a)–12(c), in which the time evolution of the phase difference $\theta_1 - \theta_2$ plays an essential role.

We have thus found that, as in the case of lumped oscillator systems, feedback control is capable of stabilizing certain types of behavior in some dynamical regimes that are unstable in the case that periodic forcing is applied. In addition, the feedback control investigated here, which employs a spatial shift of the profile of a measured variable, creates very unusual dynamical behavior of the model system resulting in the reversal of the direction of the wave propagation.

The present investigation is focused on the case in which the spatial period of the external or feedback signal is the same as that of the propagating wave. We have shown that the phase dynamic approach is quite successful in treating such systems, and indeed, almost all the phenomena found in the numerical simulations can be accounted for within the phase dynamics framework. In the case that the periods of the external forcing and the propagating wave are incommensurate, however, it is believed that the dynamics would be more complicated and that the system would exhibit a much greater variety of patterns. Some preliminary findings for systems of this type are presented in [28]. An extension of the theory used there will be reported in the future.
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