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Instability of Interarea Oscillation Mode by
Autoparametric Resonance

Naoto Kakimoto, Member, IEEE, Akira Nakanishi, and Katsuyuki Tomiyama

Abstract—There is a low-frequency interarea oscillation mode
in middle and western 60-Hz areas of Japan. The mode is damped,
i.e., stable for small disturbances, but diverges in an oscillatory
manner for large disturbances. It restricts power transmission
in the areas. This paper shows that the instability is caused
by nonlinear interactions between a few modes. The areas are
represented with West30-machine system model prepared by the
IEE of Japan. Numerical simulations are executed to obtain a
critical case in which generator swings last without diverging
or damping. Natural oscillation modes contained in the swings,
are then calculated. Two modes have strong interactions with the
interarea mode, and act so as to deteriorate its damping. Last, we
examine how their influence changes with load level of the system.

Index Terms—Autoparametric resonance, interarea oscillation
mode, power system stability.

I. INTRODUCTION

M IDDLE and western 60-Hz areas of Japan form a typical
longitudinal power system. A weakly damped interarea

oscillation mode exists in the system, and restricts its transmis-
sion capacity. Eigenvalue analysis is effective for small distur-
bances. However, for large disturbances like three phase short
circuits, nonlinear modal interaction becomes strong, and has
significant effect on the stability [1]–[4].

Autoparametric resonance is a phenomenon in which one os-
cillation mode is excited by other oscillation modes to grow
[5]. Several studies have been made on power systems [1], [2],
[6]–[9]. For the resonance to occur, mode frequencies must sat-
isfy some relation. In longitudinal power systems, however, the
ratio of the lowest frequency to the second one is about 1:2, and
the autoparametric resonance occurs in a natural manner. Modal
interaction is brought by loads. As loads increase in amount,
the interaction becomes stronger. For this reason, most studies
do not consider generator control systems. However, the res-
onance is observed in a system with automatic voltage regula-
tors. Further, a Hopf bifurcation occurs due to excitation system
dynamics in a single machine infinite bus system [10]. Some
studies have been made on this phenomenon [11]–[13]. Its ap-
plication to longitudinal power systems is being attempted.

This paper examines an autoparametric resonance in a power
system named West30-machine system model. This model was
prepared by the IEE of Japan, and it represents the middle and
western areas of Japan. In this model, automatic voltage reg-

Manuscript received April 19, 2004. Paper no. TPWRS-00583-2002.
N. Kakimoto is with Kyoto University, Kyoto, Japan (e-mail: kakimoto@

kuee.kyoto-u.ac.jp).
A. Nakanishi is with Ito-chu Corporation, Tokyo, Japan.
K. Tomiyama is with Kansai Electric Power Company, Osaka, Japan.
Digital Object Identifier 10.1109/TPWRS.2004.836265

ulators and speed governors are considered, active load power
is represented as constant current, and its structure is not simple
but reflects the real system. In this analysis, generator swings are
decomposed into natural oscillation modes, and their interaction
is investigated. Harmonic balance method is applied to derive
periodic solutions [14]. By this analysis, it is clarified that the
1:2 autoparametric resonance occurs in this model system. Fur-
ther, 1:1 resonance with a mode related with the control systems
appears. This resonance has been overlooked in the preceding
studies. It may be related with the prescribed Hopf bifurcation.
We observe how two modes interact to cause the resonance. The
1:2 and 1:1 resonances both act so as to make the interarea mode
diverge. We examine their participation in the instability.

First, we describe the object system, and execute numerical
simulations to see how generator swings diverge in Section II.
Next, we do eigenvalue analysis to examine force which acts
between modes in Section III. Further, we examine two reso-
nances among modes in Section IV. Lastly, we show relation
between load and critical clearing time, and then how each res-
onance participates in the instability in Section V. The results
are summarized in Section VI.

II. DESCRIPTION OF PHENOMENON

A. Power System

Fig. 1 shows the IEEJ West30-machine system. This system
represents the middle and western 60-Hz areas of Japan. There
are 30 generators, 115 buses, and 99 transmission lines. Total
generation capacity is 128 840 MVA and load is 100 200 MW.

Each generator has a field winding and a damper winding in
-axis, and a damper winding in -axis. Fig. 2 shows its excita-

tion system, where is terminal voltage, and is excitation
voltage. There are two types of speed governors. One in Fig. 3(a)
is used for 25 thermal or nuclear generators. One in Fig. 3(b) is
used for five hydraulic generators, i.e., , , , , .

denotes rotor speed deviation, and is mechanical input.
Loads depend nonlinearly on bus voltages. Active power is

assumed to be constant current, and reactive power is constant
impedance. Their frequency characteristics is not considered.
As for system parameters, refer to http://www.iee.or.jp.

B. Swing Equations

Each generator has 13 or 11 state variables related with the
rotor angle, speed, flux, excitation system, and speed governor.
Total state variables are 380, denoted by , for the system in
Fig. 1. Their time variation is described by

(1)
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Fig. 1. IEEJ West30-machine system.

Fig. 3. Speed governor.

Fig. 2. Excitation system.

where and are 1 vectors. holds at an initial
equilibrium point . We use the Runge-Kutta method for nu-
merical solution of (1).

Fig. 4 shows swing curves for a three phase short circuit fault
indicated in Fig. 1. Load level is 0.9; we multiply each load
and generator power by 0.9. The system is returned to the ini-
tial one after clearance of the fault. is a reference of rotor
angle. If clearing time is 0.110 s, rotor swings decay with
time as in Fig. 4(a). Fig. 4(b) is for a critical clearing time of
0.114 s, in which the swings last. However, if the clearing time
is 0.118 s, the swings diverge in an oscillatory manner, as shown
in Fig. 4(c).

The critical clearing time for the first swing instability is
0.214 s. Compared with this value, 0.114 s for Fig. 4 is consid-
erably small. This means that the instability observed in Fig. 4
is more important than the first swing instability. It is unknown
why this phenomenon occurs. In the following, we clarify its
mechanism.

III. MODE ANALYSIS

A. Eigenvalue Analysis

Linearizing (1) at the equilibrium point gives

(2)

where is an matrix and

There are eigenvalues in this system. A pair of conjugate
eigenvalues denoted by

(3)
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Fig. 4. Swing curves for a three phase short circuit.

correspond to a natural oscillation mode . Important ones are

0:
1:
2:
3:

Fig. 5. Eigenvectors.

where are mode numbers. The eigenvectors corre-
sponding to these eigenvalues are expressed by

(4)

where , , and are 1 vectors.
Fig. 5 shows parts of vector and for mode . Only

components corresponding to rotor angles are shown.
for rotor angles. shows that generators

oscillate against the remaining generators in mode 1. We can
see this mode clearly in Fig. 4(b).

B. Mode Component

Consider a linear transformation

(5)

where
;

;
.

and are components corresponding to and . Two eigen-
values , correspond to and as in (4). If an eigenvalue

is real number, only and are incorporated in and .
Since there are eigenvalues in all, is matrix, and is

1 vector. We assume is nonsingular and diagonalizable.
Fig. 6 shows time variations of the component for Fig. 4(b)

which is obtained by solving (5). Mode have different
natural frequencies, and they oscillate independently right after
the fault. However, they synchronize soon, and oscillate peri-
odically after . The period is 3.46 s, and the angular
frequency is 1.82 rad/s. Fourier analysis shows that
contains mainly three frequency components of 0, , and .
Their amplitudes are 0.36, 0.88, 0.16 in , 0.51, 0.53, 0.12 in

, 0.01, 0.05, 0.17 in , and 0.05, 0.09, 0.21 in . The com-
ponents of are dominant in and while the components of

are dominant in and . This synchronization is brought
by coupling among the modes.

C. Mode Coupling

With (5), (1) is transformed as follows:

(6)

where
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Fig. 6. Mode components.

Since , is an equilibrium point. is force
which acts on , respectively. We rewrite as

(7)

where consists of the second and higher order terms of .
Substituting (7) into (6) yields

(8)

where

is a block diagonal matrix

(9)

where is a 2 2 or 1 1 matrix. For a pair of conjugate eigen-
values , becomes

For a real eigenvalue , reduces to

If the nonlinear term in (8), all modes are decoupled.
However, this is not always true.

As an example, we consider mode 1. From (6), and are
functions of . To examine coupling with mode 2, we set as

and calculate , which is denoted by . Similarly,
we set as

and define . Fig. 7 shows variations of and
with or , where , 0, or 0.2. Clearly,

. If , their inclinations are
and at the origin. In Fig. 7,

the inclination of changes little with , However, the incli-
nation of changes considerably with . Hence, and are
approximated as follows:

Fig. 7. Effect of mode 2 on mode 1.

We can examine coupling with or other modes in a similar
manner. However, if other nonlinear terms are negligible, mode
1 varies as

(10)

If , the inclination of changes periodically, and
if is large enough, mode 1 diverges even if . This
is known as parametric excitation [14], [15]. The instability is
conspicuous when .

IV. INTERACTION BETWEEN MODES

We assume for all . The equilibrium point is
stable and has a region of attraction. We simply say a system is
stable when it converges to . If reduces to 0 in (10), no
instability occurs. Some interaction among modes is necessary
to explain the phenomenon in Fig. 4.

Modes in Fig. 6 play main roles in the phenomenon.
In this section, we consider their interaction. Other modes are
small in amplitude, and have weak coupling with these modes.
They are considered in the next section.

A. Interaction Between Mode 1 and 0

First, we consider interaction between mode 1 and 0.
The modes vary according to

(11)

Only essential terms are included to simplify analysis.
means that changes its inclination with . means that

is not a straight line as seen in Fig. 7. is affected by
through .
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If , mode 1 is independent of mode 0. Its varia-
tion is described by the first two equations in (11). The system
has a quadratic term , and it may have some limit cycles
[16]. However, no limit cycle exists in this case as shown in the
Appendix. Similary, if , mode 0 is independent of mode
1. It clearly has no limit cycle. The terms and form
main parts in interaction between mode 1 and 0, and they make
the system unstable.

For example, we choose the parameters as ,
, , , , and

. In Fig. 6, modes 1 and 0 are both excited by the fault.
However, to show the importance of mode 1, we set the initial
system state as follows:

The system diverges if is greater than a boundary value.
Fig. 8(a) shows an unstable case where is 1.69 while the
boundary value is 1.688. Mode 0, initially set zero, is excited
by mode 1. Conversely, mode 1, if set zero, is not excited by
mode 0 as is clear from (11). The boundary value changes with
the intial state. In the next section, we set the initial state by
(5) with at fault clearing time . The boundary
value varies with as in Fig. 8(b). If we increase damping, the
stable region enlarges. Fig. 8(c) shows curves of - and -
for a boundary case . draws a simple closed curve due to

. However, twists once, which is brought by . If
, reduces to

In Fig. 8(c), U is a point where holds. Over
U, , and mode 1 monotonically diverges. In the
boundary case, starts from the point indicated by , and
converges to the closed curve. The value of at U varies with

, as shown in Fig. 8(b).
Mode 0 is synchronized with mode 1 in Figs. 6 and 8(a) while

their natural frequencies are different. This is caused by term
. Since varies periodically for the boundary case , we

approximate it as

(12)

where and are constants [14]. Substituting

into (11) gives

(13)

where is assumed. In Fig. 8(c), , ,
and , and accordingly

. This explains why is synchronized with . If
, the term does not appear. By substituting (12) and

(13) into the first equation of (11), and examining its coefficients
on constant, , and terms, we obtain

(14)

(15)

(16)

Fig. 8. Interaction between mode 1 and 0.

The periodic solution in (12) must satisfy these relations. The
constant term arises owing to as is clear from (14), and
it rapidly increases with . The frequency lowers with
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according to (15). The right side of (16) is related with damping
of mode 1. It starts from , increases with and ,
and reaches zero, where we obtain periodic oscillations, i.e., a
limit cycle. This is shown in Fig. 8(c) by dotted lines, where

, , and .

B. Interaction Among Mode 1, 2, and 3

Interaction between mode 1 and 2 is a crucial factor in the
instability of Fig. 4 although it is not so simple as that between
mode 1 and 0. Next, we consider a system described as follows:

(17)

There are four nonlinear terms besides , i.e., ,
, , and . Even if , these terms

cause instability.
As an example, we choose the parameters as

, , , ,
, , , and . The initial

system state is

The system is unstable if is greater than a boundary value.
Fig. 9(a) shows an unstable case, where is 0.204 while the
boundary value is 0.2025. The boundary value changes with
as in Fig. 9(b). When damping is small as

, we can see a sharp dip of in the vicinity of
, where holds. This is due to

resonance as described later. If we increase damping, the stable
region enlarges. Fig. 9(c) shows curves of - and - for a
boundary case . Though draws a simple closed curve,
is twisted at two points, which is caused by periodic change in
the inclination of through the term .

We assume again varies periodically as

(18)

There is no direct excitation of mode 2 by mode 1. Mode 3 is
excited first through the term , and then mode 2 is excited
through . is expressed as

(19)
Substituting (18) and (19) into the first equation of (17), and
comparing its coefficients on constant, , and terms
yield

(20)

Fig. 9. Interaction among mode 1, 2, and 3.

(21)
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Fig. 10. Coefficients of y and y .

(22)

For derivation, refer to the Appendix . These equations must
be satisfied by , , and for a periodic solution in (18)
to exist. We calculate and from (20) and (21) for a given
value of , and then examine whether (22) holds or not. Since
its second term increases with , (22) is satisfied for some value
of .

Fig. 10 shows variation of and in (19), where .
Since is small compared with , we examine further. By
expressing as

(23)

we obtain

takes large values in the vicinity of

Similarly, by expressing as

(24)

we obtain

Fig. 10 shows and , too. Neglecting gives

They take large values in the neighborhood of

With an increase in and , approaches to make
, , and large. As a result, (22) holds when .

Fig. 9(c) shows an approximate result obtained by (18)~(22),
where and .

C. Interaction Among Mode 1, 0, 2, and 3

Two systems described by (11) and (17) become unstable due
to nonlinear interaction among modes. Lastly, we combine them
as follows:

(25)

Nonlinear terms like are included in the
system. These terms are essential to this system. Some other
terms with coefficients are also included. They have
small, but some influence as a whole.

We choose parameters as follows: , ,
, , , ,

, , , , ,
, , , , ,
, , , , .

These values apply to the system of Fig. 4. The initial system
state is set as

Fig. 11(a) shows the boundary value of . It varies with .
Fig. 11(b) shows time variations of , , , and for a
boundary case . We can see variation similar to Fig. 6.
Fig. 11(c) shows curves of – and – for the same
case. draws a simple closed curve, and is twisted at two
points. This is similar to Fig. 9(c).

We rewrite the third equation of (25) as follows:

(26)
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Fig. 11. Interaction among mode 1, 0, 2, and 3.

where

Fig. 12. Detailed analysis.

Equation (26) is similar to one in (17). Considering (13) and
(24), we represent as (19), then (20)~(22) follow. As a trial,
we approximate as

where . With these approximations, we obtain
broken lines in Fig. 11(c). Since the term is large,
is twisted at two points. If we neglect this term, twists at
one point due to the term as in Fig. 8(c). We substitute

and into the right side of (22). Its value
becomes 0.001, and (22) is accurately satisfied.

V. DETAILED ANALYSIS

Equations (16) and (22) shows that the stability of mode 1
is affected by interaction with other modes. To understand its
mechanism, we used simple models as (11), (17), and (25). In
this section, we use more accurate models based on (6). For
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example, when considering interaction between mode 1 and 0,
we set as

and numerically integrate (6). The initial value of is calculated
by (5) from at clearing time . We can arbitrarily increase the
number of modes to consider in the same way.

Fig. 12(a) shows variation of critical clearing time. If all
modes are considered, its value coincides with that obtained
by (1). The critical clearing time is small compared with that
for the first swing instability. It reduces to zero at load level
1.04, where the eigenvalue of mode 0 crosses the imaginary
axis after passing near a strong resonance [17] with mode 1 as
in Fig. 12(b). In this range, mode 0 is weakly damped. It has
an unstable limit cycle by itself for , and causes a
subcritical Hopf bifurcation at load 1.04. However, our interest
is in the where mode 1 forms an unstable limit
cycle through interaction with other modes. We examine it
further.

First, we consider mode 1 alone. In this case, mode 1 mono-
tonically diverges if it crosses the point U shown in Fig. 8(b)
and (c). By combining with mode 0, the critical clearing time
improves a little. However, mode 1 diverges in an oscillatory
manner as seen in Fig. 8(a). If we add mode 2 and 3 further, the
critical clearing time deteriorates. Its value is close to that ob-
tained by incorporating all modes. We can confirm that mode 0,
2, and 3 have significant influence on the stability of mode 1.
In practical systems, critical clearing times are kept greater than
0.1 s. Under such operating conditions, this mode interaction is
thought to play important role.

VI. CONCLUSIONS

In this paper, we considered an instability of a low-frequency
interarea mode in the IEEJ West 30-machine system model.
The results are summarized as follows.

1) The interarea mode (mode 1) is stable for small distur-
bances, but diverges in an oscillatory manner for large
ones. Its critical clearing time is considerably small com-
pared with that for the first swing instability.

2) Mode 1 is stable by itself, but diverges owing to interac-
tion with other modes.

3) Mode 0 is related with control systems. Its natural fre-
quency is lower than mode 1. It is excited by mode 1, and
acts so as to make mode 1 diverge.

4) Mode 2 is indirectly excited by mode 1 through mode 3.
Its natural frequency is two times higher than mode 1. It
deteriorates the stability of mode 1 further.

5) All modes must be considered to obtain accurate results,
but close results are obtained by considering several main
modes.

APPENDIX

A. Non-Existence of Limit Cycle

If , the first two equations in (11) are transformed as
follows:

where , . There are two equilibrium points
in this system, i.e., and . We
define a function

The time derivative of is

(27)

If there is a limit cycle, and periodically vary, and also
varies periodically. However, (27) shows that decreases with
time. This contradicts that a limit cycle exists.

B. Derivation of (20)~(22)

From the second equation of (17)

(28)

is obtained. Differentiating this equation yields

(29)

Substituting (18), (19), and (28) into the first equation of (17)
gives

(30)
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By comparing constant, , and terms in (29) and
(30), we obtain

After some manipulation, (20)–(22) are derived.
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