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Monitoring of Interarea Oscillation Mode by Synchronized Phasor Measurement

Naoto Kakimoto, Member, IEEE, Masahiro Sugumi, Tohru Makino, and Katsuyuki Tomiyama

Abstract—There is a low-frequency interarea oscillation mode in middle and western 60-Hz areas of Japan. Its stability determines available transfer capacity of a tie-line. We propose a method of monitoring its stability by phasor measurements synchronized using the global positioning system. The phase angle between two places deviates randomly. However, its Fourier spectrum shows a clear peak corresponding to the interarea mode. We estimate its frequency and damping from the spectrum. The estimation results agree well with those obtained by curve fitting for large disturbances. It is also possible to estimate the eigenvector. We examine how the eigenvalue varies with the total generation and power flow in the areas.

Index Terms—Global positioning system (GPS), interarea oscillation mode, monitoring, power system stability, synchronized phasor measurement.

I. INTRODUCTION

There is an interarea oscillation mode in middle and western 60-Hz areas of Japan. The mode is stable for small disturbances. However, if its damping is small, it diverges in an oscillatory manner for large disturbances [1]. The mode restricts power transmission in the areas. Available transfer capacity (ATC) is usually calculated by offline numerical simulation. However, it is desired to present the capacity in real time in deregulated electricity markets. As a step to this target, we consider to monitor the eigenvalue and eigenvector of the interarea mode by measurement. We measure several voltages in the areas and compare their phase angles. Sites of measurement are separated from each other by long distances, but it is required to synchronize the measurements.

Synchronized phasor measurement using the global positioning system (GPS) was developed in the early 1990s, and phasor measuring units (PMUs) are now commercially available [2]–[6]. GPS provides a 1 pulse-per-second (PPS) signal and a time tag, which consists of the year, day, hour, minute, and second. The 1-PPS signal is synchronized to within 1 μs of Coordinated Universal Time (UTC). With this signal, PMU’s sample voltage or current, calculate phasor, and output with the time tag. They have several important applications. An adaptive out-of-step relaying based on synchronized real-time phase angles was developed in 1993 [7]. Portable power system monitors were used to record and to analyze blackouts of WSCC in 1996 [8], [9]. Electricite de France started to deploy a coordinated defense plan system against transient instabilities in 1997 [10], [11]. Using relative angles for generator dropping controls was studied [12]. Power system stabilizers with a supplementary input from remote phasor measuring units were also proposed [13].

This paper examines a method of estimating the eigenvalue and eigenvector of the interarea mode in Japan. We use PMUs (NCT2000 Type-A) manufactured by Toshiba [6]. They use 96 samples per cycle of the fundamental frequency to obtain a phasor. Several studies have been made on estimating eigenvalues. Prony analysis is effective to study oscillations following large disturbances [14]. A low-level pseudo-random probing signal is also effective to excite oscillatory modes [15]. Time-domain curve fitting is applied to ambient fluctuations of phase angle in [16]. This method is applicable without disturbing systems, but it yields rather pessimistic results. In this paper, we use a Fourier spectrum to estimate the eigenvalue. This method depends on the random nature of load; therefore, it needs some averaging techniques. We also consider its application to small signal stability monitoring.

First, we describe a measuring method and its results in Section II. Next, we derive a model to explain the results in Section III. A Fourier spectrum of the measurement is considered in Section IV. A method of estimating the eigenvalue is proposed in Section V. The eigenvector is also estimated in Section VI. We verify the effectiveness of the proposed method in Section VII. Lastly, some application to stability monitoring is considered in Section VIII. The results are summarized in Section IX.

II. MEASURING METHOD

Fig. 1 shows the middle and western 60-Hz areas of Japan. These areas consist of six electric power companies $S_1, S_2, \ldots, S_6$; There are some 260 large generators in the areas. The total generation capacity is about 120 GW.

To monitor the interarea mode, we set two phasor measuring units (PMU) at Fukuoka and Otsu. We also set two PMUs temporarily at Hiroshima and Shizuoka. The distance between Fukuoka and Shizuoka is 1000 km, but the PMUs are synchronized with GPS. We measure common wall outlets of 100 V on distribution systems. There are several transformers between an outlet and its upper 500-kV bus. The transformers bring some phase shift, a multiple of 30 degrees. However, this phase shift is not a problem since we do not use phase angle itself but rather use its time derivative for our purpose. We have checked that an outlet yields results almost equivalent to its upper 500-kV bus during daily steady-state conditions.
To explain the result in Fig. 2, we assume the phase angle $\delta$ is described by a second order equation as follows:

$$\frac{d^2\delta}{dt^2} + 2\frac{d\delta}{dt} + \omega^2\delta = s_0 + \sum_{i=1}^{n} s_i(t_i)$$ (1)

where $d$ and $\omega$ are the damping constant and undamped natural angular frequency of the interarea mode, $s_0$ is a constant, $s_i$ is a step change that occurs at time $t_i$, and $n$ is the number of changes. The term $s_i$ represents switching on or off of a load. We can see $\gamma$ represents switching on or off of a load.

As an example, if $s_i$ is an impulse that occurs at time $t_i$, and $\gamma$ is the number of samples. If $\gamma$ is the average magnitude of the impulses. The $s_i$ for even $i$ is $s_i = 0.1\, \text{s}$, and $36\, \text{000}$ samples of the phase angle are obtained every hour.

They are not smooth but contain many pulses, especially in (c).

**III. SYSTEM MODEL**

Fig. 2(a) shows the phase angle oscillation between Fukuoka and Otsu measured at 15:00 on July 28, 2004, where the phase angle of Otsu is taken as reference. Sampling time, denoted by $\Delta t$, is $0.1\, \text{s}$, and $36\, \text{000}$ samples of the phase angle are obtained every hour. The phase angle is about 27 degrees, but it is always fluctuating. We can observe oscillations of $0.37\, \text{Hz}$. They correspond to the interarea mode that we monitor. However, due to constant disturbance, the oscillations do not monotonically decay. They grow sometime and decay another time. It is difficult to determine their damping constant. Fig. 2(b) and (c) are the first and the second time derivatives of the phase angle. They are not smooth but contain many pulses, especially in (c).

Fig. 3(a) shows an example of impulses generated in the above manner, where $\bar{\gamma} = 0.2$, $m = 2^{15}$, $n = 0.9\, \text{m}$, and $p = 8000$. Substituting the impulses $u_i$ into (3) and numerically integrating it yield a time variation of $y$, as shown in Fig. 3(b), where $d = 0.1$, and $\omega = 2\pi \times 0.37$. We can see the variation similar to Fig. 2(b).
In this section, we consider frequency components contained in the variations. Assume \( m \) samples of \( u \), for example, are given at \( t = j \Delta t \) (\( j = 0, 1, \ldots, m - 1 \)), where \( m \) is an even number. The values are represented by a finite Fourier series as

\[
u(t) = \sum_{i=0}^{m} A_i \cos(\omega_i t + \phi_i) \tag{4}\]

where \( t = j \Delta t \) (\( j = 0, 1, \ldots, m - 1 \)). \( A_i, \omega_i, \phi_i \) is amplitude, angular frequency, phase, respectively, and

\[
\omega_i = \frac{2\pi}{m \Delta t} \left( i = 0, 1, \ldots, \frac{m}{2} \right). \tag{5}\]

For details, refer to Appendix A. The amplitude \( A_i \) and phase \( \phi_i \) are efficiently calculated with fast Fourier transform (FFT) \[18\].

Fig. 4 shows Fourier spectra for the simulation results in Fig. 3. The number of samples is \( m = 2^{15} = 32768 \), and the sampling time is \( \Delta t = 0.1 \) s. We use many samples to obtain accurate results. From (4) and (5), 16385 \( (= m/2 + 1) \) frequency components are obtained in

\[0 \leq \omega_i \leq 2\pi \times 5.\]

The maximum frequency is 5 Hz, which is high enough for our purpose. Fig. 4(a) is the spectrum for the impulses \( u \). The amplitudes of the components are not equal but are uniform over all frequencies. Fig. 4(b) shows the spectrum for \( d\delta/dt \). Unlike Fig. 4(a), we can see a clear peak around 0.37 Hz. We consider the reason for this.

The sequence of impulses \( u \) is represented by (4). Substituting (4) into (3) yields

\[
\frac{d^2 y}{dt^2} + 2\frac{dy}{dt} + \omega^2 y = \sum_{i=0}^{m} A_i \cos(\omega_i t + \phi_i). \tag{6}\]

The response of the system is

\[y = \sum_{i=0}^{m} c_i \cos(\omega_i t + \phi_i + \theta_i) \tag{7}\]

where

\[c_i = \frac{A_i}{\sqrt{(\omega_i^2 - \omega^2)^2 + 4d^2 \omega_i^2}},\]

\[\tan \theta_i = \frac{2d \omega_i}{(\omega_i^2 - \omega^2)}. \tag{8}\]

The amplitudes in Fig. 4(b) correspond to \( c_i \) in (7). If \( A_i \) is constant for all \( i \), \( c_i \) takes its maximum value

\[c_i = \frac{A_i}{2d\omega} \sqrt{1 - \left(\frac{d}{\omega}\right)^2} \sim \frac{A_i}{2d\omega} \tag{9}\]

at

\[\omega_i = \sqrt{\omega^2 - 2d^2} \sim \omega. \tag{10}\]

If \( d \) is small, the maximum value (9) becomes large.

Fig. 5 shows a Fourier spectrum for the measurement \( d\delta/dt \) in Fig. 2(b). The number of samples is \( m = 2^{15} \), and the sampling time is \( \Delta t = 0.1 \) s, again. The amplitude shows variation similar to Fig. 4(b). It takes the maximum value around 0.37 Hz. From (10), this frequency is close to the undamped natural frequency of the interarea mode.
V. ESTIMATION OF EIGENVALUE

A. Description of Method

Comparison of Figs. 2 and 5 with Figs. 3 and 4 shows that the interarea mode is well described by (3). The Fourier spectra in Figs. 4 and 5 contain information on \( \omega \) and \( d \) of (3). If these parameters are known, the eigenvalue of the interarea mode is given by

\[
\lambda = -d \pm j\omega \sqrt{1 - \left(\frac{d}{\omega}\right)^2} \simeq -d \pm j\omega.
\]  

(11)

We estimate \( \omega \) and \( d \) by (8) from the Fourier spectra. The amplitude \( c_i \) is obtained by FFT. However, \( A_i \) is unknown; therefore, we use a curve-fitting method. We replace \( A_i \) with a constant \( A \), define a function

\[
g(\omega_i) = \frac{A}{\sqrt{(\omega_i^2 - \omega^2)^2 + 4tP\omega_i^2}}
\]  

(12)

and search for \( \omega, d, \) and \( A \), which minimize

\[
I = \sum_{i=0}^{N} (c_i - g(\omega_i))^2.
\]  

(13)

A procedure of minimizing \( I \) is described in Appendix B.

B. Application of Method

Fig. 6 shows an example of estimation. The Fourier spectrum in Fig. 4(b) was generated by simulation for \( f = 0.37057 \) Hz and \( d = 0.1 \), where \( f = \omega/2\pi \). The estimated values from the spectrum are \( f = 0.36968 \) Hz, \( d = 0.10722 \), and \( A = 0.00062 \). The estimated values agree well with the given values. Substituting them into (12) gives a smooth line in Fig. 6. For comparison, we consider an average amplitude defined by

\[
c_{ij} = \frac{1}{2k+1} \sum_{j=-k}^{i+k} c_i
\]  

(14)

where \( k \) is 15 in Fig. 6. The curve by (12) fits the averaged spectrum closely.

Fig. 7 shows another example of estimation. The Fourier spectrum in Fig. 5 was obtained for the measurement in Fig. 2(b). The estimated values from the spectrum are \( f = 0.37057 \) Hz, \( d = 0.13467 \), and \( A = 0.00062 \). The damped natural frequency by (11) shifts a little from 0.370 57 to 0.36995 Hz. The curve by (12) fits well the average amplitude \( \bar{c}_i \), where \( k \) is 15. There is some discrepancy between them in the range over 0.5 Hz, however. This discrepancy is brought by other oscillation modes. To avoid their influence on the estimation, we minimize (13) for \( \omega_i \) in a limited range

\[
0 \leq \omega_i < 2\pi(f_{max} + 0.05)
\]  

(15)

where \( c_i \) takes its maximum at \( f_{max} \sim f \).

C. Stochastic Characteristics

The proposed method is based on random variation of load, and it has a stochastic nature. To test its nature, we execute simulation of (3) and see variations of \( \omega \) and \( d \) in 24 h. The number of samples and the sampling time are the same as in Fig. 3, i.e., \( m = 2^{15} \) and \( \Delta t = 0.1 \) s. Since one time interval is
215 × 0.1 s = 54.6 min, 28 intervals are necessary for the above simulation. The sequence of impulses \( u \) are generated by (2). We use \( j_1 \) for the first interval but use \( j_{n+1} \) as new \( j_1 \) for the second interval. This process is iterated for the succeeding intervals.

Fig. 8(a) shows estimated values of \( f \) and \( d \), where \( f \) and \( d \) of (3) are fixed at 0.37 Hz and 0.1. The number of impulses are \( n = 0.9m \). The estimation is made every 5 min with the next 215 samples. Due to randomness of the impulses, the estimated values deviate from the true values. Their averages over 24 h are 0.370 Hz and 0.100 and are very close to the given values. The standard deviation \( \sigma \) is 0.17% for \( f \) and 8.11% for \( d \). Thus, we can estimate \( f \) very accurately, but we have some error in estimation of \( d \). We can solve this problem by averaging estimated values over some time interval.

Fig. 8(b) shows the standard deviation for \( d \) when the number of impulses changes as \( n = r \times m \), where \( r \) is the density of impulses, and \( 0 \leq r \leq 1 \). Two sequences of impulses are generated by (2) with \( p = 8009 \) and 1009. There is no much difference between the results. The standard deviation is about 5% for \( r = 0.2 \sim 0.8 \) and increases as \( r \to 0 \) or 1. It remains less than 12%, however. It is unknown which \( \sigma \) applies to the real system. We examine this later.

VI. ESTIMATION OF EIGENVECTOR

The eigenvalue of the interarea mode observed in Fig. 2 was estimated in Fig. 7. In this section, we consider to measure its eigenvector. Fig. 9(a) shows the eigenvector of the interarea mode obtained by eigenvalue analysis. The areas at 15:00 on July 28, 2004 are modeled with 244 generators. The generators are lined up from S1 to S6, while some overlap exists. The areas oscillate in two groups, i.e, \( S_1 \sim S_3 \) and \( S_4 \sim S_6 \). The eigenvector shows how each generator swings under the interarea mode. If we could measure this vector, it would be interesting. It is also useful for control of the mode [13].

Fig. 9(b) shows some Fourier spectra for the measurement in Fig. 2(b). The spectra are averaged by (14), where \( k = 30 \). In Fig. 7, we considered the difference between Fukuoka and Otsu. The result is shown again by a thin line. However, in this figure, we analyze them separately. The results are shown by two thick lines. We can see clear peaks at 0.37 Hz, although some large components exist around 0 Hz. The peak value is 0.0426 for Fukuoka and 0.0165 for Otsu. The sum is 0.0591, which is very close to the peak value 0.0582 of Fukuoka–Otsu. This implies that Fukuoka and Otsu swing in the opposite direction. The ratio of 0.0426 to 0.0165 is 2.58. By identifying generators near Fukuoka and Otsu, we place them on the eigenvector in Fig. 9(a). The measured results agree well with the eigenvalue
analysis. In the figure, we also show the results for 15:00 of November 17, 2004, when we measured at four places. There is some change, but we can see good agreement between analysis and measurement. The eigenvector is stiff, but it varies with time and season.

VII. APPLICATION TO REAL SYSTEM

Fig. 10 shows two estimation results. One is for July 28, 2004, when we have peak load of the year. The other is for November 17, 2004, when load is light. The estimation is made every 5 min. In both cases, the frequency varies slowly with time, but the damping fluctuates rapidly. This is similar to Fig. 8(a). The fluctuations are removed by taking the average over a time interval. The broken lines are for averages over ±1.5 h. It is not probable that the damping varies irrespective of the frequency. Therefore, this averaging may be necessary. The standard deviation $\sigma$ from the averaged value is 6.58% for July 28 and 6.04% for November 17. Judging from Figs. 2(c) and 8(b), the density of impulses is considered to be $0.9 \sim 1.0$.

Next, we check the accuracy of our method. As observed in Fig. 2, the interarea mode is constantly driven by small disturbances, and our method is based on this nature. Unlike Fig. 8, the true values of $f$ and $d$ are not given. However, due to a fault or generator test, a relatively large disturbance is applied to the mode a few times per year. In such cases, small disturbances are negligible, and (3) reduces to

$$\frac{d^2y}{dt^2} + 2d\frac{dy}{dt} + \omega^2y \simeq 0 \tag{16}$$

and $y$ varies according to

$$y \simeq Be^{-\omega t} \sin(\omega t + \psi) \tag{17}$$

until it reaches normal state, where $B$ and $\psi$ are constants. In these cases, we can determine $\omega$ and $d$ by curve-fitting of (17) on measured values of $y$. As a check, we compare these values with results estimated by our method.

Fig. 11 shows one example. A governor test was made near Shizuoka at 17:00 on November 17, 2004. Fig. 11(a) shows time variations of $y = dB/\omega$ at Fukuoka, Hiroshima, and Otsu, where Shizuoka is taken as reference. We can see familiar swing curves. Fig. 11(b) shows the swing curve between Fukuoka and Shizuoka. The values of $\omega$ and $d$ obtained by the curve-fitting in $t = 1.5 \sim 15$ s are 0.416 Hz and 0.187. The approximation by (17) fits well the measured curve. The disturbance is not so large, and nonlinear effects are not seen. The estimated values in Fig. 10(b) are 0.414 Hz and 0.182 (averaged). They are close to the above values.
Fig. 12 shows another example. There was a fault of a 500-kV system at 19:56 on August 17, 2004. Its location is the tie-line connecting $S_1$ and $S_2$. Fig. 12(a) shows estimated values of $f$ and $d$. We can see variations similar to Fig. 10. The values of $f$ and $d$ (averaged) at 19:56 are 0.400 Hz and 0.211. Fig. 12(b) shows the measured swing curve for the fault. The approximation by (17) fits well the measurement in $t = 3405 \sim 3415$ s and gives $f = 0.396$ Hz and $d = 0.214$. Nonlinear effects are not seen, again. The values of $f$ and $d$ obtained by the two different methods agree well.

In the above examples, the interarea mode of interest was mainly excited, and we used them to check the validity of our method. However, other events may excite other modes and may influence our method. We can avert this problem by limiting the frequency range as (15) since the interarea mode is separated from the other modes, as shown in Fig. 7.

VIII. MONITORING STABILITY

Fig. 13 shows how the measured eigenvalue varies with the total generation in the areas. The eigenvalue by (11) is plotted every hour for May 9, July 28, and November 17 of 2004. The total generation was 37.6 $\sim$ 51.7, 44.6 $\sim$ 64.6, and 48.1 $\sim$ 95.2 GW for each day. With increase in the generation, the frequency lowers to 0.369 Hz. The damping (averaged) also decreases with the total generation. The minimum damping is 0.137. This result implies that the stability of the interarea mode deteriorates with the total generation. It is desirable to maintain an appropriate level of stability, for example, $d = 0.1$. We call this alarm level.

The eigenvalue also varies with power flow. Fig. 14 shows results of eigenvalue analysis for 15:00 of July 28, 2004. The power flow of the tie line connecting $S_1$ and $S_2$ in Fig. 1 was 1.57 GW. We change the flow, denoted by $P$, by adjusting the number of generators in $S_1$ and $S_2$. The frequency and damping lower with increase in the flow. The damping becomes zero at 4.84 GW. This is small signal stability limit. The damping reaches the alarm level, i.e., $d = 0.1$ when the flow is 3.57 GW. The ATC based on this level is 2.00 ($= 3.57 - 1.57$) GW. If the flow varies freely as the eigenvalue analysis, it is easy to find the ATC. However, in the real system, the flow does not vary so much at present.

The power flow and the eigenvalue measured every hour on July 28 are shown in the figure. The power flow stayed around 1.57 GW almost through the day. However, it reduced from 1.568 GW (5:00) to 1.184 GW (6:00). With this change, the damping increased from 0.200 10 to 0.211 93. The total generation was 48.37 and 48.31 GW. The flow returned to 1.556 GW at 9:00. The ratio of variations in $d$ and $P$ is

$$\gamma = \frac{\Delta d}{\Delta P} = \frac{0.211 93 - 0.200 10}{1.568 - 1.184} = 0.0308,$$

where $\Delta d$ and $\Delta P$ are the variations in damping and power flow, respectively.
With this ratio, the ATC at 5:00 is estimated as

\[
\text{ATC} = \frac{0.200 \times 10 - 0.1}{0.0308} = 3.25 \text{ GW}.
\]

This value is considerably greater than 2.00 GW. The damping decreases to 0.13995 at 15:00, and the ATC also reduces to

\[
\text{ATC}' = \frac{0.13995 - 0.1}{0.0308} = 1.30 \text{ GW}.
\]

Thus, ATC varies with time.

Two kinds of errors are considered to appear in the estimation of ATC. The first error comes from the fact that \( \hat{d} \) is a nonlinear function of \( P \), as shown in Fig. 14. However, this error becomes small as \( \hat{d} \) approaches 0.1 and as \( \Delta d \) becomes small. The second error comes from the accuracy of \( \gamma \). One solution is to change \( P \) by small amount \( \Delta P \) and measure \( \Delta d \) periodically. Further measurement and investigation will be required to obtain a more reliable value of ATC, however. This is left as a future work.

\textbf{IX. CONCLUSION}

In this paper, we considered a method of monitoring an interarea oscillation mode in 60-Hz areas of Japan. The results are summarized as follows.

1) Two PMUs set at Fukuoka and Otsu successfully measure deviation of phase angle due to the mode from 100-V outlets on distribution systems during steady-state conditions.

2) The Fourier spectrum of the deviation shows a clear peak corresponding to the interarea mode. Its eigenvalue is accurately estimated by a curve-fitting method.

3) Its eigenvector is also estimated by separately calculating a Fourier spectrum for each measuring point. The estimation agrees well with the eigenvalue analysis.

4) The method is based on ambient noise caused by random load switching. It does not need an external signal to excite the mode and is applicable without disturbing the system.

5) The standard deviation of the estimation is about 6\% for the real system. This deviation is removed by averaging estimates over 3 h.

6) The method now uses 54.6 min of samples to obtain an estimate. It is desirable to reduce the number of samples.

7) The eigenvalue changes with the total generation and power flow in the areas. Monitoring it is useful to know stability limits and ATC.

\textbf{APPENDIX A}

\textbf{FOURIER TRANSFORM}

If \( m(=2N) \) samples of \( x(t) \) are given at \( t = j\Delta t \), where \( j = 0, 1, \ldots, m - 1 \), they are represented by a finite Fourier series as follows:

\[
x(j\Delta t) = \frac{a_0}{2} + \sum_{i=1}^{N-1} \left( a_i \cos \frac{\pi i j}{N} + b_i \sin \frac{\pi i j}{N} \right) + \frac{a_N}{2} \cos \frac{\pi j}{N} \quad (18)
\]

where

\[
a_i = \frac{1}{N} \sum_{j=0}^{m-1} x(j\Delta t) \cos \frac{\pi i j}{N} \quad (i = 0, 1, 2, \ldots, N)
\]

\[
b_i = \frac{1}{N} \sum_{j=0}^{m-1} x(j\Delta t) \sin \frac{\pi i j}{N} \quad (i = 1, 2, \ldots, N - 1).
\]

The coefficients \( a_i \) and \( b_i \) are efficiently calculated by FFT. We rewrite (18) as

\[
x(j\Delta t) = \sum_{i=0}^{N} c_i \cos \left( \frac{\pi i j}{N} + \psi_i \right) \quad (19)
\]

where \( c_0 = a_0/2, c_N = a_N/2, \psi_0 = \psi_N = 0 \), and

\[
c_i = \sqrt{a_i^2 + b_i^2}, \quad \tan \psi_i = -\frac{b_i}{a_i} \quad (i = 1, 2, \ldots, N - 1).
\]

Further, (19) is transformed as

\[
x(t) = \sum_{i=0}^{N} c_i \cos \left( \frac{\pi i j\Delta t}{N} + \psi_i \right) = \sum_{i=0}^{N} c_i \cos(\omega_i t + \psi_i) \quad (20)
\]

where

\[
\omega_i = \frac{\pi i}{N\Delta t}, \quad t = j\Delta t.
\]

Thus, (4) is derived.

\textbf{APPENDIX B}

\textbf{MINIMIZATION}

The minimum point must satisfy

\[
\frac{\partial I}{\partial A} = -2 \sum_i (c_i - Ah_i)h_i = 0 \quad (21)
\]

\[
\frac{\partial I}{\partial \omega} = -4A\omega \sum_i (c_i - Ah_i)h_i^3 (\omega_i^2 - \omega^2) = 0 \quad (22)
\]

\[
\frac{\partial I}{\partial d} = 8Ad \sum_i (c_i - Ah_i)h_i^3 \omega_i^2 = 0 \quad (23)
\]

where

\[
h_i = \left( (\omega_i^2 - \omega^2)^2 + 4d^2\omega_i^2 \right)^{-\frac{1}{2}}.
\]

From (21), \( A \) is given by

\[
A = \frac{\sum_i c_i h_i}{\sum_i h_i^2}. \quad (24)
\]

Equation (23) reduces to

\[
\sum_i (c_i - Ah_i)h_i^3 \omega_i^2 = 0. \quad (25)
\]
From (22) and (25), we obtain

$\sum_i (c_i - A h_i) h_i^3 = 0, \quad (26)$

We start from an initial approximation, for example, $f = 0.4$ Hz and $d = 0.2$, where $\omega = 2\pi f$. Since the value of $A$ is given by (24), $f$ is a function of $f$ and $d$. First, we minimize $I$ for $f$ and then for $d$ by changing them by 0.01. We iterate this process until we reach the minimum point with the accuracy of 0.01. Then, we apply the Newton–Raphson method to (25) and (26) to obtain a more accurate result.
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