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Dynamical aspects of an adiabatic piston are investigated, based on the mass ratio expansion of the master equation for the piston velocity distribution function. Simple theory for piston motion and relaxation of an ideal gas in a cylinder turns out to reproduce our numerical experiments quantitatively.
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Here and hereafter we set the Boltzmann constant equal to 1. Similarly the transition rate due to a collision with a particle in the cell \( r \) is given by

\[
W_r(V\rightarrow V') = n_r[(M+m)/(2m)^2](V-V')A_{fM} \\
\times \left(\frac{(M+m)V'-(M-m)V}{2m}T_r\right) \\
\times \Theta(V-V').
\]

(5)

Since the piston velocity \( V \) changes due to collisions with particles in both the right and left cells, the (total) transition rate \( W(V\rightarrow V') \) is defined by \( W(V\rightarrow V') = W_l(V\rightarrow V') + W_r(V\rightarrow V') \), and we obtain the following master equation for the probability density \( p(V,t) \) of the piston velocity:

\[
\frac{\partial p(V,t)}{\partial t} = \int dV'[W(V'\rightarrow V)p(V',t) - W(V\rightarrow V)p(V,t)].
\]

(6)

Now we apply the mass ratio expansion [4,5] method developed by van Kampen to transform the complicated integro-differential equation (6) to a tractable Fokker-Planck equation. Referring the details of the derivation to the original paper [5], we only give an essential idea behind the mass ratio expansion. Introducing the smallness parameter \( \epsilon \) by

\[
\epsilon = m/(m+M),
\]

(7)

we express velocity of the piston \( V \) as the sum of its deterministic part \( V_D \) and fluctuation \( e^{1/2}u \) as

\[
V = V_D + e^{1/2}u.
\]

(8)

Next from Eqs. (2), (3), and (5), we notice that the transition rate \( W(V\rightarrow V') \) can be expressed as \( e^{-1}W(V;[V' - V]/\epsilon) \) with

\[
W(V,a) = (Aa/4)\{n_{fM}(V+a/2;T_r)\Theta(a) - n_{fM}(V + a/2;T_r)\Theta(-a)\}
\]

and this allows immediately a formal Taylor expansion of the master equation (6) [5]. For \( V_D \) we have the following evolution equation:

\[
dV_D(t)/dt = \epsilon\alpha_1(V_D;T_l,T_r,X),
\]

(9)

where the nth jump moment \( \alpha_n(n=1,2,\ldots) \) is defined as

\[
\alpha_n(V;T_l,T_r,X) = \int da a^{n+1}A[n_{fM}(V+a/2;T_l)\Theta(a) - n_{fM}(V+a/2;T_l)\Theta(-a)]/4.
\]

(10)
The $X$ dependence of $\alpha_{n}$ comes from the $X$ dependence of the density, see Eq. (1). For the fluctuation $u$ in Eq. (8) we have the Fokker-Planck equation

$$\partial p(u,t)/\partial t = -\varepsilon^{1/2}\partial /\partial u \{ [\alpha_{1}(V_{D}+\varepsilon^{1/2}u) - \alpha_{1}(V_{D})]p \}$$

$$+ \sum_{n=2} \{ e^{n/2}(n!) / (\partial /\partial u)^{n} \} \{ \alpha_{n}(V_{D}+\varepsilon^{1/2}u)p \}.$$  

(11)

Dynamics of $X(t)$ is naturally described by $dX/dt = V_{D} + \varepsilon^{1/2}u$. We employ a simplifying approximation in which the stochastic variable $X$ is replaced by its average over the distribution function $p(u,t)$, that is,

$$dX/dt = V_{D} + \varepsilon^{1/2}(u(t)).$$  

(12)

The method of mass ratio expansion has been mainly used for the case $T_{l}=T_{r}$ to study relaxation of the piston velocity to its Maxwellian equilibrium distribution [5]. We will use it to study the relaxation of the whole system (piston and gas) towards the equilibrium state.

From Eqs. (9) and (11) we see that the dynamics is determined by $\alpha_{n}$, Eq. (10). Although it is not difficult to calculate these coefficients numerically, we calculate some lowest order coefficients analytically for later convenience. Omitting $T$ and $X$ dependences we have

$$\alpha_{n}(V) = B_{l} \int_{0}^{\infty} da e^{a+1} \exp [m(a+2V)^{2}/(8T_{l})]$$

$$- B_{r} \int_{-\infty}^{0} da e^{a+1} \exp [m(a+2V)^{2}/(8T_{r})],$$  

(13)

where

$$B_{l} = A n_{l} / (2\pi T_{l})^{1/2} / 4 \quad (i = l, r).$$  

(14)

From this we find, after some calculation, that

$$\alpha_{1}(V=0) = A [n_{l}T_{l}^{-1} - n_{r}T_{r}] / m = A (p_{l} - p_{r}) / m,$$  

(15)

$$\alpha_{2}(V=0) = 8A (2\pi)^{-1/2} [n_{l}(T_{l}/m)^{3/2} + n_{r}(T_{r}/m)^{3/2}]/T_{l}$$

$$= D_{0}(>0),$$  

(16)

where the equation of state for the ideal gas as used in Eq. (15) is

$$p_{l} = n_{l}T_{l}(i = l, r).$$  

(17)

As for the derivatives of $\alpha_{n}(V)$ with respect to $V$ similar calculations yield

$$\alpha_{1}'(V=0) = - 4A [n_{l}(T_{l}^{1/2} + n_{r}T_{r}^{1/2}) / (2\pi m)^{1/2} \exp (-\zeta) = -\zeta < 0),$$  

(18)

$$\alpha_{2}'(V=0) = 6A [p_{l} - p_{r}] / m,$$  

(19)

$$\alpha_{3}'(V=0) = 2A [p_{l}/T_{l} - p_{r}/T_{r}] = \sigma,$$  

(20)

Thus the stationary (or terminal) velocity $V_{D}$ is determined by the balance of the driving force and the frictional force. When $p_{l} = p_{r}$, the macroscopic velocity vanishes, $V_{D} = 0$ (see Fig. 1 full curve) since $\alpha_{1}(V=0) = 0$. In this situation, dynamics should be discussed based on Eq. (11). Taking the
FIG. 2. Stationary distribution of the piston velocity for an infinite system from experiments (dotted curve) and theory (full curve).

dominant terms into consideration, we reduce Eq. (11) to the following Fokker-Planck equation
\[ \frac{\partial p(u,t)}{\partial t} = -\frac{s}{\partial u}\left[-\{d\Phi(u)/du\}p + \epsilon (D_0/2)(\partial^2 u)\right]. \]  
(23)

where we have defined the effective potential by
\[ \Phi(u) = \epsilon u^2/2 - (\sigma/6)u^3 + \epsilon^2 u^4/24. \]  
(24)

Since thermodynamic parameters do not change in time for an infinite system we have a stationary distribution \( p_{st}(u) \) from Eq. (23)
\[ p_{st}(u) \propto \exp[-\Phi(u)/(\epsilon D_0/2)]. \]  
(25)

When \( T_l \neq T_r \), the symmetry breaking parameter \( \sigma \) does not vanish and the average \( \langle u \rangle \) calculated by the distribution function (25) is not zero. More explicitly we can calculate perturbationally the average velocity to obtain [2]
\[ \overline{u} = \epsilon \sigma D_0 / (4\epsilon^2) = -\frac{1}{\sqrt{T_r} - \sqrt{T_l}}. \]  
(26)

Equation (26) shows that the piston moves in the direction of a hotter region in agreement with numerical experiments for a hard rod system [6] and an ideal gas as shown below.

Now we turn to a system with finite size, where piston movement results in variation of various thermodynamic parameters and the problem is to determine the piston position \( X(t) \) as a function of time. For this purpose we examine the time evolution of the system with the main concern put on the piston motion \( dX(t)/dt \). Since the piston is heavy and moves slowly we can regard the two cells to be homogeneous, characterized by \( T_i(t) \) and \( n_i(t) \) and we have the equation of motion for the piston from Eq. (26)
\[ dX(t)/dt = \sqrt{(\pi/8m)}[\sqrt{T_r} - \sqrt{T_l}]\epsilon. \]  
(27)

Since the piston energy in the conservation law
\[ (N_l/2)dT_l/dt + (N_r/2)T_r/dt + d[M(u^2)/2]/dt = 0 \]
is negligible from Eq. (25) and under the condition \( N_i(t) = l/r \approx 1 \), we have
\[ N_d T_l/dt + N_r T_r/dt = 0. \]  
(28)

Finally assuming that mechanical balance \( p_l = p_r \) holds, we have
\[ N_i T_l/X = N_r T_r/(L-X). \]  
(29)

From Eqs. (27), (28), and (29) it follows that
\[ dX/dt = -\sqrt{(\pi K_0/8mL)}[\sqrt{T_r} - \sqrt{(L-X)}/c]\epsilon, \]  
(30)

where \( c = N_l/|N_l| \) and \( K_0 = T_l + cT_r \). Instead of showing the rather complicated analytic solution to Eq. (30), we consider the dynamics at the late stage when \( X(t) \) approaches the equilibrium point \( L/(1+c) \) and we easily obtain simple exponential behavior \( \exp(-t/\tau) \) of \( X(t) \) with the relaxation time \( \tau \) given by
\[ \tau = (4Lc/\epsilon) \sqrt{2m/\pi K_0(1+c)^3}. \]  
(31)

Simple exponential behavior, which was first observed in [6], is quantitatively verified below.

Finally in this theoretical part, we consider the thermodynamics of the system. First, from Eqs. (28) and (29) it is seen that the pressure Eq. (17) is a constant, which is in accord with our experimental observation (except for fluctuations). Since the entropy of a one-dimensional ideal gas is given by \( S = N|\ln(\sqrt{T_l}/n) \) to an additive constant, we have
\[ d(S_l + S_r)/dt = (3/2)N_l [T_l^{-1}dT_l/dt + cT_r^{-1}dT_r/dt], \]  
(32)

which is rewritten from Eq. (28) as
From the second law we know that the right hand side is non-negative and heat is confirmed to flow from a high to a low temperature region. The same equation is derived if we apply the second law to, e.g., the left cell and study low temperature region. The same equation is derived if we note the probabilities of the piston with velocity $V$.

Numerical experiments are rather simple for a system with finite size and a minor modification of a molecular dynamics method for a hard rod system [7] is enough, since we only need to consider elastic collisions of particles with a piston and a wall. In experiments for an infinite system, we take a Monte Carlo (MC) approach. First we choose a time increment $\Delta$ and calculate $z_l = \Delta \int dV' W_l(V \rightarrow V')$ and $z_r = \Delta \int dV' W_r(V \rightarrow V')$ [see Eqs. (3) and (5)]. $z_l$ and $z_r$ denote the probabilities of the piston with velocity $V$ to collide with the left cell and right cell particles, respectively and $1 - z_l - z_r$ is the probability of no collision. In order to avoid more than one collision in time $\Delta$ we choose $\Delta$ small enough so that $z_l + z_r < 0.03$. If a collision with say, the left cell particle occurs, the new velocity $V'$ is chosen according to the probability $W_l(V \rightarrow V')/\int dV' W_l(V \rightarrow V')$. In Fig. 2 we plot the stationary velocity distribution $\rho_{st}(V)$ (dotted curve), which is based on $8 \times 10^6$ MC steps for an infinite system together with the theoretical one(full curve) ($\varepsilon = 0.01$) for $T_l = 1, n_l = 0.1, T_r = 3$, and $n_r = 1/30$. The average velocity is $0.0059$ from numerical experiments and $0.0046$ from theory. It is noted that not only the mass ratio $\varepsilon$ but the difference in the thermodynamic parameters of the two cells have effects on the validity of the theoretical prediction for $\rho_{st}(V)$. Generally the smaller the $\varepsilon$ and the differences in the thermodynamic parameters, the discrepancy in the stationary velocity distribution function between experiments and theory becomes small. For example, when $T_l$ and $T_r$ differ considerably, fluctuation in pressure becomes large and we have to take fluctuation effects into account. For the finite system we arbitrarily set $N_l = N_r = 500(e = 1)$, and $L = 20000$. Experimental piston positions (jagged curve), which are averages over 50 experiments, and theoretical ones (smooth full curve) $X(t)$ are plotted in Fig. 3. The initial condition is $X(0)/L = 0.25, T_l(0) = 1$, and $T_r = 3$. If we use Eq. (31) we have $\tau = 1.1 \times 10^6$ and the best fit to experiments is achieved by a single exponential with $\tau = 0.94 \times 10^6$. 

Note added in proof. In the molecular dynamics simulation for a system with finite size, the velocity distribution of particles in an ideal gas is not necessarily Maxwellian and this seems to be one of the reasons for the discrepancies between our theory and experiments.

In this paper we studied the adiabatic piston problem based on the mass ratio expansion method. In spite of our neglect of some fluctuation and inhomogeneity effects, our theory turns out to reproduce the experimental results quantitatively. Equations (33) and (31) show that energy flows through the piston so long as the mass of the piston is finite. Thus from our treatment presented above we may say that the piston treated in this paper had better be called the Brownian piston.