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- 1.51 
Fig. 1 .  

TABLE I 

Iteration A P 0 (v; J tu-v) 2 [c) 

0 

1 

1.0 1.028 - 3.024 6.476 9.586 

2.0 - 0.615 - 6.146 10.256 6.476 
- 

I 2 I 6.476 
4.957 I -  1 . 5 8 3  

0.5  0.963 
L 

3 I 4.957 
- 0.181 1 1.0 9.357 4.593 

4 1 4 . 9 5 7  
0.25 0.838 - 3.548 4 . 5 0 4  

> c.5 0.434 - O.Gi3 4 . 4 6 2  4 . 5 0 4  

The initial control  has  been set  to be q, = 0, and  the initial value of A is 
taken to be 1. (This problem is taken from [;1 where a more detailed 
comparison  of  various  methods  has  been  made.) The numerical  integra- 
tion  was carried out  with the  step size of 0.05 via the Runge-Kutta-Gill 
method. The  convergence  of  the control  function is exhibited  in  Fig. 1, 
and  the values  of J(u) ,  J(u + u) ,  Q(u),  p ,  A at each  iteration are shown 
in Table I. It has  been  observed  that after 12 iterations, the value of cost 
functional is decreased to 4.418 showing  a  very  fast  convergence; also, 
the same  optimal  control as in [7] has been  obtained at this stage.  Observe 
that at  the third  iteration the value of Q(u)  is positive. This is because the 
solution  of the matrix Riccati  equation for  the Linearized equation  does  not 
give a  local  minimum  of Q ( u ) .  The reason for this is that the Hessian 
matrix H, is actually  negative  around t = 1. However, this difficulty is 
bypassed by (automatically)  shrinking A as shown  in  Table I-exhibiting 
an advantage of the trust  region  method. 

V. CONCLUSION 

A second-order  algorithm for optimal  control  problems has been 
described  and its convergence properties  have been investigated. The 
results obtained  in Section  Ill indicate  that the proposed  algorithm  enjoys 
very  desirable  convergence  properties. In particular,  Theorem 3.2 shows 
that the algorithm is globally  convergent  in  the  sense  that the generated 
sequence is asymptotically stationary for any choice of an initial control. 
Furthermore,  Theorems  3.1 and 3.4 show  that the limit of the generated 
sequence  satisfies the first-order and the  second-order optimaLity condi- 
tions. This  property, which is inherited  from the trust  region  methods  in 
finitedimensional optimization, is considered to be  a  result  of  making 
effective use of the  second-order  information  of the problem. In the finite- 
dimensional case,  it has been  proven  that the trust  region  modifications of 
Newton’s  method have  the quadratic  rate  of  convergence, if the limit  of 
the generated  sequence  satisfies the second-order  sufficient  conditions for 
optimality  [4], [ 141. We feel it reasonable to expect  that the last statement 
remains valid for the present problems. 
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