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Super- and subcritical hydration of nonpolar solutes. I.
Thermodynamics of hydration
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Hydration thermodynamics of nonpolar solutes in high-temperature water is investigated by
computer simulations. The excess chemical potentials of the methane and hard sphere solutes are
evaluated over a wide range of density and temperature, and the thermodynamic origin of the
enhanced affinity of the nonpolar solute for super- and subcritical water is identified. It is shown that
when the density is medium to high in the high-temperature conditions, the enhanced affinity results
from the elevated temperature and represents the nonspecific aspect of super- and subcritical water.
The excess chemical potentials are further decomposed into the enthalpic and entropic components.
It is found that when the system is moved from the ambient state to a high-temperature state, the
accompanying change is unfavorable for the enthalpic component and is favorable for the entropic
component. The thermodynamics of cavity formation is also pursued in connection to the size
distribution of cavities in pure solvent water. The utility of the scaled-particle theory is then
demonstrated over a wide range of thermodynamic conditions, and the effective diameter of the
water molecule is assigned within the framework of the scaled-particle theor200® American
Institute of Physicg.S0021-9606800)50418-§

I. INTRODUCTION and orientational structures of supercritical water at the pure

. o o solvent state were examined by employing effective potential
Oil does not mix with water. This is a common sense at, ja|sl5

ambient conditions. In supercritical conditions, however, a

: S . In this series of works, we focus on hydration of nonpo-
reverse property is observed. Oil dissolves well into supers; . . .
. 1-8 . . ~'lar solutes over a wide range of thermodynamic conditions.
critical water.~° In other words, while a nonpolar solute is

. : - . At an ambient stat nonpolar solut I t
sparsely soluble in water at ambient conditions, it is no more an ambient state, a nonpolar solute usually acts as a

“hydrophobic” at supercritical conditions. Due to this re- Structure maker” and its thermodynarilgs.of hydration is
markable property, supercritical water serves as a novel mglominated by an unfavorable entrop}~*° Since the out-
dium for organic chemical reactions which are often of en-Standing properties of hydrophobic hydration are closely re-
vironmental and industrial importanée'? In determining lated to the unique structural characteristics of ambient liquid
the equilibrium constants and reaction rates of the chemicavater?*°~*°the study of hydration of a nonpolar solute in
reactions, the role of hydration cannot be overemphasizediigh-temperature water will be useful to assess the extent of
Furthermore, the availability of a wide range of density anduniqueness of super- and subcritical water. We investigate
temperature is the most useful characteristic of supercriticghe thermodynamic and structural aspects of hydration of a
water, and a large variation in the density and temperatur@onpolar solute in high-temperature water by performing
may lead to a drastic change in the hydration effect orcomputer simulations over a wide range of density and tem-
chemical reactions. Thus, in order to understand and contrderature. In this paper, we elucidate the thermodynamic as-
the organic chemical reactions in supercritical water, it iSpect by examining the chemical potentials and their enthalpic
essential to establish a r_noIecuIar picture of hydratio.n of NONand entropic components of the methane and hard sphere
polar solutes over a wide range of thermodynamic Cond"solutes. In an accompanying paper, we focus on the struc-

tions. tural aspect to characterize the microscopic solvation struc-

The study of supercritical water as a pure solvent systerr,gure around a nonpolar solte.

forms a basis for addressing aqueous solutions at supercriti- . . S
Methane is an organic solute which involves a weakly

cal states. In previous papérs®we analyzed the hydrogen : TS . )
P pap y yarog @ttractive part in its interaction with water, and the hard

bonding in supercritical water through combined use o ; X _ o
NMR spectroscopy and computer simulation. The number ofPN€ré particle is a prototypical nonpolar solute which is

hydrogen bonds per water molecule at supercritical stateRurely repulsive to the solvent. These nonpolar solutes mix
was estimated quantitatively and the dipole moment of avith water when the high-temperature condition is realized
water molecule was determined at the supercritical stateg@nd the pressure is not too high. We analyze the hydration
Once the dipole moment is given at a supercritical state ofhermodynamics of the nonpolar solutes and discuss the ther-
interest, it is straightforward to construct an effective poten-modynamic origin of their miscibility with high-temperature
tial model suitable for simulating water and aqueous soluwater. Especially, since the elevated temperature is a nonspe-
tions at the supercritical state. In a previous paper, the radialific driving force for mixing any two materials, a careful
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treatment of the temperature effect is made to assess thwiefly characterized in Sec. Illl. The thermodynamics of
specificity of high-temperature water. methane hydration is examined in Sec. IV. The excess
When the attractive part is present in the solute—solventhemical potential and the affinitgolubility) of methane for
interaction, it may make a non-negligible contribution to thewater are described in Sec. IV A, and the decomposition into
hydration thermodynamics. In the scaled-particle theory, théhe enthalpic and entropic components is performed in Sec.
process of inserting a solute into the solvent is decomposel/ B. The effect of the(soft) solute—solvent interaction is
into the formation process of a cavity and the introductionalso pursued in Sec. IV C. In Sec. V, the thermodynamics of
process of the solute to the cavity according to tkeft) cavity formation in high-temperature water is studied and its
solute—solvent interactiof?:?2>=2As emphasized by Po- connection to the scaled-particle theory is discussed.
horille and Pratt, the thermodynamics of cavity formation is
closely related to the microscopic inhomogeneity of pure soldl. METHODS
vent Waterg-g'ﬂ'_‘ls%sin?e the microscopic structure of water  The thermodynamic quantities of hydration are evalu-
changes drastically with a large variation in the thermody-4teq from computer simulations of pure solvent water by
namic condmo_n, it is aI:_so of mteres_t to study the ther_mOdy'employing the particle insertion meth8#:2° The particle
namics of cavity formation over a wide range of density andinsertion method gives the chemical potential of a solute in
temperature. The thermodynamics of cavity formation isympient and high-temperature water and the enthalpy and
then related to the size distribution of cavities in the PUr€entropy of hydration are obtained from the temperature de-
solvent, and the connection to the scaled-particle theory isendence of the chemical potential. As far as the system is
discussed. . _ large enough, the chemical potential is independent of the
In their comprehensive treatment of aqueous solutions ofnsemble and the choice of the ensemble is not important in
nonpolar solutes, Guillot and Guissani examined the thermome particle insertion method. In order to decompose the
dynamics of hydration on the water saturation cuf&hen  chemical potential into the enthalpic and entropic compo-
the density and temperature are varied along the saturatiqents, however, it is necessary to specify the condition of
curve, a correspondence to experimental studies can be eagjyte insertion, for example, whether the solute is inserted
ily made since the solubility data in high-temperature watelin the constant volume condition or in the constant pressure
has often been accumulated on the saturation ctivéFor  <ondition. In previous papers, we showed that the enthalpy
the sake of comprehending the general trend of the hydratiognd entropy of hydration in the constant pressure condition
thermodynamics of a nonpolar solute in high-temperatureyre connected to the local structure and energetics around the
water, however, it will be InS|ghtfu| to separately treat theso|ute with phys|ca||y transparent Variabrég?S Thus, we
density and temperature effects. Furthermore, since the avaikerform the decomposition of the chemical potential into the
ability of a wide range of density is a most useful characterenthalpic and entropic components in the constant pressure
istic of supercritical water, the effect of density variation is condition. In order to evaluate the enthalpy and entropy of
desirable to be studied in supercritical conditions. In thiShydration at constant pressure from the temperature depen-
work, we examine the hydration thermodynamics of nonpodence of the chemical potential, it is convenient to vary the
lar solutes as a function of the density at a fixed supercriticalemperature under the constant pressure condition. In this
temperature and as a function of the temperature at a fixe@ork, the computer simulations of pure solvent water to
liquidlike density. carry out the particle insertion method are implemented in
The thermodynamics of hydration is closely connectedhe isothermal—isobaric ensemble.
to the underlying solvation structure around the solute of  The ambient to subcritical states of interest are specified
interest. In super- and subcritical conditions, it was found, inby the temperatures of 25, 100, 200, and 300°C and the
contrast to the case of ionic hydratitf,’3that the hydration pressures corresponding to the water density of 1.0 3/cm
is weak around a nonpolar solff&?2%4%*When the system which are denoted by the statasB, C, andD, respectively.
is close to the critical point, however, the weak perturbatiorThe supercritical states of interest are specified by the tem-
in the solution structure caused by the solute leads to largperature of 400°C and the pressures corresponding to the
partial molar thermodynamic quantities of the solute due tavater densities of 1.0, 0.8, 0.6, 0.4, and 0.2 g/cmhich
extended correlations among solvent molecfife& In this  are denoted by the statésF, G, H, andl, respectively. See
case, a simple hydration shell model which accounts for onlyrable | for specification. In the thermodynamic p&h-B
the contribution from the first hydration shell of the solute —C—D—E, the temperature is increased at a fixed density,
will be inadequate to describe the thermodynamics of hydraand in the thermodynamic path—F—G—H—I, the den-
tion, and the microscopic structure and energetics of the sasity is varied at constant temperature. Our set of the thermo-
lution is not straightforwardly inferred from the macroscopic dynamic states studied is thus useful to treat the density and
thermodynamic quantities of hydration. In the present papetemperature effects separately. It is actually parallel to the
we focus only on the thermodynamics of hydration. The re-one employed by Yoshit al. in their study of supercritical
lationship between the hydration thermodynamics and th@ure water using a polarizable modél.
solution structure is pursued in the accompanying paper The SPC/E model is adopted as the intermolecular po-
within the framework of the hydration shell analy8is>~®  tential function between water molecufésThe critical point
The organization of the present paper is as follows. Thef this water model was determined by Guissani and Guillot
simulation methodology is described in Sec. I, and the denand was found to be close to the experimental v&fue.real
sity fluctuations in pure water at high-temperature states areater, the dipole moment of a water molecule is a function
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TABLE I. Thermodynamic states of interest.

Canonical ensemble Isothermal—isobaric ensemble
Temperature Density?* Average pressuPe Pressure Average density
State (°C) (glen?) (ban (ban (glen?)
A 25 1 1.00
B 100 1.00 99315 993 1.00
C 200 1.00 2949 20 2949 1.00
D 300 1.00 510912 5109 1.00
E 400 1.00 733211 7332 1.00
F 400 0.80 23037 2303 0.80
G 400 0.60 6632 663 0.60
H 400 0.40 30%2 307 0.39
| 400 0.20 2251 225 0.20

#Pure solvent water.
The values are evaluated in pure solvent water.
“The values are evaluated in pure solvent water. The errors are less than 0.81 g/cm

of the density and temperature of the system. When the demesponding additional states involve the same pressure but
sity is lower and/or the temperature is higher, the dipoledifferent temperatures. At the staign Table I, the tempera-
moment of a water molecule is smaller and the attractivaures of the additional states were taken to be 5 and 45°C.
interaction between water molecules is weaker. In the SPC/Bimilarly, for each of the stateB, C, D, E, F, and G, the
model, however, the state-dependent nature of the dipoldifferences between its own temperature and the tempera-
moment is not incorporated. The state dependence of theires of the additional states wete20 °C. At the states$d
dipole moment can be implemented by employing a polarizandl, the temperature differences were settt@0 °C since
able model or an effective potential model with a modifiedthese states are not far from the critical point and involve
dipole moment>8184-%5|n the present work, we adopt the large thermal expansion coefficients. At each of the states in
SPC/E model over all the states of interest. This is justifiedlable | and the additional states, a Monte Carlo simulation of
because the objective of the present work is to elucidate ththe pure water system was carried out in the isothermal—
general trend of the hydration thermodynamics of a nonpolaisobaric ensemble for one million passes by locating 648
solute in high-temperature water. Actually, it was estimatedvater molecules in a cubic unit céfi®® The truncation
in Ref. 15 that even at the low- to medium-density states oscheme for the intermolecular interactions and the boundary
the supercritical regiofthe statess, H, andl in Table l), the  condition were identical to those described above for the
value of the dipole moment is closer to that in the SPC/Esimulations of pure water in the canonical ensemble. Table |
model than to that in the dilute gas phase. The effect of thehows that the average densities in the isothermal—isobaric
reduced dipole moment at supercritical states on the hydransemble are coincident with the input densities of the cor-
tion thermodynamics is treated in Appendix A. responding simulations in the canonical ensemble, as ex-
The input pressure needs to be specified to perform pected. In the following, we specify the state of a system
simulation in the isothermal—isobaric ensemble. At the statsimulated in the isothermal—isobaric ensemble by the tem-
Aiin Table I, the input pressure is clearly 1 bar. To determingperature and the average water density, rather than by the
the input pressures at the states other thawe carried out temperature and the input pressure.
Monte Carlo statistical-mechanical simulations of pure sol-  In this work, the hydration thermodynamics of a nonpo-
vent water in the canonical ensemble with the input densitietar solute is analyzed in terms of the excess chemical poten-
and temperatures shown in Table I. In each Monte Carldial and its derivatives at infinite dilution. The excess chemi-
simulation, 648 water molecules were located in a cubic unital potentialA u of a solute is the change in the free energy
cell and the standard Metropolis sampling scheme wasf the system when the solute is inserted at a fixed position
implemented®% The Monte Carlo simulation was per- in the fluid. In other wordsA u is equal to the deviation of
formed for one million passes, where one pass correspondbke (total) chemical potential of the solute in the fluid of
to the generation of 648 configurations. The intermoleculainterest from that in the ideal gas involving the same density
interactions between water molecules were spherically trunand temperature as the fluiti!® A derivative of the excess
cated at 9.0 A, and the periodic boundary condition in thechemical potential is called an excess partial molar thermo-
minimum image convention was employed. The average&lynamic quantity. For example, the excess partial molar en-
pressures at the states other thfarare shown in Table I. thalpy and entropy in the constant pressure condition, which
These average pressures are used as the input pressuresa@ denoted bAHp andA Sy, respectively, are connected to
the simulations performed in the isothermal—isobaric enA u through
semble. In Table I, the pressure and temperature are specified
for each thermodynamic state of interest. For each state of 5(AM/T)) B _(M_,u) @
interest, two additional states were simulated to evaluate the aT o P AN
temperature derivative of the chemical potential under the
constant pressure condition. The state of interest and the cowhereT is the temperature arfélis the pressure. It should be

Asz—Tz(
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noted that whileAx does not depend on the condition of €me—o=0.21 kcal/mol andoye_o=3.45 A% and was also
solute insertion, its derivatives do in general. An excess parspherically truncated at 9.0 A. The methane—water interac-
tial molar thermodynamic quantity is particularly useful for tion employed in the present work is different from the one
analyzing the solution structure around the solute since iemployed by Guillot and Guissani in that the effect of the
does not involve the idedtranslational contribution and is  solute polarizability is not included in our methane-water
equal to the change in the corresponding thermodynamimteraction®® Our simplified choice of the solute—solvent in-
quantity of the total system upon insertion of the solute at aeraction will be justified because the aim of this work is to
fixed position in the fluid"-*873" comprehend the general trend of the thermodynamic behav-
When the solute is distributed in equilibrium betweenior of hydration of a nonpolar solute over a wide range of
the solution phase of interest and the gas phase, its solubilifensity and temperature, rather than to accurately reproduce
is commonly represented by the Ostwald coefficigntthe  experimentally observable thermodynamic quantities. When
ratio of the solute density in the solution phase to that in thehe particle insertion method is employed to calculate the
gas phase. It is well known thatis determined by the ratio excess chemical potential of a hard sphere solute of exclu-
of the difference between the excess chemical potentials afion radius\, the successful insertion of the solute means
the solute in the solution phase and in the gas phase to thRat the distance between the center of the inserted hard
thermal energy(the product of the Boltzmann constakf  sphere and the oxygen site of any water molecule is at least
and the temperatur&).*"*® In particular, when the solute ) 23-25394143yhen the probability of successful insertion of
concentration is low and the gas phase may be treated as g&ie hard sphere of exclusion radidsis p(\), the excess

ideal gas,y is related to the excess chemical potendigd in - chemical potential u of the hard sphere solute is given®By
the solution at infinite dilution through
Au=—KkgTInp(\). ©)

y=exp—BAw), 2 For both the methane and hard sphere solutes, the excess
where 8 is the inverse of the thermal energy. Equati@ partial molar enthalpy and entropy at constant pressure were

shows that a smallgBA u is equivalent to an enhanced solu- €valuated through finite difference by employing E%).

bility (a larger Ostwald coefficient” When the concentra- The particle insertion method is a highly efficient
tion of the solute is not low enough or the gas phase ignethod to evaluate the excess chemical potential of a solute

imperfect, Eq.(2) does not hold and « is not directly re- when the rate of successful insertion of the solute is not too

lated to the solubility of the solute. Even in this cadgy is low.”*"*Beutler et al. examined the validity of the particle
the free energy penalty of inserting the solute molecule intd"S€"tion method for purely repulsive solutes in ambient SPC
the solvent at infinite dilution anBA x serves as a measure water™ and reported that the method is not very accurate
of the affinity of the nonpolar solute for water. Indeed,When the thegmal radius of the squte—_soIvent repulsive core
exp(—BAw) is equal to the Ostwald coefficient between the €XC€€ds 3 A2 On the other hand, Smith showed that up to
dilute solution phase of interest and the hypothetical ideail® core radius of 4 A, the particle insertion method is a valid
gas phase and is called the solubility parameter by Gumop_rocedure to calculate the excess chemical potential in am-
and Guissarf® In order to see the importance of the form Piént SPC and SPC/E water when a large number of inser-
BA ., itis insightful to consider the hypothetical equilibrium 1ONS are attempted. In Appendix B, we compare the par-
of the solute distribution between two aqueous phases ificle insertion method and_the thermodynamic integration
volving different sets of water density and temperature. [f1€thod for our systems of interest and demonstrate the va-
this hypothetical system, the two phases are thermally anfidity of the particle msertlon.methoq.

mechanically insulated from each other and only the transfer In order to evaluate the interaction of a nonpolar solute

of the solute molecules is allowed between the phases. whefiith the solvent water, Monte Carlo simulations of aqueous
the concentration of the solute is low, the equilibrium ratioSOution of methane were also performed in the isothermal-

of the solute densities in the two phases is given b sobaric ensemble at the states listed in Table I. In these

exp(— A(BAw)), where 8(BAw) is equal to the difference simulations, 648 water molecules and 1 methane molecule

betweenBA u in the two phases. The solute density is thenVeT® located in a cubic unit cell, and the position of the
higher in the phase with the smallBa\ . In other words solute was fixed at the center of the unit cell. The interaction

the affinity of the solute for the solvent is higher whe potentials and the boundary condition were the same as those
is smaller. In this paper, we represent the affinity of a nonJo" the above simulations of pure water implementing the
polar solute for water by3A x (or its monotonic function pa_rt|cle insertion method. At eac;h state in Table I, the simu-
The affinity is enhanced whefiA x is decreased, and it is lation was performed for one million passes.

reduced whermBA u is increased. Of course, the affinity has
the same meaning as the solubilithe Ostwald coefficient
when Eq.(2) holds.

The nonpolar solutes treated in this work are the meth-  The purpose of this paper is to elucidate the thermody-
ane and hard sphere molecules. These nonpolar soluteamics of hydration of a nonpolar solute in high-temperature
were treated as test particles and the particle insertiowater. Since the hydration thermodynamics is closely related
method was employed to calculate their excess chemical pde the structure and fluctuation of pure solvent water, it is
tentials at infinite dilutior’®=8° The methane-water interac- useful to examine the local and global inhomogeneities in
tion was taken to be the Lennard-Jones interaction withhigh-temperature water at the outset. In this section, we show

lll. STRUCTURE OF PURE SOLVENT WATER

Downloaded 06 Mar 2008 to 130.54.110.22. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



J. Chem. Phys., Vol. 112, No. 18, 8 May 2000 Hydration of nonpolar solutes 8093

Zoo(N
goo(r)

T T

goul)

gou()

6
rA)

FIG. 1. (a) The O—-O0 radial distribution functiorgyg at the state#\, B, C, e .

D, andE, which involve densities of 1.0 g/cinin the regiorr<3.9 A, goo FIG. 2. (@ The O-O radial distribution functiongoo and (b) the O-H

at a lower temperature is sharper. In the region 3.%A<5.2 A, goo is radial distribution functiongoy at the ambient stat& and at the supercriti-
larger at a lower temperature, while in the region 5.2A<6.4 A, goo is cal_sts_atesE, F, G, H, andl. The dotted lines represent the stiethe
larger at a higher temperature. The solid lines represent the #a@sand solid lines represent the statEs G, andl, and the dashed lines represent
E, and the dashed lines represent the stBtesmdD. (b) The O—H radial ~ the states= andH. goo andgoy are shifted by 0.5, 1.0, 1.5, 2.0, and 2.5 at
distribution functionsgoy, at the states\, B, C, D, andE. The solid lines e States, F, G, H, andl, respectively.

represent the state’s C, andE, and the dotted lines represent the st&8es

andD. gy is shifted by 0.5, 1.0, 1.5, and 2.0 at the sté#e€, D, andE,
respectively.

more, it was also observed by Guissani and Guillot that the
transition to the simple liquid-like behavior occurs between
the radial distribution functions, the isothermal compressibil-~ 150 and~ 200 °C when the temperature is raised along the
ity, and the thermal expansion coefficient of ambient andiquid branch of the saturation curf&Note that the change
high-temperature water and describe their characteristic® the second peak @oq shown in Fig. 1a) can be seen as
briefly. disappearance of one peak at the lower temperatures and
The microscopic structure of water is typically describedemergence of another at the higher temperatures, rather than
in terms of the correlation functions between the intermo-as a gradual shift in the peak position. The hydrogen bonding
lecular pairs of atoms O-0, O—H, and H-H. In particular,between a pair of water molecules is commonly analyzed in
the hydrogen bond network involving three or more waterterms of the O—H radial distribution functiomg.). In Fig.
molecules is characterized by the O-0O radial distributionl(b), we show the temperature dependenceggf at a fixed
function (goo). In Fig. 1(a), we show the effect of tempera- density of 1.0 g/cri In this case, the positional changes in
ture variation ongog at a fixed density of 1.0 g/ctn The  the first and second peaks are relatively small. Instead, the
response of the first and second peakg&j to the tempera- principal change ingpy is observed for the widths of the
ture variation is in agreement with that reported for a polarpeaks. When the temperature is higher, the first and second
izable modef! The first peak is broader and is positioned atpeaks are less distinct and the hydrogen bonding is less
a larger distance as the temperature is raised. In the regiaharply characterized.
where the second peak is present at the ambient Até3e9 When the temperature is above the critical, the density
A =r=5.2 A), goo decreases monotonically with the tem- can be continuously varied from the gaslike regime to the
perature and involves a minimum at temperatures higheliquidlike regime. In Fig. 2a), we showggg at the supercriti-
than~200°C. In the region 5.2 Asr<6.4 A, on the other cal statesE, F, G, H, andl and at the ambient sta# It is
hand, goo increases monotonically with the temperature.easy to see, in agreement with previous computer
When the temperature is higher thar200°C, the second simulations:>5%:5358:81.83.92-94101-14hat the first peak of
peak ofgog is present at~6 A, and water behaves like a gogis broader and is positioned at a larger distance when the
simple liquid in the sense that the position of the second peakystem is supercritical than when the system is ambient. The
corresponds to twice the distance of the first peak. Furthersecond peak ofioo exhibits a more qualitative change. At

Downloaded 06 Mar 2008 to 130.54.110.22. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



8094 J. Chem. Phys., Vol. 112, No. 18, 8 May 2000 N. Matubayasi and M. Nakahara

the ambient staté\, the second peak is evident at4.5 A Eee——
and represents the tetrahedral ordering of the hydrogen bond
network. At the supercritical states, on the other hand, water
behaves like a simple liquid in the sense that the position of
the second peak is 6 A and corresponds to twice the dis-
tance of the first peak5253:5881.83.92-94.101-18¢ha density
dependence aofgy is shown in Fig. 2o) at the supercritical
statess, F, G, H, andl and at the ambient stafe According N
to Fig. 2b), although the hydrogen bonding does not vanish 100 200 300 400
in the supercritical conditions, the hydrogen bonding peak of Teo
gon at ~1.8 A is less sharply characterized at the superecriti- 8
cal states than at the ambient state. When the density effect is ]
concerned at a fixed supercritical temperature of 400 °C,
bothgop andgoy decrease with the density over the range of
r in Fig. 2 at the low- to medium-density stat€sH, andl.
This shows that the association of a specific pair of water ]
molecules is more probable at a lower density, in agreement 5]
with the observation from the density dependence of the pro- -
ton chemical shift that the hydrogen bonding is spatially 100 200 300 400
more inhomogeneous at a lower density**When the den- TC0)
sity is medium to high =0.6 g/cnY), goo andgoy exhibit g 3. () The isothermal compressibilitxr and its normalized form
relatively small changes. In this case, the density depensk;T«; as functions of the temperatufeat the states, B, C, D, andE,
dences of such quantities as the coordination number and theich involve densities of 1.0 g/cin(b) The thermal expansion coefficient

; and its normalized fornTap as functions of the temperatufieat the
numV?/?]rlIgftzzﬂ;%galelgggnrgi:gscgg\lfI];Ir:JeC?uZ)'ilg;les lil):|tl;12€ dnes:_y:'_tZteSA, B, C, D, and E._ When ;ot shown, the error bar ig smaller than the

size of the corresponding symbol.

sity are described by the radial distribution functions, the
global and macroscopic fluctuations in the density are related
to the isothermal compressibility; and the thermal expan-
sion coefficientap of the systemx is determined by the
fluctuation in the voluméor density of the system, andp
is a measure of the strength of the coupling between th
fluctuations in the density and enthalggr energy of the
system. In Fig. &), we showk as a function of the tem-
peratureT at a fixed density of 1.0 g/cin It is seen in
agreement with the experimental observatidfi$ that «;

-0.08

PhgTicy

L0.07

0.06

Lo.4

Lo3

O o
o~ Tay,

Lo.2

~200°C, in agreement with the experimental findiAge¥

It is of interest to note, as seen in Figal, that the transition

o the simple liquid-like behavior is also found for the radial
istribution function at~200°C. The strength of the cou-

pling between the fluctuations in the volurfe density and

the enthalpy(or energy of the system is related tap

through the identity in the isothermal—isobaric ensemble that

decreases monotonically with In other words, the system <(V—(V>)(E+ PT/—(EJr PT/)))
is less compressible at a higher temperature, where the inter- Tap= — , (5
action between water molecules is more repulsive and the keT(V)

pressure is higher. In order to relate to the magnitude of
the fluctuation in the voluméor density, we employ the
equation in the isothermal—isobaric ensemble that

where E is the instantaneous energy and the coupling
strength is normalized by the thermal eneigyr.”®1%° The
temperature dependenceTodp at constant density is shown
in Fig. 3(b). According to Fig. 8v), Tap is an increasing

(V=(V))?) function of T up to ~300°C. In this region, the coupling
PkBTKT=1+Pf dr(goo(r)—1)=p——=——, (4  between the volume and enthalpy of the system is strength-
V) ened with the temperature elevation. When the temperature

exceeds-300 °C, on the other han@«p is a weak function
wherep is the density of the systerV, is the instantaneous of T. In the framework of the scaled-particle
volume of the system, and---) denotes the ensemble theory?3-2>38444%he thermodynamics of cavity formation is
averagd®1% The temperature dependence @kzT«xy at  more enthalpic whef ap is larger. It is then expected from
constant density is shown in Fig(a88. According to Fig. Fig. 3(b) that the thermodynamics of hydration of a nonpolar
3(a), pkgTx7 increases withT up to ~300 °C and the tem- solute is enthalpic in the high-temperature regions. In Secs.
perature elevation in this region leads to a larger fluctuationV and V, we address this point in detail.
in the volume(or density of the system. At temperatures When the density is varied in supercritical conditiors,
higher than~300 °C, on the other hand, the magnitude ofand «p change by orders of magnitude. In Fig. 4, we show
the volume fluctuation is weakly dependent bwhen seen «; as a function of the density at a fixed temperature of
in terms of the macroscopic quantipkgT«7. In Fig. 3b),  400°C. Itis indeed seen, in agreement with the experimental
we showeap as a function of the temperatuiieat a fixed observations and the simulation results using the TIP4P
density of 1.0 g/cri Unlike k1, ap is a nonmonotonic model®1%1%that «; rises rapidly as the density decreases.
function of T. Actually, «p involves a maximum at Actually, thep dependence ok is so strong thapkgTkt
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FIG. 4. The isothermal compressibility and the thermal expansion coef- 100 200 300 400
ficient ap as functions of the density at the supercritical statds F, G, H, 7¢C
andl. When not shown, the error bar is smaller than the size of the corre- e
sponding symbol. ]
10] b

W

defined by Eq.(4) also increases by orders of magnitude
when the density is reduced. Thus, Fig. 4 implies that the
volume (or density fluctuation of the system given by Eq.
(4) is smaller at a higher density. The density dependence of

BAw, BAH,, AS, Ik,
(o]

| LI T I B I B A e A )

ap at constant temperature is also shown in Fig. 4. Accord- -5 —O- PAp

ing to Fig. 4, the density reduction leads to an increasepin ] e pAH,
by orders of magnitude and thedependence ofp corre- -10] = ASp/kg
sponds qualitatively to that ofr. Thus, in the isothermal " 100 200 300 400
variation of the density examined in this work, the thermo- T (°C)

dynamic response functions concerning the densityvol-

. ... FIG. 5. (a) The excess chemical potenti&j. and its enthalpic and entropic
ume fluctuation of the system are larger at a lower denSIty'components\HP andTAS; of methane as functions of the temperatliret

the stated\, B, C, D, andE, which involve water densities of 1.0 g/én{b)

IV. THERMODYNAMICS OF METHANE HYDRATION BAn and its enthalpic and entropic componeBAH p and ASp/kB of
methane as functions of the temperatiirat the state\, B, C, D, andE.

In this section, we focus on the thermodynamics ofWhen not shown, the error bar is smaller than the size of the corresponding
methane hydration. In Sec. IV A, we treat the excess chemi&YmPo!
cal potential and discuss the affinitgolubility) of methane
for water over a wide range of density and temperature. In
Sec. IVB we perform the decomposition into the enthalpicA u itself, as described in Sec. Il. In Fig(d, we showBA u
and entropic components. The thermodynamic characterigs a function ofl at constant density. AlthougBA u exhib-
tics presented in Secs. IV A and IV B for the methane solutdts a weaker temperature dependence than due to the
are also valid for the hard sphere solutes with the sizeactor g, it is still an increasing function of the temperature.
treated in Sec. V. In Sec. IV C we examine the effect of theThus, over a wide temperature range shown in Fig. 5, the
(soft) solute—solvent interaction on the thermodynamics ofaffinity (solubility) of the nonpolar solute decreases with
methane hydration. We address this issue to clarify the rolén this sense, methane is more “hydrophobic” at higher tem-
of the weak solute-solvent attraction at high temperatures. peratures when the density of water is fixed, whereas the
uniqueness of the water structure is diminished by elevating
the temperature as shown in Fig. 1. It may then be mislead-

In Fig. 5(a we show the excess chemical potentiak ing to ascribe the origin of hydrophobicity only to the unique
of methane as a function of the temperatlia a fixed water  structural characteristic of water, such as the tetrahedral or-
density of 1.0 g/crh It is evident thatA u increases wittT  dering. Since the excess partial molar energy at constant vol-
in the constant volume condition. In other words, the freeume AE, is expressed as
energy penaltyA u of inserting the nonpolar solute is larger

. . I(AulT)

at a higher temperature, whereas high-temperature water be- AE, = — 2<— , (7)
haves like a simple liquid as seen in Figal''° Since the at ]y

excess partial molar entropy at constant voluh®, is given Fig. 5(b) also implies thatAE, is negative at ambient to

by supercritical temperatures. Detailed analyses of the energetic

A (enthalpi¢ and entropic components are presented in Sec.
ASV:_(T) ; 6 vB.

v When the temperature is raised above the critical, there

whereV is the volume of the system, Fig(& shows that is no prohibited region between the gas-like and liquid-like

AS, is negative over a wide range of temperature shown. Irdensities. In Fig. @), we show the excess chemical potential

order to understand the affinity of the nonpolar solute forAx of methane as a function of the water dengitat a fixed

water, it is actually necessary to exami@a w, rather than temperature of 400 °C, along with the reference value at the

A. Excess chemical potential
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: . : . L When the density decreases and/or the temperature in-
creases, water is considered to become less unique as the
hydrogen bonding is disruptéd-°A clear indication of this
point is the reduction in the dielectric constant, which is
observed in both experimental studié® and model calcu-
lations using the SPC/E modgt1!2Since the strong hydro-

gen bonding and the large dielectric constant are major
unigue characteristics of ambient water, water is viewed as
more “nonpolar” at lower densities and/or higher tempera-

—
W
[N

,d
2

o

-o- @ Au
-O- ® AH,

Au, AH,, TAS,, (kcal/mol)
W

'
[V}

AT, | tures. In solution chemistry, it is a rule of thumb that a non-
0 02 04 06 08 10 polar solute dissolves well into a nonpolar solvent since the
p (g/em’) dissolution involves a small or no free energy penalty. Fig-
\ | ! L ! ures 5 and 6 show, however, that the free energy pedaity
10 of inserting methane in water is larger at the high-

temperature states with the medium to high density (
=0.6 g/cn?) than at the ambient state. In other words, while
high-temperature water is more “oil-like” than ambient wa-
ter from the viewpoint of the reduced hydrogen bonding and
dielectric constant, the increased "oil-likeness” of high-
temperature water does not lead to a small free energy pen-
alty Au. In this case, the enhanced affinity of the nonpolar
; . . T - solute for high-temperature water with the medium density
0 02 04 06 08 10 (0.6 glcnm? <p=0.8 glcn?) is simply the effect of the el-
p (glem’) evated temperature to redugd\ . The effect of tempera-
FIG. 6. (a) The excess chemical potentiak and its enthalpic and entropic  tUre elevation to mix two compounds with an unfavorable
components\Hp andTAS; of methane as functions of the densityat the A u is generally observed and is not specific to water. There-
gmbient stgte& and at the_ supercritical statesF, G, H, andl. (b) BA « and fore, the enhanced affinitisolubility) of the nonpolar solute
:fs enthalpic and entropic componeriaHp and AS, /kg of methane as ¢ ¢ \sar- and subcritical water represents the nonspecificity
unctions of the density at the ambient statd and at the supercritical .. .
statesE, F, G, H, and|. The filled symbols represent the stateand the ~ Of super- and subcritical water, rather than the uniqueness,
open symbols connected by solid lines represent the $afesG, H, andl. when seen in terms of the free energy penalty of the hydra-
When not shown, the error bar is smaller than the size of the correspondinggp process.
symbol. In their comprehensive treatment of the affinities of non-
polar solutes for SPC/E water along the liquid branch of the
water saturation curve, Guillot and Guissani observed, in
ambient statdthe stateA in Table ). It is evident thatA ~ agreement with the experimental findirfgs>! that the af-
increases withp in the constant temperature condition andfinities involve minima in the temperature variatihin the
that the excess partial molar volume is positive in the densitpresent work, it is seen in Figs. 5 and 6 that the affinity of
range shown in Fig. @). In the low-density region methane decreases when the temperature is raised at constant
=<0.4 gl/cnd) of the supercritical stated) . is smaller than  density and that it increases when the density is reduced at
that at the ambient sta# This simply reflects the fact that constant temperature. When the temperature is raised along
A u approaches zero for any fluid in the limit of zero density.the liquid branch of the saturation curve, the density of water
In the medium- to high-density regiorp£0.6 g/cni) of  decreases. Thus, the presence of the affinity minima between
the supercritical states, on the other hafg, is larger than ~25 and~100°C on the saturation curve indicates that in
that at the ambient statA. In other words, when seen in the low-temperature regime of the saturation curve, the effect
terms of the free energy penallyu, the insertion of meth- of elevating the temperature to reduce the affinity over-
ane is less favorable in supercritical water with  whelms the effect of decreasing the density to enhance the
=0.6 g/cnt than in ambient water witp=1.0 g/cn?.'®  affinity.
In order to examine the affinity of the nonpolar solute for
supercritical water, in Fig. ®) we showBAu as a func-
tion of p at constant temperature, along with the reference  When the hydration of a nonpolar solute is concerned in
value at the ambient state. Since flabsolute temperatures ambient conditions, the thermodynamic characterization of
at the supercritical states of interest are more than twice théhe enthalpic and entropic components reveals the unique
temperature at the ambient sta@Au becomes smaller features of the hydration clearly. It is indeed well known in
at the supercritical states (p=0.8 g/cn?) and G (p=0.6  hydrophobic hydration that while the excess partial molar
g/cn?) than at the ambient stafewhen the facto is taken  enthalpy is negative and favorable, the entropic component
into account. This shows that in the medium-density regioroverwhelms the enthalpic component and gives rise to the
(0.6 glcn? <p=0.8 glcn?), the enhanced affinity of the low solubility of a nonpolar solute in ambient wafet® =4
nonpolar solute for supercritical water results from the el-When the hydration of a nonpolar solute is concerned in
evated temperature, not from the free energy penalty. high-temperature conditions, it will also be insightful to ex-

[V}

-o— o SAu
-0 m fBAH,
= A ASplkg

AW, BAH,,, AS, /i
o

'
[}

L JSLINLIL N L B ¢
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B. Excess partial molar enthalpy and entropy
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amine the enthalpic and entropic components of the hydrashown in Fig. 5, respectively. It is then a thermodynamic
tion thermodynamics. In this regard, it should be noted thaidentity that
the excess partial molar enthalpy and entropy are dependent BT M oA A T UHT AN A
upon whether the solute is inserted in the constant volume B Au™ =B Au"=(B"AHp — B AHY)
condition or in the constant pressure condition. Actually, the _ HT A oA

. ! (ASp —ASp)/Kg. (8)
excess partial molar energy and entropy in the constant vol-

ume condition can be estimated from the temperature depefxccording to Eq.(8) and Fig. %b), the decrease in the affin-
dence of the excess chemical potential shown in Fig. 5ity at the high-temperature state expressedgaSA uHT
Within the framework of the hydration shell analysis, how- > gAA 4” is due top"TAHET> BAAH4 . In other words, the
ever, the partial molar quantities in the constant pressurgeduced affinity in the high-temperature region results from
condition have transparent connections with the local structhe unfavorable change in the enthalpic component upon the
ture and energetics around the sol(ft¢’®> As noted in Sec. temperature elevation. The change in the entropic component
Il, in this work the excess partial molar enthalféHp and  stabilizes the nonpolar solute in water at the high-
the excess partial molar entrofyS; are evaluated under the temperature state, but is not large enough to negate the un-
constant pressure condition. The hydration shell analysis refavorable change in the enthalpic component. Thus, in view
lating the excess partial molar quantities to the microscopiof the decomposition into the enthalpic and entropic compo-
solvation structure is presented in the accompanying gaper.nents, the affinity change of the nonpolar solute against the
In Fig. 5(a), we showAHp andTAS; as functions of the temperature variation at constant density is governed by the
temperatureT at a fixed water density of 1.0 g/émin the  enthalpic component.
ambient conditior(the stateA in Table I), TASp is unfavor- We now perform the enthalpy—entropy decomposition
able (negative and larger in magnitude thakHp. This in-  of the hydration thermodynamics by varying the density in
deed represents the thermodynamic characterization of hyhe supercritical conditions. In Fig(®, we showAHp and
drophobic hydration. As the temperature increasesSy TASp as functions of the water densipyat a temperature of
becomes smaller in magnitude aﬁdﬂp is closer to the ex- 400°C, along with the reference values at the ambient state
cess chemical poten“ﬂlu/ In other words, at h|gher tem- (the stateA in Table I) It is evident that the excess partial
peratures, the entropic contributionAqu is smaller and the Molar enthalpy is favorablénegative at the ambient state
thermodynamics of methane hydration is more enthalpicand unfavorablepositive at the supercritical states, while
Actually, A is essentially enthalpic at temperatures higherthe excess partial molar entropy is unfavorafrlegative at
than~ 200 °C, where Fig. (8) shows that pure water exhib- the ambient state and favoratﬁtmsmv_e_ at the supercrm(_:al
its the simple liquid-like behavior. When a spherical cavity isStates. Furthermore, at the supercritical stafeldp domi-
introduced into an organic solvent, it is commonly seen thaf!aes OveTA S and gives rise to the positive excess chemi-
the free energy of cavity formation is enthalBi®384444n cal potentialA i. Unlike the case ol i, the density depen-

this sense, the hydration of the nonpolar solute in the highgenges QfAbH PhAaﬂd ASg Aasre not:r:)ozott;nrl%. Thhere are
temperature region is more of “organic” character than of Maxima in ot p an p at p~0.4 g/cnt (the state

“aqueous” character since the solute—solvent attractive int!)- The presence of the maxima reflects the fact thel,

teraction is shown in Sec. IV C to make a minor contributionandASP become large near the critical point due to the di-

) L . vergent behavior of the isothermal compressibility of the
to the hydration thermodynamics in the high-temperature re- §6-72 . . . .
gion. It should be noted, however, that the increased “orX < solvent™™ ”In the medium- to high-density regiom (

- o ’ _ =0.6 glcni), AS, decreases withp, and the hydration
ganic” character of high-temperature hydration does not as;

2 thermodynamics is more strongly governed by the enthalpic
sure the enhanced affinity of the nonpolar solute for water, y av g y P

id df h hemical ial in Fig. 5 aéomponent at a higher density.
evidenced from the excess chemical potential in Fig. 5. In order to compare the enthalpic and entropic contribu-
When the affinity(solubility) of the solute is to be com-

) ; tions to the hydration thermodynamics at the ambient and
pared at different temperatureBA ., rather tham w itself, supercritical temperatures, in Fig(th we showBAHp and

needs to be treated explicitly. Corr-etspo.ndingly, it is NeCesp g /k, as functions of the water densipyat a temperature
sary to treaj3AHp andASp/kg explicitly in order to com- ot 400 °C, along with the reference values at the ambient

pare the enthalpic and entropic components of the hydratiogtatea. The comparison between the ambient sttiie state
thermodynamics at different temperatures. In Fifh)5we ) and a supercritical statéhe stateE, F, G, H, or 1) is then
showBAHp andASp /kg as functions of the temperatue  made by employing Eq(8), where the supercritical state is
at constant density. It is easy to see that the fa6tdoes not  taken as the high-temperature state. Equat®nand Fig.
alter the general trend of the temperature dependence of thggh) show that in the low- to medium-density regiop (
enthalpic and entropic components. To examine the effects0.8 g/cn?), the increase in the affinity at the supercritical
of AHp andAS; on the affinity difference between the am- state expressed a8""A u"T<B*Au” results from ASHT
bient and high-temperature states, it is insightful to simply>AS5. In other words, the enhanced affinity at the super-
decompose the difference @A into the enthalpic and critical state withp<0.8 g/cni is caused by the entropy
entropic components. Leg®, Au”, AHp, andASp be the  gain obtained when the system is moved from the ambient
B, Auw, AHp, andASp at the ambient stat@, respectively, state to the supercritical state. This entropy gain is large
and letg"T, AuMT, AHET, andASH be theB, Au, AHp,  enough to negate the unfavorati&y at the ambient stat@,
andASp at a high-temperature stafne stateB, C, D, orE)  which is a thermodynamic signature of hydrophobic hydra-
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tion. The role of the enthalpic component is to partially com- !

pensate the entropy gain. Therefore, in view of the decom- A'lj a -l
position into the enthalpic and entropic components, the E L2
affinity change of the nonpolar solute from the ambient state R "
to the supercritical state with the low to medium densjy ( ‘"‘;'2' —-32
=0.8 glcnd) is governed by the entropic component. $ ] —o- <uy> .
When the temperature is raised on the liquid branch of Vo o Beug> |
the water saturation curve, it is expected from Figs. 5 and 6 -3 L-5
that ASp increases with the temperature. This expectation is " 100 200 300 400
indeed supported by the observations of Guillot and Guissani IO
concerning the temperature dependencd 8§ on the satu- P
ration curve® Furthermore, Guillot and Guissani showed %lli b & Gu-<u>) AR
that AHp also increases with the temperature along the lig- % : 96~
uid branch of the saturation curf®.This indicates from éloi 9.4 \:f
Figs. 5 and 6 that when the temperature is raised on the A, %] o2 &
saturation curve, the effect of the temperature elevation to 5 8 rZ
) ; . L9.0 &
increaseAHp overwhelms the effect of the density reduction é 71 L
to decreasé\ Hp in the high-density regiong(=0.8 g/cn). = 6 < B(Au-<u,>) g 88

100 200 300 400
T(°C)
C. Effect of the solute—solvent interaction ] ] ) )
FIG. 7. (a) The average solute—solvent interactian,) and its normalized
A realistic solute—solvent interaction usually involves anform g(u,,) of the hydration thermodynamics of methane as functions of

attractive part even when the solute is sparsely soluble in th@€ temperaturd at the statesh, B, C, D, and E, which involve water

- . . densities of 1.0 g/cf (b) The cavity component{u—(uy,)) and its nor-
solvent. In this case, although the attractive part in themalized formB(Ax—(uy)) of the hydration thermodynamics of methane

50|Ute—_5_0|Vem interaction will nOt play a dominant rple i'T' as functions of the temperatufeat the stateg\, B, C, D, andE. When not
determining the thermodynamic behavior of hydration, itshown, the error bar is smaller than the size of the corresponding symbol.

may make a non-negligible contribution to the hydration
thermodynamics. A convenient conceptual framework to
treat the(soft) solute—solvent interaction has been provided In order to see the effects of the interaction and cavity
by Pierotti in his developments of the scaled-particlecomponents on the affinitisolubility) of methane, we show
theory?®2123-25|n Pierotti's developments, the process of B(u,,) and B(Au—(uy)) in Figs. 7@ and 7b), respec-
the solute insertion is decomposed into two processes. Onefiwely, as functions of the temperatufeat constant density.
the process of forming a cavity to accommodate the soluteAccording to Fig. 7a), the role of the interaction component
and the other is the process of introducing ¢keft) solute— in the temperature elevation is to increg&&u and reduce
solvent interaction. The purpose of this section is to elucidatéhe affinity of methane. On the other hand, it is seen in Fig.
the role of the(soft) solute—solvent interaction in the hydra- 7(b) that (A x—(uy,)) is a weakly decreasing function of
tion thermodynamics. We decompose the thermodynamics dghe temperaturd. Thus, Figs. 5 and 7 imply that while the
methane hydration into two components in a manner analceontribution of{u,,) to the A value is smaller at a higher
gous to that given by Pierotti and isolate the effect oftemperature, the temperature dependencg®df. is domi-
the solute—solvent attraction on the affinity of methane fomated by that of3(u,,). In other words, the reduced affinity
water. of methane at higher temperatures results from the weakened
Let (uy,) be the average sum of the interaction of meth-attraction between the solute and solvent.
ane with all the water molecules. We treat the excess chemi- The density dependence of the excess chemical potential
cal potentialA u of methane simply as a sum ¢fi,,) and  Au of methane in the supercritical conditions can also be
(Ap—(uyy)), which are called the interaction componentanalyzed by decomposiniju into the interaction and cavity
and the cavity component, respectivély.*'6In Figs. 7a)  components. In Fig. 8, we shofu,,) and Az —(u,)) as
and 7b), we show(u,,) and Aux—{uy,)), respectively, as functions of the water density at a temperature of 400 °C,
functions of the temperatur€ at a fixed water density of along with the reference values at the ambient Sthie state
1.0 g/cni. It is evident that the interaction component is A in Table ). The density dependence of the interaction
less attractive(less negativeat a higher temperature. The componen{u,,) is not monotonic at a fixed temperature. In
cavity component £ «—(u,,)) is an increasing function of the density region up te-0.8 g/cnt, (u,,) becomes more
T and governs the excess chemical potential of methanattractive(more negative with the density, and simply in-
more strongly at a higher temperature. In addition, Figa. 5 creases in magnitude with the number of solvent molecules
and 7a) show that(u,,) plays a minor role in determining around the solute. When the density is higher than
the excess partial molar enthalpyHp at temperatures ~0.8 g/cni, water penetrates more into the repulsive core
higher than ~200°C. In other words,AHp in high-  of methane andu,,) becomes less attractive with the den-
temperature water is dominated by the solvent reorganizatiosity. On the other hand, the cavity componeffu(—(u,))
term, which describes the shift in the solvent binding energyis more repulsivémore positive at a higher density over the
induced by insertion of the soluf@. whole region of density shown in Fig. 8. Therefore, when the
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9] : : : : results in Sec. V so thgBA u of the hard sphere solute of
0] o ® <u,> exclusion radius\ o is equal toB(Ax—(uy,)) of methane.

g] O~ W (Au-<u,>) In Fig. 9, we show the\ . thus determined as a function of
the densityp at the thermodynamic states listed in Table I. It

—_

<u >, (Apu—<u_>) (kcal/mol)
N

> = is seen that at each state,; corresponds to the sum of the
4 van der Waals radii of methane and water. When(thater
21 density is fixed at 1.0 g/chn A decreases with the tem-
0+ peratureTl. In addition, it is found in the accompanying paper
: 2] W that the first peak of the methane—water radial distribution
i ; . . r T function is shifted to a smaller distance by the temperature
0 02 04 06 08 10 elevation in the constant volume conditiéfiThus, when the
p (glem’) temperature is raised at constant density, water penetrates

FIG. 8. The interaction componeft,) and the cavity componentA(u “deeper” into the co_re of methane andy becomes smaller.
—(ugy) of the hydration thermodynamics of methane as functions of theActually, we show in Sec. V thaBAu of a hard sphere
densityp at the ambient stat& and at the supercritical statEsF, G,H, and  solute increases with the temperature when its exclusion ra-
I. The filled symbols represent the stadtand the open symbols connected djys )\ is fixed. This implies that the weak decrease in
by solid lines represent the statésF, G, H, andl. The error bar is smaller ; "
than the size of the corresponding symbol. B(AM_—<U_uv)) of_methane against th_e temperature e_Ie\_/atlon
seen in Fig. ) is due to the reduction iNg;, which is in
turn connected to the softness of the solute—solvent interac-
density is lower than-0.8 g/cn?, the interaction and cavity tion. The density dependence by is relatively small. In
components compete against each other and the density dether words, the effective hard core radius for the nonpolar
pendence ofA u is determined by that of the cavity compo- solute is essentially determined by the temperature.
nent.
In Fig. 6a), it is seen that the free energy penaky. of
methane insertion is not smaller at the medium-density state\é' THERMODYNAMICS OF CAVITY FORMATION
F andG in the supercritical region than at the ambient state  |n fluid, it is always possible to find cavities of various
A. Figure 8 shows, however, that the cavity componenkizes. The probability of finding a cavity is related through
(Ap—(uy,)) obtained by excluding the interaction compo- Eq. (3) to the excess chemical potential of the corresponding
nent is smaller at the sta® than at the staté\. In other  hard sphere solut&:***3*Since the hard sphere is a proto-
words, when the system is moved from the stat® G, the  typical nonpolar solute, it is useful to examine the cavity
reduction in the cavity component is compensated by theiistribution in pure solvent water at high-temperature condi-
unfavorable change in the solute—solvent interactio,)  tions. In this section, we focus on the thermodynamics of
and does not give rise to a favorable change in the free ergavity formation over a wide range of density and tempera-
ergy penaltyA «. When the comparison is made between thetyre.
statesA andF, on the other hand Au —(uy,)) is still larger The excess chemical potentiAlx of the hard sphere
at the stateF. In this case, both the interaction and cavity solute of exclusion radius is determined from Eq(3) by
components are more repulsive at the supercritical $tate the probability p(\) of successful insertion of the hard
than at the ambient sta#g and the enhanced affinity at the sphere. As noted in Sec. (\) denotes the probability that
stateF is accounted for only by incorporating the faci®r the spherical solute is separated from any water molecule by
In Sec. V, we examingA u of the hard sphere solute as a distance of at least when it is inserted at an arbitrary
a function of its exclusion radius. In this connection, itis position in the fluid. In other wordg(\) is the probability
of interest to estimate the effective hard core radigg of  that an arbitrarily chosen position in the fluid is the center of
the methane—water interaction. At each thermodynamic statg cavity whose radius is at least In order to analyze the
of interest in Table I, we determingy from the simulation  microscopic inhomogeneity of the pure solvent, Pohorille
and Pratt introduceg@,(\) defined a&"*

320] N p(N) = L dN'pr(A ). )
3151 By | Pm(\) is the probability distribution function that the radius
= ] C of a cavity at an arbitrarily chosen position in the fluid is
_$3.10 H Co k equal to\. Usi_ng Pm(N), it _is pos_sible to characterize the

1, o Do f range of the size of a cavity which appears spontaneously

3.05 £ s and transiently in the fluid.

] E L In Fig. 10@), we showBA u of the hard sphere solute as

3.004 C a function of its exclusion radius at the thermodynamic

0 02 04 06 08 10 states involving water densities of 1.0 gftthe state#\, B,

p (gfem C, D, andE in Table I). According to Fig. 108), BAu in-
FIG. 9. The effective hard core radidg, of the methane—water interaction Creases with the temperature at eactthough the tempera-
as a function of the density at the thermodynamic states listed in Table I. ture dependence is weaK. In other words, a cavity of mo-
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AR FIG. 11. (@) BAx and its enthalpic and entropic componeptaH, and

ASp /kg of the hard sphere solute of exclusion radius 3.0 A as functions of
the temperaturd at the statesA, B, C, D, and E, which involve water
densities of 1.0 g/cf (b) BAHp, BAEy, andp(d(BAw)!dp) of the hard
sphere solute of exclusion radius 3.0 A as functions of the temperatate
the statesh, B, C, D, andE. When not shown, the error bar is smaller than
the size of the corresponding symbol.

FIG. 10. (8) BA u of cavity formation as a function of the cavity radinsat
the statesA, B, C, D, andE, which involve water densities of 1.0 g/ém
The solid lines represent the statesC, andE, and the dotted lines repre-
sent the stateB andD. At each\, BA u corresponds to the statésD, C,

B, andA from top to bottom(b) The probability distribution functiop,,(\)

of the cavity size as a function of the cavity radiusit the state#\, C, and

E. The dashed line represents the statéhe dotted line represents the state

C, and the solid line represents the state ments are reversed. Although water is more like a simple

liquid at higher temperatures as seen from the radial distri-

bution function presented in Fig(d), the temperature eleva-
lecular size £=2.0 A) becomes less likely to be found in tion sharpens the distribution of the cavity size and leads to
water when the temperature is elevated in the constant volarger BA u for cavities of molecular size.
ume condition. In previous computer simulations at constant  The change irBA u is, however, less than 10% for each
density, Pohorille and Pratt and lkeguadtial. found that A shown in Fig. 108) even when the temperature is raised
BAu increases when the temperature is raised frogb to ~ from 25 °C(the stateA) to 400 °C(the stateE). This change
~100 °C#14348Fjgure 1@a) actually shows that the increas- in BA u is actually smaller by an order of magnitude than the
ing behavior of BA . is observed even in the supercritical corresponding changes in the enthalpic and entropic compo-
region. nents BAHp and ASp/kg. In Fig. 11a), we showBAu,

To see the relationship between the temperature depeBAHp, andASy/kg as functions of the temperatufieat a
dence of BAu and the local inhomogeneities of the pure fixed water density of 1.0 g/cirfor a selected cavity radius
solvent system, in Fig. 1B) we showp,,(\) defined by Eq. of A=3.0 A. The results are shown only at=3.0 A for
(9) at the state®A, C, andE. It is evident in the smalik brevity since the thermodynamic characteristics in Figalll
region \<1.5 A) thatp,,(\) is essentially indistinguishable are valid over the range of in Fig. 10a). It is indeed seen
among the states involving the same density but differenbver a wide range of temperature that the large changes in
temperatures. This simply reflects the fact that the formatiorBAH, and ASp/kg compensate each other and lead to the
of a small cavity is determined only by the density of thesmall change in3A u.
pure solvent systerft-2>4143When the cavity size is larger When the response @A u to temperature variation is
(A=1.5 A), on the other handp(\) varies with the tem- weak at constant density, the temperature dependence of
perature according to the change in the solvent structur@AHp can be related to that of the thermal expansion coef-
shown in Fig. 1. In this region ok, the cavity is more ficient ap of the pure solvent. To see this, we note the ther-
sharply distributed at a higher temperature gmg\) de-  modynamic identity that
creases with the temperature for cavities of molecular size

. . . Tap I(BA W)
(A=2.0 A). By comparing water and organic solvents in IBAHP::B(AEV+ _AV):BAEV+TQPP—,
ambient conditions, Pohorille and Pratt argued that since Kt ap
pm(N\) is sharper in waterBAu is larger in water for a (10
cavity of molecular siz8***%%n Fig. 10b), the roles of where AE, is the excess partial molar energy at constant
water and the organic solvents in Pohorille and Pratt’s arguvolume,AV is the excess partial molar volume, agdis the
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isothermal compressibility of pure wateAE, can be ob- TABLE I The effective diameter of the water molecule and the accuracy
tained from the dependence B on the temperatur® at of the scaled-particle theory for the free energy of cavity formation.
constant density shown in Figs.(@and 11a). In this work,

. S
we estimatg3AE,, by fitting BA u to a quadratic function of State )EE')H )Z)ni‘;‘x (UAU) "
1T and using Eq.(7). In Fig. 11b), we show BAHp, A 20 20 S8l Tx10t
BAEy, andp(d(BAwr)/dp) as functions of the temperature B 20 30 280 76102
T at a fixed water density of 1.0 g/én‘or a cavity with the C 20 3.0 2.79 5102
radius ofA=3.0 A. The trend in Fig. 1(b) is valid over the D 2.0 3.0 2.77 431072
range of\ in Fig. 10@), and we show only the results &t E 2.0 3.0 2.76 3.8 10:2
=3.0 A for brevity. It is then seen thg8AHp is dominated g g'g ‘5"3 g;‘; %'é 18,2
by the second term of E@10). In addition, Fig. 11b) sug- H 20 70 204 1610 L
gests thap(d(BAw)/dp) is a weak function ofl, which is | 20 9.0 1.72 7.810°2
consistent with the observation that the temperature depen- _ -
dence of BAu is weak in the constant volume condition. G 2.0 50 2.64 >-9 1072
Thus, it is concluded on the basis of EGO) that the tem- ? ;’8 ;'g i'ig 2'; 18_2

perature dependence @fAHp is parallel to that of Tap
presented in Fig.(®). In the temperature range from25 to
~100°C, lkeguchkt al. also emphasized the parallelism in

the temperature dependence betwgaHp andTap.***** |y our treatmentsp, P, andT are taken from Table | and the
Our results then show that when the volume of the system igxact equation of state for the system under st(8§C/E
fixed, the parallelism caused by the weak temperature depefyatep is employed in Eq(11). When the solvent is water,
dence ofA u is valid over a wide temperature range includ- ¢ is actually an effective diameter of the solvent molecule.
ing the supercritical states. In this case, a lafGep leads to  |n this caseg, can be considered an adjustable parameter in

a largerBAHp. Eg. (11) and may be treated as a function of the state of the
According to Fig. 10a), BAu exhibits a weak but ap-  system.
preciable dependence on the temperaflii@ the constant The accuracy of the approximate expression @d) is

volume condition. In order to identify the factor determining assessed from the average deviatbdefined as
the T dependence ofBAu, we perform the component 1

. . - . -, Nmax
analysis for the thermodynam|cs_of cavity formation within 5= - f d\| BALSPT— BA ), (14)
the framework of the scaled-particle theory. The thermody- ANmax™ Amin J

namics of cavity formation can be represented in analyticall
convenient form by the scaled-particle thedty?® In this
theory, the detailed interaction and structure of the solutio
are not taken into account explicitly and affect the free en

ergy of cavity formation only through the solvent densty water molecule by minimizing with respect tar, . At each

pressureP_, and temperaturd of the system. The solvent state connected to the isochoric thermodynamic path from
molecule is treated as a hard sphere with a properly chose[ﬂe stateA to E. we takeh .. =20 A and:...=3.0 A and

. . . . . . ’ min~— &- max— -
d|ar_net|erav, anhd thef msert:on of al Ca\i'ty c;f (;gdu)s;; 2 obtain theo, which minimizess. Table Il shows ther, thus
iquwagnt to that of a so utz mgtxhecu e.t.o |:1met| | obtained and the minimized valu®,;, of the deviations at
(0. SINCE WE are concerned with cavilies of molecuiary, thermodynamic states listed in Table I. It is seen that
size, we restrict our attention to the solutes which involve

tive di " d sati 2 The f ; when the water density is fixed at 1.0 gfnthe effective
postive diameters aSin >a is=c,/2. The ree energy o diametero, of the water molecule corresponds to the van der
cavity formation Au>"" is then expressed in the scaled-

. 23.25 Waals diameter of water and is close to the values adopted
particle theory &s" by Pierotti at ambient conditioA$? and by Crovettcet al.
3y on the liquid branch of the saturation curve up to a tempera-
BAuSPT= —In(l—y)+(ﬁ) R ture of ~250°C*°* The temperature dependencecf is
weak, andor, decreases only by 2% when the temperature
3y 9/ 3y \? , BYP_, is elevated from 25 to 400 °C. As an approximate expression
iy alToy) (RT 5 R (D for the free energy of cavity formation xSPT given by Eq.
1-y 2\1-y or the free energy of cavity formation, .>"" given by Eq
) . ) . (11) involves an error of~0.1kgT at the ambient statéhe
wherey is the packing fraction of the solvent defined as stateA) and its accuracy improves with the temperature.
o At ambient conditions, the effect of the pressure is neg-
y= gpaf (12 ligible in the free energy of cavity formation. When the tem-
perature is raised at constant density, the pressure increases
andR is the ratio of the solute diameter to the solvent diam-by orders of magnitude as shown in Table |, and the pressure
eter given by effect may be significant in the thermodynamics of cavity
formation. In the scaled-particle theory, the pressure effect
R= 2\ —o, _ (13 on the free energy of cavity formatiaku SPT is represented
Oy by the last term of Eq(11). It is cubic with respect to the

min

XNhereA,u is the exact free energy of cavity formation ob-
tained from the simulations and,,;, and\ . are the small-
st and largest radii of the cavities of interest, respectively. In
this work, we determine the effective diametey of the
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FIG. 12. BALSPT and its componentBA us and B(A uSFT— A u™h ’
evaluated from the scaled-particle theory for the hard sphere solute of ex- ]
clusion radius 3.0 A as functions of the temperaflirat the state\, B, C, = 064 L
D, andE, which involve water densities of 1.0 g/ém <
S 04 i
. . . ]
ratio R of the solute diameter to the solvent diameter and 02
proportional to the pressufe The densityp and the packing ] i
fractiony do not have to be referred explicitly in the pressure 0

effect since they are related to each other through([Eg). 0
Let AMEPT denotey PR%/p, which represents the pressure
term in Eq.(12). B(AuSP™— A k3" is then independent of
the pressur® explicitly and is determined only by the pack-
ing fractiony and the diameter ratiR. In Fig. 12, we show
BAuSPT and its componentsBAus”' and B(AuSPT

— A" as functions of the temperatufeat a fixed water
density of 1.0 g/crh for a cavity with the radius ok =3.0

A. The general trend observed in Fig. 12 holds over the
range of\ in Fig. 10@), and the results are shown only at
A=3.0 A for brevity. It is then seen in Fig. 12 that
B(AuSPT—A w3 decreases with. This is caused by the o2 02 06 08 10
reduction in the effective diameter, of the water molecule. - p (g',cms)' '
At a higher temperatureg, is smaller and the solvent is

considered less packed. On the other hand, the pressure tefifs- 13. (8 BAw of cavity formation as a function of the cavity radisat
the supercritical statds, F, G, H, andl. At each\, BA u corresponds to the

BAHP ) IS an llncreasmg function of. This Increasing be- statesE, F, G, H, andl from top to bottom(b) The probability distribution

havior is dominated entirely by the responseRsT to the  functionp,,(\) of the cavity size as a function of the cavity radiust the

temperature variation, while the effect of the reduction is  supercritical stateg, F, G, H, andl. (c) The average size of the cavityand

negligible in the pressure term. According to Fg2), fur- the relative deviatio\/\ as functions of the density at the supercritical

thermore, ,BA,U«SPT is a stronger function ofT than  statesE F, G, H, andl. In (c), the error bar is smaller than the size of the

ﬁ(A,U«SPT_A,U«EPT) and the temperature dependence Ofcorrespondlng symbol when it is not shown.

BAuSPTis governed by the pressure term. Thus, when the

temperature is raised at constant density, the accompanying . . . . .
P Y pany |r95|ghtful to examine the probability distribution function

g;enswztljeriu?;\/;gZr:nr?/t/j:tcefs the probability of finding a CaV'typm()\) of the cavity radius introduced by E@9). In Fig.

We now turn to the density dependence of the cavit 13(b), we showpp,()) as a function o at the states, F,

y ; X . )
distribution in the supercritical states. The free enekgy of G, H, andl._ It’is evident thalpm(_)\) IS conce_ntrqted in the

. . o larger\ region when the density is lower. This simply shows
formation of a cavity of radius is related through Eq3) to that the cavity is likely to be larger at a lower density. Fur-
the probabilityp(\) of finding the cavity. In Fig. 1&), we y y 9 Y.

show 2. as a funetion o the caviy radius at the ther- o 0, B BCTG TN BORPG MBS
modynamic states involving temperatures of 400 (tGe y Y

statesE, F, G, H, andl in Table )). The overall behavior of a higher density. Using the distribution functipg,(\), the

BAp [or p(\)] is similar to that characterized by Mountain average size of the cavity and the standard deviatiofh
in the region on which both our and his works fodds. can be evaluated by

According to Fig. 183), BA u increases monotonically with _

the density at each, and a hard sphere solute involves a ?\:f dANPm(N),

higher affinity for lower-density water. In order to character- (15)
ize the microscopic inhomogeneity of the pure solvent in Sh— \/ DON2D () — X2

connection to the thermodynamics of cavity formation, it is Pm(\) '

»
=
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Figure 13c) showsk andd\/\ as functions of the densiyy ~ hamic conditions. It has been found that the free energy pen-
at a fixed supercritical temperature of 400°C. It is indeedRlty of inserting the nonpolar solute is larger at the super-
seen thah decreases witp. The decreasing rate is larger in and subcritical conditions with the medium to high density

the lower-density region. This is actually consistent with thethan at the ambient condition. In this case, the enhanced
fact thatx_is divergent in the limit of zero density. The affinity of the nonpolar solute for super- and subcritical wa-

. : . ; er results from the elevated temperature, which is a nonspe-
density reduction also enhanﬁes the inhomogeneity of th%ific driving force for mixing anyptwo materials. When thep
cavity size represente_d b@_)\/)_\. 'U Sec. lll, it has been enthalpic and entropic components are compared between
observed that the spatial distribution of the water molecule$, 4 mpient and high-temperature conditions, it has been
'i more mhongogeneoui atda lower ddensny. In other Worfdsshown that the nonpolar solute in high-temperature water is
the contrast et\(veen the dense an sparse regions o tB‘éstabilized by the enthalpic component and is stabilized by
water.mollecules is stronger when the density is lower. Flg_ur%e entropic component. In connection to the thermodynam-
13(c) implies furthermore that the dense and sparse regiongs ot cayity formation, the size distribution of spherical
are mhore ;cat_tereéj_ In size n ? Ir?wer—densn)I qu|:j. b cavities has also been examined in pure solvent water. When

,T N 3 gctlf\./e_ mrgeteyv 0 the water molecule CaE € the density is fixed at a liquidlike value, it has been found
estlmate y fittings pn Fig. 13 to Eq. (12) on the . that the probability of finding a cavity of molecular size in
basis of the scaled-part!cle theory. The scheme to_determwwater is a weakly decreasing function of the temperature.
o, at the thermodynamic states connected to the iSothermai,is a5 then been shown, in the framework of the scaled-
phath from the stat& dto : 's the ssmg as t:?t userc]i above atparticle theory, to result from the elevated pressure involved
the stateshcc;]nnect((aj tot 1€ 1Isochoric pat lxzom t gmane at high temperatures. When the density is varied at a fixed
Eﬁ At eac t t()alrmo yn(ajlmlc_: ;ta_te, V\;]e EMplopin adn ?‘méx supercritical temperature, it has been observed that the size
Z ?wndlg Table I "?‘?] minimize the avebrlage ewar\]u&n distribution is less uniform at a lower density. The effective

efined by Eq(14) with respect tas, . In Table Il, we show diameter of the water molecule has been estimated within the

the f’v.thus determined and thg minimizz_ad va!ﬂ,gm of the . framework of the scaled-patrticle theory, and its reduction at
deviationé at the thermodynamic states listed in Table I. It IS 2 lower density has been related to the extent of spatial in-
seen at a fixed temperature of 400 °C thatdecreases when homogeneity in pure solvent water

the density is reduced. Especially, when the density is lower
than~0.6 g/cn?, the van der Waals diameter of the water
molecule is not effective to estimate,. According to Eq. ACKNOWLEDGMENTS
(11), even wheno, is independent of the density, the free This work is supported by the Research Grant-in-Aid
energyAu of cavity formation will be smaller at a lower from the Ministry of Education, Science, and Cultuido.
density. The response dfu to the density is then further 10304047 and by CREST(Core Research for Evolutional
strengthened by the density dependenceopfshown in  Science and Technologwf Japan Science and Technology
Table Il. The magnitude obr, is related to the extent of Corporation(JST). N. M. is also grateful to the Research
spatial inhomogeneity of pure water described in Sec. Ill.Grant-in-Aid from the Ministry of Education, Science, and
When the pure solvent system is spatially more inhomoge€ulture (No. 11740322 and to the Supercomputer Labora-
neous, a larger cavity is likely to be found and the solventory of Institute for Chemical Research, Kyoto University for
molecule is effectively smaller. In Appendix A, this point is generous allocation of computation time.
further pursued in connection to the state dependence of the
dipole moment of a water molecule. When the accuracy ol\ppeNDIX A
the scaled-particle theory is concerned, Table Il shows that
AuSPT given by Eq.(11) is an approximate expression for In the SPC/E model employed in this work, the dipole
the free energy of cavity formation at the supercritical stategnoment of a water molecule is a fixed parameter and does
with errors on the order of OkkT. Therefore, the scaled- Nnot depend on the density and temperature of the system.
particle theory accurately represents the thermodynamics dfowever, the dipole moment in the SPC/E model is tuned to
cavity formation in supercritical water when the effective reproduce ambient liquid properties of water and is inappro-
diameter of the water molecule is properly chosen. priate to simulate the dilute gas of water. Thus, the dipole
Since a simple and analytic expression for the excesgloment needs to be treated as a function of the thermody-
partial molar enthalpy is obtained from the temperature dif-namic state in order to perform realistic computer simula-
ferentiation of Eq.(11), the scaled-particle theory also pro- tions of water over a wide range of thermodynamic condi-
vides a convenient framework for describing the excess pations. In practical implementations of computer simulations,
tial molar enthalpy. In Appendix C, we analyze the densitythefe are two methods to incorporate the state-dependent na-
and temperature dependence of the excess partial molar efye of the dipole moment into the potential model of water.

thalpy within the framework of the scaled-particle theory. ©One is to employ a polarizable model and determine the
charge distribution within a water molecule at each step of

the simulatior?*#~%4In this method, although nad hoc
parameters are required in principle, a set of potential param-
The excess chemical potential and its enthalpic and ereters which covers a wide range of density and temperature
tropic components have been analyzed for the methane arsgems yet difficult to find. The other is to construct an effec-
hard sphere solutes in water over a wide range of thermodytive potential model by fitting some known experimental

VI. CONCLUSIONS
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TABLE Ill. Thermodynamic states of interest in the SPC-like model with a reduced dipole moment.

Canonical ensemble Isothermal—isobaric ensemble
Dipole moment Temperature Densityy Average pressufe Pressure  Average density
State (Debye (°C) (glen?) (ban (ban (g/cnt)
G 2.25 400 0.60 110%2 1107 0.60
H 2.25 400 0.40 5262 520 0.40
7 2.15 400 0.20 38t1 381 0.20

8Pure solvent water.
PThe values are evaluated in pure solvent water.
°The values are evaluated in pure solvent water. The errors are less than 0.81 g/cm

data®® In this method, although the potential parameters aréard sphere solutes by employing the parameters presented
valid only in a limited region of density and temperature, thein Sec. Il. The scheme to truncate the intermolecular inter-
simulation results obtained in that region will be reliable. actions and the boundary condition were identical to those
In Ref. 15, we estimated the dipole moment of a waterfor the SPC/E model described in Sec. Il.
molecule within the SPC-like framework at densities of 0.6, ~ The O-O and O-H radial distribution functions at the
0.4, and 0.2 g/cthand a temperature of 400°C. In our statesG, H, andl are shown in Fig. 7 of Ref. 15. The radial
SPC-like model, the Lennard-Jones parameters and the posiistribution functions for the SPC/E model at the corre-
tions of the charged sites are identical to those of the originadponding state§s, H, and| in Table | are seen in Fig. 2.
models®>'% and the strength of the partial charges, orwhen the radial distribution functions are compared between
equivalently, the dipole moment is adjusted to fit the numbethe SPC-like model with a reduced dipole moment and the
of hydrogen bonds obtained from the proton chemicalSPC/E model, their amplitudes are smaller for the model
shift.!*~**The dipole moment given in Ref. 15 is 2.25, 2.25, with a smaller dipole moment when the density and tempera-
and 2.15 D at 0.6, 0.4, and 0.2 gfémespectively, whereas ture are the same. This simply reflects the fact that the at-
the dipole moment in the SPC/E model is fixed at 2.35 Dtraction between water molecules is stronger when a larger
Thus, the dipole moment is smaller at the supercritical stategipole moment is adopted. In Fig. 14, we show the isother-
than at the ambient state. In this Appendix, we analyze thenal compressibilitycr and the thermal expansion coefficient
effect of the reduced dipole moment in the SPC-like modelaP at the state§s, H, andl as functions of the density. It
on the hydration thermodynamics of nonpolar solutes. is seen from Figs. 4 and 14 that the thermodynamic response
The states to be examined by the SPC-like model ar@unctions related to the density fluctuations are larger for a
specified by the temperature of 400 °C and the pressures cagrger dipole moment. Therefore, the spatial inhomogeneities
responding to the water densities of 0.6, 0.4, and 0.2 Y/cm are smaller, both locally and globally, when the dipole mo-
which are denoted by the stat€s H, andl, respectively. ment is reduced in the SPC-like framework.
The dipole moment of a water molecule at each state is Let A denote the excess chemical potential of methane
shown in Table lll. The hydration thermodynamics of the calculated using the SPC-like model with a reduced dipole
methane and hard sphere solutes at the statel, and| moment, and letAx be that calculated using the SPC/E
was evaluated from the computer simulations in themodel. The effect of the dipole moment of a water molecule
isothermal—isobaric ensemble. In order to determine the inen the excess chemical potential at fixed density and tem-
put pressures for the simulations in the isothermal—isobariperature can be seen by comparihg at the statefs, F|,
ensemble, we carried out Monte Carlo simulations of pure
solvent water in the canonical ensemble with the input den-
sities and temperatures shown in Table Ill. In each Monte
Carlo simulation, 648 water molecules were located in a cu-
bic unit cell and the standard Metropolis sampling scheme
was employed®®® The Monte Carlo simulation was per-
formed for one million passes, and the truncation scheme for
the intermolecular interactions and the boundary condition
were the same as those for SPC/E water described in Sec. II.
The average pressures at the staigsH, and| are then 14
shown in Table Ill. These average pressures are used as the ]
input pressures of the simulations performed in the 0 02 04 06
isothermal—isobaric ensemble. At each of the states in Table p (g/om®)
[ll, a Monte Carlo simulation of the pure water system was
carried out in the isothermal—isobaric ensemble for one milFIG. 14. The isothermal compressibility and the thermal expansion co-
; : ; ; -efficient ap as functions of the density at the statess, H, andl, which
lion 7%%2565 by Io.cat".]g 642.3 water m0|eCUIe§ in a cubic ur"E}lre simuI;ted using the SPC-like rrtﬁ;del with a reduced dipole moment.
cell.”>*® The particle insertion method was implemented to

) - When not shown, the error bar is smaller than the size of the corresponding
evaluate the excess chemical potentials of the methane asgmbol.
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R density of the pure solvent system2>*1*3Whenx=2 A,
B on the other handp,(\) is affected by the value of the
dipole moment. When the dipole moment is smaller, the cav-
ity size is more sharply distributed anml,(\) is smaller in
the large\ region. Therefore, the free energy penalty of
L inserting a cavity of molecular size is smaller when the di-
- pole moment is larger and the pure solvent system involves
3 more enhanced spatial inhomogeneities.
The probability distribution functiop,,(\) is related to
¢ the free energy u of cavity formation through Eq€3) and
—— (9). In Sec. V, we have analyzeXlu in the framework of the
Apt (keal/mol) scaled-particle theory and have determined the effective di-
ametero, of the water molecule. It has then been found that
FIG. 15. The excess chemical potentisl of methane at the stat€, H,  when the spatial inhomogeneity of pure water is enhanced at
and| against the excess chemical potenfigl of methane at the stat€& g lower density, the effective diametey, is reduced. In or-
H., andl. The Stat?ﬁ, H, andl are simulated using the SPC—]ike model der to further pursue the re'ationship betW%ln and the
‘Lvs'ti:gatr':idg;ec‘jlzd:zzldeepghmeeggsigi Itir;i f;ﬁsgﬁf‘;ihare simulated  golvent structure of water, we also determine the effective
' ' diametero, in the SPC-like model with a reduced dipole

moment at the stateS, H, andl. The procedure to deter-
andl with A at the state§, H, andl, respectively. In Fig. Mine o, at these states is the same as that described in Sec.

15, we make this comparison by plottingie againstAx. V- We employX iy and X ma shown in Table 1l and mini-

Figure 15 shows that when the density and temperature af8iZ€ the average deviatiod defined by Eq.(14) with re-

fixed, the free energy penalty of inserting methane is smallefP€Ct 100, . In Table II, we show ther, thus determined
d the minimized valuéy,, of the deviations at the ther-

at a larger dipole moment. This is actually related to the?" >
dependence of the extent of spatial inhomogeneity of pur&'0dynamic state§, H, andl. Itis seen at fixed density and
water on the dipole moment. As seen for the radial distriouf€mperature that, is smaller when the dipole moment of a
tion functions and the thermodynamic response functiongvater molecule is larger. The stronger association among
the spatial inhomogeneities are more enhanced when the diater molecules induces the formation of larger cavities and
pole moment is larger. When the pure solvent system is mor@hhances the probability of finding a cavity of molecular
inhomogeneous, a cavity of molecular size is more likely tosize. Thus, in both cases concerning the variation in the den-
be found and the free energy of its formation will be smaller.Sity and in the dipole moment, the effective diametgris
To describe the size of spherical cavities in water, @ghas smaller when the spatial inhomogeneities of water are more
introduced the distribution functiop,(\) as a function of ~enhanced.
the cavity radius\. In Fig. 16, we showp,(\) at the states
G, H, and!l in the SPC-like mod_el with a reduced dipole AppENDIX B
moment and at the stat€ H, andl in the SPC/E model. At
a fixed density, it is seen that,(\) is essentially indepen- In this work, the particle insertion method has been em-
dent of the value of the dipole moment in the smalegion.  ployed to evaluate the excess chemical potentials of the
This is simply a reflection of the fact that the probability of methane and hard sphere solutes. The particle insertion
finding a sufficiently small cavity is determined only by the method is a highly efficient method when the solute of inter-
est is successfully inserted at a reasonable’faf@Since the
rate of successful insertion is too low for a large solute, the
validity of the method is limited by the solute size. For
purely repulsive solutes in ambient SPC water, Bedteal.
reported that the particle insertion method is accurate only
when the thermal radius of the solute-solvent repulsive core
does not exceed 3 R.In a recent work, on the other hand,
H Smith examined the particle insertion method in ambient
0.2 SPC and SPC/E water and found that the method is valid up
] VY / to the core radius of 4 &° In this Appendix, we illustrate the
validity of the particle insertion method to calculate the ex-
00 "5 4 6 8 cess chemical potential of methane. To do so, we implement
rA) the thermodynamic integration method for methane hydra-
tion at the state# andE in Table | and compare the results
with those calculated from the particle insertion method.
H, andl. The solid lines represent the sta®s H, andl, and the dashed When the partl_cle .Insemon met.hOd is found to be valid at the
lines represent the stat& H, andl. The state§3, ﬁ, andl are simulated statesA andE, it will also be valid at the states connected to

using the SPC-like model with a reduced dipole moment, and the @ates the isochoric thermodynamic path from the stéteto E.
H, and! are simulated using the SPC/E model. When the particle insertion method is shown to be valid at

A (kcal/mol)

YA P

P, M A

FIG. 16. The probability distribution funcjioam(x) cg the cavity size as a
function of the cavity radiua at the state§, H, andl and at the stateS,
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_ namic integration method are coincident within the error bars
~ 10] —O-state A i to those calculated from the particle insertion method.
L | O-state E |
£ 8- i
3 ) I APPENDIX C
=
:\b 6j i In Sec. V, we have seen that the scaled-particle theory is
§ 4] L an accurate representation of the free energy of cavity for-
ONS - mation in water over a wide rage of density and temperature
g 2: / i when the effective diametes, of the water molecule is
oL e properly chosen in Eq11). The scaled-particle theory also
20 2.5 30 35 provides a convenient framework for describing the excess
o) partial molar enthalpy since a simple and analytic expression
for the excess partial molar enthalpy is obtained from the

FIG. 17.(du(o)/do), as a function of the Lennard-Jonesat the stateé\ - - . .
andE. The solid lines represent the linear fitee Ref. 119 temperature differentiation of E¢L1). In this Appendix, we

analyze the density and temperature dependence of the ex-
cess partial molar enthalpy at constant pressure within the
the stateE, it should be valid at the states connected to theframework of the scaled-particle theory.
isothermal thermodynamic path from the st&teo | since The expression for the excess partial molar enthalpy at
the particle insertion method is a better method at a lowegonstant pressurez%;HgPT is written in the scaled-particle
density. theory ag®%°
In our thermodynamic integration method to calculate

the excess chemical potential of methane, the Lennard-Jones BAHSFT=Tap + 3y R+ 3y(1+2y) R2

€ is fixed at the value of the full methane-water interaction 1=y (1-y)? (1-y)3

given in Sec. Il and the L& is taken as a variable. For a

given o, we denote the excess chemical potential of the sol- + 'BLPRS (C1)
ute and theinstantaneoyssum of the solute-solvent inter- p

action byAu(o) andu(o), respectively. Whem is varied  for a cavity with the radius ok =¢,/2, where the packing
from o to the valueoye_o at the full methane-water inter- fraction y of the pure solvent and the ratR of the solute

action, diameter to the solvent diameter are given by E¢8) and
o0 au(o) (13), respectively. In our treatments, the solvent dengity
A/L(O’Me_o):A,U«(O'o)"‘f cr< e > (B1)  the pressur®, the temperatur&, and the thermal expansion
()’0

coefficientap of the pure solvent are taken from Table | and
holds, wherg- - - ), denotes an ensemble average under théigs. 3 and 4, and the effective diametey of the water
presence of the solute—solvent interactior). In Eq.(B1),  molecule listed in Table Il is employed. EquatidCl)
it is obvious thatA u(oye_o) is the excess chemical poten- shows that whep and o, are fixed, BAHR" " increases with
tial of the (fully coupled methane solute. We took,  Tap and P/T. It should be noted that EC1) does not
=2.00 A and calculated u (o) from the particle insertion account for the temperature derivative ®f when it is ob-
method in the pure solvent system. In this choicergf we  tained from the temperature differentiation of Ed.1) at
follow Beutler et al. and consider that the particle insertion constant pressure.
method is a valid procedure to calculatg.(op).”® The pro- According to Eq.(C1), BAHE"T consists of two terms.
cedure for implementing the particle insertion methodrgt  The first term is related to the fluctuation in the pure solvent
=2.00 A was identical to that described in Sec. Il for calcu-system and is proportional to the thermal expansion coeffi-
lating the excess chemical potential of methane. It was thenientap . The second ter8y PR/ p involves the pressur@
found thatA (o) is equal to 0.10 and 1.12 kcal/mol at the of the system and is called the pressure term. Actually, the
states A and E, respectively, with errors of less than form of the pressure term is identical to that for the excess
0.01 kcal/mol. chemical potential treated in Sec. V. As done in Sec. V, the
The integrand in Eq(B1) was calculated ar=c,,  pressure term is denoted hgAus"', and BAus"" and
2.25, 2.50, 2.75, 3.00, 3.25, ang._o, where the numerals B(AHE"'—Aus"Y) are treated separately as components of
are expressed in the unit of A. At eaeh the simulation BAHZ" .
procedure was the same as that described in Sec. Il for aque- First, we examine the temperature dependence of the
ous solution of methane. In Fig. 17, we sh¢au(o)/da),  excess partial molar enthalpy at a fixed water density. In Fig.
as a function otr at the state# andE. When the trapezoidal 18(a), we show,BAH§F>T and its components as functions of
rule is employed in the integral of E¢B1), Fig. 17 gives the temperatur@ at a density of 1.0 g/cffor a cavity with
that A u(oye_o) =2.88+0.23 and 10.6%0.10 kcal/mol at the radius ofA=3.0 A. The results are shown only at
the statesA andE, respectively*'° On the other hand, when =3.0 A for brevity since the trend in Fig. & is valid over
the particle insertion method is employefu(oye_o) is  the range of\ in Fig. 10@). According to Fig. 18), the
found to be 2.88:0.07 and 10.660.02 kcal/mol at the pressure term makes a minor contribution@aH3"", and
statesA andE, respectively. Therefore, at both the states, the8AH3" " is dominated by the term proportional Taxp. In
excess chemical potentials calculated from the thermodyerder to isolate the effect of the variation in the solvent di-
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e shown only at\ =3.0 A for brevity. It is easy to see that the
p dependence oBAH:"Tis parallel to that of the “exact”
Tg BAHp and that both the quantities are not monotonic with
3 respect to the density. The discrepancy betweahi >~ and

' BAHp arises simply because the optimization of the solvent
& diametero, which is made with respect to the excess chemi-
-3 cal potential is not perfect. When the components of
L 14 BAHZPT are concerned up to a density ©f0.8 glcn?, the
T100 200 300 400 pressure termBAus" ' makes a minor contribution to the

70 density dependence @fAHZ"". In this region, the density

T dependence is dominated by the teBAHZ""—Aus"Y).
& When the density is higher tharn0.8 gl/cnt, the density
':; dependence g8(AHS"™— A u37") is compensated by that of
% BASTT, and BAHZ"T depends weakly on the density. The
; effects of the variation inr, and in the packing fractioy
gi

=]
L1l

=}

'S
T |

27 o BeH- 4
1 = o™

BAH,SET and its components

o
L1y

SPT and its components

can be isolated by examining@(AHZ""—Aus")/Tap,

which is the term in the bracket$-(- - ]) of Eq. (C1). This

term is shown in Fig. 1®) as a function of. It is evident

02 04 06 08 10 that the term increases monotonically with the density. On
p (gem’) the other handT ap is a monotonically decreasing function

FIG. 18. The excess partial molar enthalpy at constant pressure of the haﬁf the densities examined in the present work, as shown in

; PT
sphere solute of exclusion radius 3.0 A evaluated from the scaled-particl&ig. 4. The density dependence q@AHE up to
theory.(a) BAHSPTand its component8A u " and B(AHSP™-AuSP) as ~0.8 glent is thus determined by the balance between the
; [P - . SPT SPT
intonsof e emperauat e e 8,C.D. ot wieh v competing density dependences AAHE ™™ Tag
- 9 P Hp P y andTap. When the density is lowd=<0.4 g/cni), the in-

filed symbols. (b) BAHE"T and its componentBA us"" and B(AHETT > ; > .
— AuSY) as functions of the density at the supercritical statds F, G, H, crease in the density and the accompanying increase in the

and 1. BAH, obtained from the simulations an@(AHS ™~ ASP)/Ta,  SOlvent diameterr, lead to a largerBAHR"T. When the

are also shown by the filled symbols. density is higher (0.4 g/lcin<p=<0.8 gl/cnt), on the other
hand, the density dependence @AH3"" is dominated by
Tap and the decrease fap leads to a smallgBAHZE". In

ametero, against the temperature, Fig. (@8 also shows the high-density —region p=0.8 g/cn?), although
BAHST— A LS/ Tap, which is equal to the term in the B(AHR"'—AuR") still reduces withTap, the reduction is

P .
brackets [- - - ]) of Eq. (C). It is seen that the reduction in compensated by the increase@n 3" caused by the pres-

o, at higher temperatures lesseAAHS"" when the other sure elevation.
parameters are fixed. Therefore, Figd)&and 1&a) imply in
the framework of the scaled-particle theory that the tempera-in this paper, the term “supercritical water” refers to fluid water at a
ture dependence (ﬁAHEPT is determined by that of ap. temperature above the critical. Note that the presgorelensity is not
; SPT ; ; specified.
In th'$ Case.’.a Iarge'BAHP is ascribed to a |argeTap. 2Water, A Comprehensive Treatisedited by F. FrankgPlenum, New
Note in addition that thd dependence of ap is parallel to York, 19721982 Vols. 1-7.
that of the “exact” BAHp obtained from the simulations, as 2J. F. Connolly, J. Chem. Eng. Datd, 13 (1966.
illustrated in Figs. &) and 11b). In his original develop- 4(Zi9/6A_I/\)/van| and G. Schneider, Ber. Bunsenges. Phys. Cheéi.633
ments of the .Scaled_pa_‘rtlde the.ory,. Pierottl compared the5M. Ch.ristoforakos and E. U. Franck, Ber. Bunsenges. Phys. CBém.
thermodynamics of cavity formation in water and in an or- 7gq(1986.
ganic solvent, and argued that the thermodynamics in th€G. wWu, M. Heilig, H. Lentz, and E. U. Franck, Ber. Bunsenges. Phys.
organic solvent is dominated by the enthalpic componenggheDm-?“’ 2d4é1950# « Bor. B Phys. Clogng47 (1991
23,25,38,44,46 _ . Deul an . U. Franck, ber. bunsenges. yS. ) .
because of the larg@ap. Our arguments CON- ag’ \y " spaw, T. B. Brill, A. A. Clifford, C. A. Eckert, and E. U. Franck,
cerning the temperature dependence of the thermodynamicshem. Eng. News9, 26 (1991).
of cavity formation in water are parallel to those by Pierotti. °J. W. Tester, H. R. Holgate, F. J. Armellini, P. A. Webley, W. R. Killilea,
The large enthalpic component in the thermodynamics of G: T- Hong, and H. E. Barner, iRCS Symposium Series 5&lited by D.
. . . . . W. Tedder and F. G. Pohlaridmerican Chemical Society, Washington
cavity formation in high-temperature water is related to the . 1993
large Tap involved. 103, S. Seewald, Naturg.ondon 370, 285(1994).
We then turn to the density dependence of the excesSF. N. Spies®t al, Science207, 1421(1980.

. . .. . . 12 B H
partial molar enthalpy in the supercritical region. In Fig. gheh?ﬁaq??iggnmmagucm' and H. Ohtaki, Recent Res. Devel. Phys.

P
L

pAH

BAH,,
=)

SPT ; SPT
18(b), snge ShO\éVPéAHP an_d its Component:ﬁAMP and BN. Matubayasi, C. Wakai, and M. Nakahara, Phys. Rev. [#8t.2573,
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sensepkg Tt andTap are the normalized forms af; andap, respec-
tively, relative to the corresponding ideal gas limits.
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smaller at lower densities and/or higher temperat(tas is indeed valid
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solute—solvent interactiofu,,). An alternative definition of the interac-
tion component may be given on the basis of the Weeks—Chandler—
Andersen(WCA) scheme to decompose the solute—solvent interaction
into the attractive and repulsive pafRef. 116. In this case, the inter-
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Table I.
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Fig. 17 is linear with respect ter. In this case, Fig. 17 gives that
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E, respectively.
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