Spatial population distribution of laser ablation species determined by self-reversed emission line profile
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We propose a method for determining the spatial distribution of population densities for the species in laser-produced plasma. Our method relies on the parameter fittings of the experimentally observed self-reversed emission profiles to the model which is based on the calculation of one-dimensional radiative transfer. Employed parameters in the model represent spatial distribution of emitters, absorbers, and plasma free electrons. Since the density of plasma electrons has a spatial dependence, Stark shifts and broadenings are incorporated in a position-sensitive manner. After a general description of the method, we have specifically applied it to the laser-ablated Al plasma, where Al(I) $^2P_{3/2}^o\rightarrow{}^2S_{1/2}$ emission line is employed for the analysis. In this specific example, we find that the accuracy of the fittings is significantly improved due to the presence of two emission lines originating from the fine structure, i.e., $^2P_{1/2}^o\rightarrow{}^2S_{1/2}$ and $^2P_{3/2}^o\rightarrow{}^2S_{1/2}$. In particular, the depth of the self-reversed structure turns out to be very sensitive to the position-dependent upper and lower level populations, which enables us to accurately determine the spatial variation of the laser-ablated species in these states. Furthermore, the calculated profile is almost unchanged with temperatures employed for fittings. This means that the present method gives reliable values of the parameters for the spatial distributions, even if the temperature is not precisely known. © 2002 American Institute of Physics.

I. INTRODUCTION

Laser ablation is widely applied to material processing, such as thin-film deposition, cluster formation, chemical reactions, and surface modifications.1–3 To improve the quality of the resultant materials, a sound understanding of the plume dynamics and physical and chemical properties of the ablated species is required. In addition, ablation plume analysis is important for the surface elemental analysis based on laser-induced breakdown spectroscopy.4–5 Among several methods of plume analysis, optical spectroscopy6–8 has good temporal and spatial resolution. In order to extract desired information from the emission spectra, it is necessary to establish reliable procedures for quantitative analysis of the spectra.

However, the line profile observed in the emission spectra of the laser ablation plume is distorted by several factors, such as (1) a high optical thickness at an atomic transition frequency (opacity effect), (2) Stark shifts and broadening due to a comparatively high electron density of the plasma, and its inhomogeneous spatial distribution, and (3) different spatial distributions of the population for the upper and lower levels involved in the transition. The distortion mechanisms (1) and (3) are the direct consequence of self-absorption.

It has been known that the profile of an optically thick line can not be well described without the self-absorption effects, especially when a self-reversed structure appears in a line profile. The mechanism of self-reversal is reviewed in the articles by Cowan and Dieke,9 and also by Zwickier.10

The analytical formulation developed in the early studies is still used in a recent work11 to understand the effects of spatial inhomogeneity of emitting and absorbing species. On the other hand, a numerical analysis has also been compared with the analytical model.12,13 The self-reversed line profile has been analyzed for the x ray,14–17 visible,18 and infrared emissions19 of laser-produced plasma, discharge lamps, and heated materials, respectively. Under typical conditions for laser nuclear fusion experiments, a self-reversed line appears in the x-ray region. On the contrary, for laser fluences of 100 mJ cm$^{-2}$ to 100 J cm$^{-2}$ at which most experiments of material processings by laser ablation are carried out, the self-reversed line appears in the UV/visible region. However, the studies on self-reversed spectral lines of laser-produced plasma for the laser fluence in this range, and therefore in the UV/visible region, are rather limited. Using a two-zone model, Hermann et al.20 have carried out spatially-as well as temporally-resolved study of the self-reversed line of Ti(II) in a nitrogen gas atmosphere. In the two-zone model, radiative transfer through both zones, the central and peripheral regions, was calculated, assuming that each zone is characterized by a uniform temperature. A similar analysis, by dividing the emission region into two subregions with different temperatures, had been performed in the case of dc arc plasma.21 Analysis of self-reversed line profiles for laser ablation plasma beyond the two-zone model has not yet been carried out. Whether the two-zone model is sufficient or not would depend on the experimental conditions, and needs to be examined by detailed analysis using a continuous spatial distribution function for the ablated species as emitters and absorbers. Although the spatial behavior of the plasma pa-
parameters for the laser ablation plume has been drawing considerable attention, very few studies on the analysis of self-reversed spectra have been performed in order to determine the spatial distribution of laser ablation species.

In the present article, we propose a model to account for the self-reversed line profile, by which the spatial distribution of population densities for the species in the laser-produced plasma can be obtained. Our model goes beyond the two-zone treatment and is based on the assumption that the emitting and absorbing atoms are continuously distributed in the plasma region. Also, the effects of position-dependent Stark shift and Stark broadening due to the spatially distributed plasma electrons are taken into account. The parameters to describe the spatial distribution of the emitters, absorbers, and plasma electrons are determined either through the fitting process, or independently from the model. Numerical calculations are carried out to synthesize a line profile, and applied to the $^2P^0 - ^2S$ transition of Al(I). This transition has a fine structure, giving rise to two lines at 394.401 nm ($^2P_{1/2} - ^2S_{1/2}$) and 396.152 nm ($^2P_{3/2} - ^2S_{1/2}$). Both lines can be simultaneously calculated by using a common set of parameters, and therefore, the parameters obtained through the fitting process should improve their reliability.

II. MODEL

The self-reversed line profile can be intuitively understood as follows; the broadened emission spectrum from the central region of the plume is absorbed by the lower level atoms in an optically thin peripheral region. Furthermore, the self-reversed emission line sometimes shows an asymmetric profile, which cannot be explained only in terms of the self-absorption mechanism due to the optical thickness. A mechanism which causes a spectral line shift must exist. Among the mechanisms causing a shift of emission lines, we assume that the Stark effect plays a dominant role in the case of laser-produced plasma; it can be asymmetric as observed in the actual spectral lines, and the electron density in the plume can be sufficiently high to result in considerable broadening and shift. Therefore, the plasma electron density, which is closely related to the Stark effect, and its spatial distribution with respect to the population distribution of emitting and absorbing atoms must be the important factors. The essence of the model, which is based on the calculation of the radiative transfer in plasma, is that the spatial distribution of plasma electron density, and the population densities of atoms in the upper and lower states can be varied independently from each other.

The spectral radiant flux density $I(x, \nu)$ (J m$^{-2}$ s$^{-1}$ Hz$^{-1}$ sr$^{-1}$), defined as a function of the radiation frequency $\nu$ and the distance $x$ along the line of the observation, follows a one-dimensional radiative transfer equation given by

$$dI(x, \nu) = \left[ \epsilon(x, \nu) - \kappa(x, \nu)I(x, \nu) \right]dx,$$

where $\epsilon(x, \nu)$ (J m$^{-3}$ s$^{-1}$ Hz$^{-1}$ sr$^{-1}$) is the spectral emission coefficient measured per unit volume per unit solid angle, and $\kappa(x, \nu)$ (m$^{-1}$) is an absorption coefficient. The use of Eq. (1) assumes that all the optical paths of the collected light are characterized by the same emission and absorption profile. By integrating Eq. (1) over $x$ which is sufficiently long compared with the length in which emission and absorption take place, we obtain the radiant flux density at the far field, $I(\nu)$, i.e.,

$$I(\nu) = \frac{1}{\phi(\nu)} \int_{-\infty}^{\infty} \phi(x, \nu) \epsilon(x, \nu)dx,$$

where

$$\phi(x, \nu) = \exp \left[ \int \kappa(x, \nu)dx \right].$$

In order to estimate $I(\nu)$, we need $\epsilon(x, \nu)$ and $\kappa(x, \nu)$ as a function of $x$. In terms of the Einstein coefficients, $A$, $B_{21}$, and $B_{12}$, which represent spontaneous emission, induced emission, and absorption, respectively, they are given as

$$\epsilon(x, \nu) = \frac{An_1(x)hv\sigma(x, \nu)}{4\pi},$$

$$\kappa(x, \nu) = \frac{[B_{12}n_2(x) - B_{21}n_1(x)]hv\sigma(x, \nu)}{c},$$

with $n_1(x)$ and $n_2(x)$ being the population densities of the lower and upper levels, respectively, $h$ is the Planck constant, and $c$ is the light velocity. As is well known, $B_{21}$ and $B_{12}$ are connected through $B_{12} = (g_2/g_1)B_{21}$, where $g_1$ and $g_2$ are the degeneracies of the lower and upper levels, respectively. The function $f(x, \nu)$ gives the spectral distribution of atomic transition for a given $x$, where $\nu$ is the radiation frequency. This function is normalized as

$$\int_{-\infty}^{\infty} f(x, \nu) d\nu = 1.$$

Note that the spectral distribution function is not simply a function of $\nu$, but also a function of $x$. According to the theory of Stark shifts and Stark broadenings for neutral and singly ionized emitters, the full width at half maxima $\Delta \lambda_{\text{width}}$, and the shift $\Delta \lambda_{\text{shift}}$, are described as a function of the electron density $n_e$ (m$^{-3}$), i.e.,

$$\Delta \lambda_{\text{width}} = 2W \left( \frac{n_e}{10^{22}} \right)^{1/4} \left[ 1 + 1.75\alpha \left( \frac{n_e}{10^{22}} \right)^{1/4} (1 - 0.75n_D^{-1/3}) \right],$$

$$\Delta \lambda_{\text{shift}} = D \left( \frac{n_e}{10^{22}} \right)^{1/4} \pm 2.0\alpha \left( \frac{n_e}{10^{22}} \right)^{1/4} (1 - 0.75n_D^{-1/3}) \times W \left( \frac{n_e}{10^{22}} \right),$$

where $W$, $D$, and $\alpha$, are the electron impact parameters for the Stark width, Stark shift, and the ion correction parameter, respectively. These parameters are independent of the electron density $n_e$, and are slowly varying functions of the electron temperature. The parameter $n_D$ represents the number of particles in the Debye sphere, the radius of which (Debye radius) is characterized by the screening of the ion charge. The first terms on the right-hand side of Eqs. (7) and (8) are due to the electron impact contribution, and the second terms...
are for the ion correction. Since the dependence of the second terms on the electron density is not linear, the width and the shift are not the linear functions of electron density, either, in general. However, the experimentally determined Stark width and shift parameters in Ref. 28 are the coefficients for the linear functions of electron density, which give the best width and shift at the electron density employed in their measurement. This means that the nonlinear functions $\Delta \lambda_{\text{width}}$ and $\Delta \lambda_{\text{shift}}$ can be approximated as linear functions within a certain range of the electron density

$$\Delta \lambda_{\text{width}}(x) = wn_e(x),$$

$$\Delta \lambda_{\text{shift}}(x) = dn_e(x),$$

where $w$ and $d$ are the experimentally determined Stark width and the Stark shift parameters, respectively. By using $\alpha = 0.039$ and $D/W = 1.554$, which are the theoretical values for the $^2P - ^2S$ transition of Al(I) at 10 000 K, and assuming that the experimental parameter $w$ is determined at the electron density of $1 \times 10^{23}$ m$^{-3}$, the deviation from the linearity was found to be 19% for the width and 13% for the shift at the electron density of $1 \times 10^{25}$ m$^{-3}$. This implies that the linear approximations given by Eqs. (9) and (10) are good approximations for the plasma with the electron density up to two or three orders of magnitude higher than the density at which the parameters $w$ and $d$ are determined. Therefore, we assume a Lorentzian profile with the width and shift given in Eqs. (9) and (10) from now on. This leads to the following position-dependent spectral distribution function

$$f(x, \nu) = \frac{1}{\pi \left[ \Delta \nu_{\text{width}}(x)/2 \right]^2 + \left[ \nu - \nu_0 + \Delta \nu_{\text{shift}}(x) \right]^2},$$

where $\nu_0$ is the unperturbed resonant frequency, $\Delta \nu_{\text{width}}(x) = (c/\lambda_0^2) \Delta \lambda_{\text{width}}(x)$, and $\Delta \nu_{\text{shift}}(x) = (c/\lambda_0^2) \Delta \lambda_{\text{shift}}(x)$. Since the Stark parameters $w$ and $d$ are slowly varying functions of temperature, we ignore their temperature dependence throughout the calculations.

The parameters described so far are those for the atomic transitions, i.e., $A$, $B_{21}$, and $B_{12}$, and those for the distortion of the spectral distribution function, namely, $w$ and $d$. Once the spatial distributions of the plasma electrons $n_e(x)$, the upper level population $n_2(x)$, and the lower level population $n_1(x)$ are given, the emission intensity $I(\nu)$ can be calculated by using Eq. (2) for each $\nu$. In order to compare the calculated $I(\nu)$ to the observed spectra, the convolution with the instrumental function, $g(\nu)$, should be performed, i.e.,

$$I_{\text{calc}}(\nu) = \int_{-\infty}^{\infty} I(\mu) g(\nu - \mu) d\mu.$$

The instrumental function is assumed to be a Gaussian distribution with a half width corresponding to the resolution of the whole detection system. If the detection efficiency is incorporated in $g(\nu)$, $I_{\text{calc}}(\nu)$ should give a measured intensity.

In the remaining part of this section, we describe the spatial distribution functions to be used in the calculations. The plume produced by laser ablation is often found to be cylindrically symmetric along the axis normal to the target surface. In the case of a graphite target in air, the intensity profile for the lateral image of the plume is approximated by the Gaussian distribution, if the time delay from the ablation pulse is sufficiently long. At earlier times after the ablation pulse, the measured intensity distribution deviates from the Gaussian distribution. This is explained by the self-absorption effect caused by the high density of emitters and absorbers, and does not mean that the spatial distribution of the emitters is not Gaussian. As long as the intensity profile for the low plasma density is well described by the Gaussian distribution, the spatial distribution of the electrons and atoms involved in the emission process may be well approximated by the Gaussian functions.

Based on the arguments given herein, we assume that $n_1(x)$, $n_2(x)$, and $n_3(x)$ have Gaussian distributions with a center of distribution being the identical point. By letting the point at $x = 0$ be the center of the plume, we obtain following distribution functions,

$$n_e(x) = N_{e0} \exp \left( -\frac{x^2}{\sigma_e^2} \right),$$

$$n_1(x) = N_{10} \exp \left( -\frac{x^2}{\sigma_1^2} \right),$$

$$n_2(x) = N_{20} \exp \left( -\frac{x^2}{\sigma_2^2} \right),$$

where $\sigma_e$, $\sigma_1$, and $\sigma_2$ are the width parameters for the electrons and the atoms in the lower and upper levels, respectively, and $N_{e0}$, $N_{10}$, and $N_{20}$ are their maximum densities at $x = 0$, respectively. These six parameters are basically independent, although in actual calculations some restrictions will be imposed to reduce the number of adjusting parameters. The different distribution widths for the upper and lower levels, i.e., $\sigma_1 \neq \sigma_2$, mean that the temperature gradually changes with the position $x$.

III. APPLICATION TO THE $^2P^* - ^2S$ LINE OF Al(I)

In this section, we apply the model to the emission line of $3s^23p \, ^2P^* - 3s^24s \, ^2S$ transition of Al(I) in a laser-produced plasma. The lower state has a configuration of the ground state, i.e., ($\text{Ne core}) + 3s^23p$. This configuration has a fine structure, i.e., a doublet, $^2P_{3/2}$, and $^2P_{1/2}$, with a splitting of 112 cm$^{-1}$. Therefore, two transition lines appear, at 396.152 nm ($^2P_{3/2} - ^2S_{3/2}$) and 394.401 nm ($^2P_{1/2} - ^2S_{1/2}$). We introduce suffixes “$a$” and “$b$” for $^2P_{3/2}$ and $^2P_{1/2}$, respectively, for the parameters, if needed to be distinguished between each other.

The experimental setup for the spectrum measurement is very similar to that in our previous work. A 30 mJ pulse of the 1064 nm Nd:YAG laser (20 ns pulse duration) was focused onto an Al metal target (99.999%, Nilaco Co.) in atmospheric air by using a 10 cm focal-length lens. The lateral emission from the ablation plume was focused onto the entrance slit of a 1 m focal-length double dispersion spectrograph (Ritsu Oyo Kogaku, MC100N) equipped with two 1800 grooves/mm diffraction gratings. The slit width was set.
to 20 \mu m. An intensified charge coupled device (ICCD) (Princeton Instruments, ICCD-1024MTDGE/1) was used as a detector. The spectral resolution of this system is limited by the correlation between the adjacent pixels of the ICCD detector, which was \( \sim 0.04 \) nm. The duration of the time gate to drive the ICCD detector was 20 ns and the time delay from the ablation laser pulse was set to 1000 ns. This time delay was employed, simply because at around this time scale, the spectrum is suitable for comparison with the present model, i.e., in very early stages (<100 ns), we have strong continuous spectral emission which gives an offset to the line spectra, while in the later stages (>4000 ns), the signal intensity becomes weak. It should be noted, however, that the model might be still applicable even at <100 ns, if the offset due to the continuous spectral emission were taken into account.

In order to simulate the spectra by using the present model, it is necessary to determine the parameters \( \sigma_e, \sigma_1, \sigma_2, N_{e0}, N_{10}, \) and \( N_{20} \). The estimation of these parameters is not very simple. Among them \( \sigma_e \) is the 1/e radius of the plasma and estimated from the image of the plume. Since our plume imaging experiments\( ^{29} \) show that its full width at half maximum is \( \sim 2 \times 10^{-3} \) m, we assumed \( \sigma_e = 1.0 \times 10^{-3} \) m in the present analysis. The population distribution of the upper level should be very similar to the plasma distribution, because the plasma formation and the excitation to the upper state are expected to be closely related in a sense that both can originate from nonthermal processes. Therefore, we assume \( \sigma_1 = \sigma_2 \). The parameter \( \sigma_1 \) is regarded as an adjustable parameter. As for the number densities, \( N_{e0}, N_{10}, \) and \( N_{20}, \) we have very little experimental information. In some studies, the temperature of the plasma was estimated through the analysis of emission spectra, in which the relative populations in different energy states are obtained. The literature usually give very high temperatures of several thousands to

\[ n_{1a}(x) = N_{1a} \exp\left(-\frac{x^2}{\sigma_{1a}^2}\right) \]  

\[ n_{1b}(x) = N_{1b} \exp\left(-\frac{x^2}{\sigma_{1b}^2}\right) \] 

where \( n_{1a} \) and \( n_{1b} \) are the population density at the center of the plume for the levels, \( 2^1P_{3/2} \) and \( 2^3P_{1/2} \), respectively, and \( \sigma_{1a} \) and \( \sigma_{1b} \) are the distribution parameters. Since the energy difference between these levels (112 cm\(^{-1}\)) is very small compared with the thermal energy, \( \exp(-\Delta E_{ab}/k_BT)\approx 1 \) even at room temperature, where \( \Delta E_{ab} \) is the energy difference between the fine structure levels. Therefore,

\[ \frac{n_{1a}(x)}{n_{1b}(x)} = \frac{N_{1a}e^{-x^2/\sigma_{1a}^2}}{N_{1b}e^{-x^2/\sigma_{1b}^2}} = \frac{g_a}{g_b} \] 

where \( g_a \) and \( g_b \) are the degeneracies of the doublet \( 2^1P_{3/2} \) and \( 2^3P_{1/2} \) respectively. From Eq. (19) it is obvious that

\[ \frac{N_{1a}}{N_{1b}} = \frac{g_a}{g_b} \] 

and

\[ \sigma_{1a} = \sigma_{1b} = \sigma_1. \]

In the calculation, we regard \( N_{1b} \) as an adjustable parameter. The values of \( N_{20} \) and \( N_{1a} \) are then determined by the relations, Eqs. (16) and (20), respectively. The other parameters, namely \( A, B_{21}, \) and \( B_{12} \) and two Stark parameters, \( w \) and \( d \), were taken from literature.

Summarizing this section, three parameters, \( \sigma_1, N_{1b}, \) and \( N_{e0} \) are considered as adjustable parameters. By giving trial values to those parameters, we can calculate \( n_e(x), n_{1a}(x), n_{1b}(x), \) and \( n_2(x), \) using Eqs. (13), (17), (18), and (15), as a function of the observation path \( x \). Once \( n_e(x) \) is thus determined, the Stark broadening and Stark shift are calculated as a function of \( x \) by using Eqs. (9) and (10). Then the line profile is calculated from Eq. (11) as a function of \( x \). After that, the emission and absorption coefficients are calculated from Eqs. (4) and (5), and the radiant flux density from Eq. (2). Finally, the spectrum convoluted with the instrumental function is calculated by Eq. (12). By varying the three adjustable parameters, \( \sigma_1, N_{1b}, \) and \( N_{e0}, \) we obtain the best fit to the experimental spectrum. Fitting was performed using a computer program which is based on iterative fitting to minimize the deviation of \( I_{\text{calc}}(\nu) \) from the experimental spectra.

IV. DISCUSSION

By adjusting the fitting parameters, the calculated spectrum reproduces the experimentally obtained self-reversed spectrum very well. In Fig. 1, an experimental spectrum is
shown together with the best-fit spectrum. In order to examine the stability of the fitting, we repeated the fittings starting from one adjustable parameter to be ten times larger or smaller than the best-fit value. Except for the case starting from a larger $\sigma_1$, all the runs resulted in the convergence to the same best-fit values within 0.1%. Although unreasonable initial values sometimes resulted in a nonconvergence, it has never resulted in a different set of the fitting parameters with a successful convergence. The best-fit parameters as well as all the other parameters are listed in Table I. The electron density, $N_e$, at the center of the plasma was obtained to be $3.11 \times 10^{23} \text{m}^{-3}$. This seems to be a reasonable value for the delay time of 1000 ns from the ablation pulse and the irradiation fluence employed in the present experiments. In order to reproduce a self-reversed line, the spatial distribution of the lower state represented by the parameter $\sigma_1$ has to be broader than that of the upper state $\sigma_2$; the light-emitting region necessarily has an envelope which is cooler than the central region. The value of $\sigma_1$ obtained by the fitting procedure was $1.45 \times 10^{-3}$ m, with the parameter $\sigma_2$ fixed to $1.00 \times 10^{-3}$ m. The depth of the self-reversal was very sensitive to the ratio of $\sigma_1$ to $\sigma_2$. In Fig. 2, we plot a few representative spectra calculated with various values of $\sigma_1$ while keeping all the other parameters fixed to the values listed in Table I. As $\sigma_1$ increases, the self-reversal structure becomes more prominent, although the change in the spectral feature is limited only to the central or self-reversing part of the line pro-

![FIG. 1. Emission spectra obtained by the irradiation of pulsed Nd:YAG laser to an Al metal target in air. The time delay from the laser irradiation was set to 1000 ns. The fit to the spectrum using the present model calculation is given by the solid line in the figure. The parameters used in the calculation are listed in Table I.](image1)

![FIG. 2. Representative spectra obtained by the model calculation with various values of $\sigma_1$. All the other parameters were fixed to the values listed in Table I. Dotted line, long broken line, solid line, and short broken line represent $\sigma_1=1.00\times10^{-3}$, $1.02\times10^{-3}$, $1.45\times10^{-3}$, and $2.00\times10^{-3}$ m, respectively.](image2)

| Table I. Parameters used for the simulation of $^2P^\rightarrow^2S$ self-reversed spectra of Al(I). |
|----|----|----|
| Symbol | Definition | Value (unit) | Method of evaluation |
| $A_{2g}$ | radiative rate for $^2P_{3/2}^\rightarrow^2S_{1/2}$ transition | $9.8\times10^7 \text{(s}^{-1})$ | Ref. 35 |
| $A_{2b}$ | radiative rate for $^2P_{3/2}^\rightarrow^2S_{1/2}$ transition | $4.93\times10^7 \text{(s}^{-1})$ | Ref. 35 |
| $g_a$ | degeneracy of $^2P_{3/2}$ level | 4 | Ref. 35 |
| $g_b$ | degeneracy of $^2P_{1/2}$ level | 2 | Ref. 35 |
| $g_2$ | degeneracy of $^2S_{1/2}$ level | 2 | Ref. 35 |
| $\lambda_{20}$ | origin of $^2P_{3/2}^\rightarrow^2S_{1/2}$ transition | 396.152 (nm) | Ref. 35 |
| $\lambda_{21}$ | origin of $^2P_{1/2}^\rightarrow^2S_{1/2}$ transition | 394.401 (nm) | Ref. 35 |
| $w$ | Stark width parameter | $4.22\times10^{-25} \text{(nm/m}^{-3})$ | Ref. 28 |
| $d$ | Stark shift parameter | $2.42\times10^{-25} \text{(nm/m}^{-3})$ | Ref. 28 |
| $T_0$ | temperature parameter | 4000 (K) | estimateda |
| $N_e$ | electron density parameterf | $3.11\times10^{23} \text{(m}^{-3})$ | adjusted |
| $N_{1a}$ | population parameter of $^2P_{3/2}$ statef | $1.23\times10^{22} \text{(m}^{-3})$ | calculatedb |
| $N_{1b}$ | population parameter of $^2P_{1/2}$ statef | $6.17\times10^{23} \text{(m}^{-3})$ | adjusted |
| $N_{20}$ | population parameter of $^2S$ statef | $6.68\times10^{23} \text{(m}^{-3})$ | calculatedc |
| $\sigma_e$ | distribution parameter of the electrons | $1.00\times10^{-3} \text{(m)}$ | estimatedd |
| $\sigma_1$ | distribution parameter of $^2P$ state | $1.45\times10^{-3} \text{(m)}$ | adjusted |
| $\sigma_2$ | distribution parameter of $^2S$ state | $1.00\times10^{-3} \text{(m)}$ | assumede |

aEstimated from previous experiments.
bCalculated so as to keep $N_{1a}/N_{1b}=g_a/g_2=2$.
cCalculated from $T_0$ and $N_{1a}$ using Eq. (16).
dEstimated from our measurement (Ref. 29).
eAssumed to be the same as $\sigma_e$.
fCorresponding to the population at the center of the plasma.
Since the temperature at the position of 2.5 m is much lower than that at the center, because of the very low population of Al atoms there, the temperature at the inner 3.0 m is still as high as 3900 K, the temperature differences between the center and the periphery are less than 100 K, which is only 2.5% of the temperature at the center. Nevertheless, our calculation shows a small self-reversal (Fig. 2). This suggests that the self-reversal is very sensitive to the difference in the population distributions of emitters and absorbers, and hence, to the temperature distribution of the light-emitting region.

Concerning the spectral feature in Fig. 1, another point to be noted is that the intensities of the doublet are almost the same, although the radiative rate coefficient of the $^2P_{1/2} - ^2S_{1/2}$ (396.4 nm) transition is about a half of that for the $^2P_{3/2} - ^2S_{1/2}$ (396.2 nm) transition. The relative intensity of these two peaks reflects the population densities of the two levels involved in the transition. That is, the optical thickness of the plasma plays an essential role. In Fig. 5, representative spectra calculated with various values of $N_{1b}$ are shown. In the calculations, all the other parameters, except for $N_{1a}$ and $N_{20}$ which are determined by the Boltzmann distribution, were fixed to the values listed in Table I. Long broken line, solid line, short broken line, and dotted line represent $\sigma_1 = 1.02 \times 10^{-3}$, $1.45 \times 10^{-3}$, and $2.00 \times 10^{-3}$ m, respectively, with a fixed $\sigma_2$ value of $1.00 \times 10^{-3}$ m.

The self-reversal can be understood in terms of the spatial temperature distribution as well, since more population in the lower level means a lower temperature. In Fig. 4, the temperature distribution estimated from the population ratio between the two levels is shown for various values of $\sigma_1$, while $\sigma_2$ is kept to 1.00 x 10^{-3} m. In the case of $\sigma_1 = 1.02 \times 10^{-3}$ m, for example, there is virtually no emission and absorption at a distance farther than 2.5 x 10^{-3} m from the center, because of the very low population of Al atoms there. Since the temperature at the position of 2.5 x 10^{-3} m from the center is still as high as 3900 K, the temperature difference between the center and the periphery is less than 100 K. It should be noted that even a very small difference of $\sigma_1$ from $\sigma_2$ can give rise to a self-reversal spectral feature. Consequently, the observation of the self-reversed spectrum would be a sensitive measure for the purpose of obtaining information on the inhomogeneity in the population-density distribution. In Fig. 3, the depth of the self-reversal, which is defined as a difference between the maximum of the line and the minimum of the dip, is plotted against $\sigma_1$. It is seen that both lines of the fine-structure doublet exhibit a similar behavior, i.e., the depth increases with increasing $\sigma_1$. In the range of $1.0 \times 10^{-3} < \sigma_1 < 1.5 \times 10^{-3}$ m, the depth of the self-reversal structure is very sensitive to the value of $\sigma_1$, and therefore, the fitting process is expected to be stable.

With increasing $\sigma_1$, the depth of the self-reversed structure finally saturates toward a certain depth. This saturation depth is essentially determined by a small broadening introduced by the instrumental function. Without the convolution of the instrumental function, the minimum of the self-reversal hole would be a sensitive measure for the purpose of obtaining information on the inhomogeneity in the population-density distribution.
relation, were fixed to the values used in the calculation for Fig. 1 (see Table I). Three features are clearly seen in Fig. 5; (1) the intensities of the doublet are nearly the same and do not increase any more for \( N_{1b} > 1.0 \times 10^{21} \text{ m}^{-3} \), (2) the width increases with increasing \( N_{1b} \), and (3) the self-reversal depth decreases with decreasing \( N_{1b} \) and it disappears below \( N_{1b} < 1.0 \times 10^{21} \text{ m}^{-3} \). The features (1) and (2) are shown in more detail in Figs. 6 and 7, respectively. In Fig. 6, the ratio of the peak intensity of the 394.4 nm and 396.2 nm lines is plotted as a function of \( N_{1b} \). From the radiative rate constant, \( A_{2a} \) and \( A_{2b} \), this ratio is expected to be \( \sim 0.5 \). The ratio of 0.5 is obtained in the range \( N_{1b} < 10^{20} \text{ m}^{-3} \), while it becomes unity for larger \( N_{1b} \)'s. This can be explained in terms of the optical thickness of the central region; with increasing atomic density, and hence, the optical thickness, the emission intensity increases but saturates at the intensity expected from the black body radiation. Since the peaks of the doublet are very close in wavelength, the intensity expected from the black body radiation is virtually the same for these two lines. As a consequence, the change of the intensity ratio from 0.5 to 1 can be a measure of the variation in the optical thickness, providing information of the population density. In Fig. 7, the variation of the linewidths of the doublet is shown as a function of \( N_{1b} \). The increase of the linewidth is correlated to the intensity ratio of the two peaks. That is, the steep increase of the linewidth starting at \( \sim 1 \times 10^{21} \text{ m}^{-3} \) corresponds to the start of the saturation in the intensity ratio given in Fig. 6. As the population of the levels involved in the transition increases, the emission intensity throughout the line profile increases. The intensity at the peak, however, saturates due to the limited intensity of the black body radiation. This saturation at the peak leads to the increase in the linewidth observed here. These results suggest that the population density parameters, such as \( N_{1b} \), can be quite accurately determined through the fitting process.

In Fig. 8, the calculated spectra are presented for various \( N_{e0} \)'s. By varying the values of \( N_{e0} \), the position and the width of the peak drastically change, which originates from the Stark shift and broadening. On the other hand, the position and the width of the self-reversal hole are unchanged. In fact, the width of the self-reversal hole observed in the present measurement was essentially determined by the instrumental resolution. This suggests that the absorption process, which is responsible for the formation of a self-reversal structure, is mainly caused by the atoms in the peripheral region where \( N_{e0} \) is considerably low to give very little Stark effects.

Figures 2, 5, and 8 suggest that the spectra are very sensitive to the adjusting parameters, and therefore, the fittings enable us to obtain accurate values of the parameters, as long as the other parameters have been correctly assumed. The Al spectra have a few important features for the determination of the adjusting parameters: They are the self-reversal depth, the line shift, the width of the envelope of the line, and the intensity ratio of the fine-structure doublet. The...
self-reversal depth is mainly associated with the spatial distribution of the emitters and absorbers, and therefore, helpful for the determination of the parameter, \( \sigma_1 \) with respect to \( \sigma_2 \). The line shift is directly related to the Stark shift and determines the plasma electron density parameter, \( N_{e0} \). On the other hand, the last two features are mainly related to the optical thickness and give us information about the population density, namely \( N_{1p} \) for the present work. The analysis presented in this article confirms that the self-reversed spectra are very useful in determining the spatial distribution of the population density for the species in the laser ablation plasma.

V. CONCLUSION

In this work, we have developed a model, which is based on the radiative transfer of the atomic emission, to account for the self-reversed line spectra observed in the laser ablation plume. After a general description of the model, we have specifically applied it for the analysis of the laser-ablated Al plasma in air. In the model, the effects of the position-dependent Stark shift and broadening were taken into account, and the plasma electron density, populations of the atomic levels involved in the transition, and their spatial distribution were considered to be the fitting parameters. Our model successfully reproduced the spectra of the fine-structure doublet from Al atoms in the ablation plume.

Our systematic analysis presented in this work has confirmed that the spatial distribution of the plasma parameters and atomic populations, which are very difficult to determine otherwise, can be accurately estimated by fitting the parameters in the model to the experimental self-reversed spectra. Finally, we would like to note that the present method is applicable to various kinds of emitting species in a wide range of delay time. It will contribute to the analysis of dynamical aspects of laser-produced plasma from various target materials.
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