Characterization of ablated species in laser-induced plasma plume
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Plasma electron density and atomic population densities in the plasma plume produced by a laser ablation of aluminum metal were determined in various ambient gases at relatively high pressures. The method is based on the fit of a spectral line profile of Al(I) 2P-2S emission to the theoretical spectrum obtained by one-dimensional radiative transfer calculation. The electron density was higher for a higher ambient gas pressure, suggesting the confinement of the plume by an ambient gas. The electron density also depends on the type of ambient gases, i.e., it increased in the order He<CH 4< N 2< CF 4, while the atomic population density is almost independent of the type of ambient species and pressure. The population densities of the upper and lower levels of the transition were compared, and the ratio between their spatial distribution widths was calculated. These results provide valuable information regarding the confinement of the plume by the ambient gas and give insight into the time evolution of the plume. © 2004 American Institute of Physics. [DOI: 10.1063/1.1759397]

I. INTRODUCTION

In the process of pulsed laser ablation of solid target, highly energetic species are ejected from the surface. The energy often reaches up to several hundreds of eV.1–3 The ejected species form a plasma plume. In the plume, the ablated species undergo various chemical reactions by themselves and also with ambient species. By using these species, thin films4–6 or fine particles7–10 can be obtained. The combination of various targets and ambient species enables a wide variety of reactions, and hence, the production of various materials. The understanding and the control of the reaction are important to improve the quality of the resultant materials. For these purposes, the investigation for the spatial distribution of the free electron density as well as the excited-atom density is useful.

The ablation has usually been studied under low pressure conditions: up to 1 Torr in pulsed laser deposition of thin films and higher pressures for fine particle formations. We have performed the ablation experiments at much higher pressures up to 1520 Torr, and also in liquids.11–14 These conditions have an advantage of confining highly active ablated species into a small region. The confinement effect enhances the collision frequency, and therefore, provides a specific chemical reaction field in the plume. For example, production of novel materials such as carbon nanotubes15,16 and diamondlike carbon17,18 has been reported. In addition, the confinement effect has a possibility of surface modification by localized reactions on a target surface or selective deposition of the reaction products onto the laser irradiation spot.

The plasma plume is dynamically changing, and therefore, comprehension of the temporal behavior is necessary for understanding the kinetics of ablated species in the plume. Atomic populations of the ground and excitation levels, and also the plasma electrons critically affect reaction rates. Electrons ejected from the target have high kinetic energy and ionize or activate ambient species through collisions. The species excited in such processes also participate in various reactions. Therefore, electron density and its spatial distribution as well as those of the atomic and molecular populations are important parameters.

Many studies on the electron density in the plasma plume have been performed, using techniques such as optical emission spectroscopy,19,20 the Langmuir probe,21,22 interferometry,23,24 and optical transmissivity.25 The emission spectroscopy has been widely used because of its noncontact nature of probing and the information attainable over a wide spectral range. The electron density has been estimated from the Stark broadening of emission lines in the case of the laser ablation under low pressure conditions.19,20

Under high pressure conditions, however, the emission lines with a self-reversed structure are often observed, where the electron density cannot be evaluated simply from the width of the spectral line. The appearance of the self-reversed structure is due not only to a high optical thickness of the plume but also to different spatial distributions for the atomic population densities of the two levels involved in the transition. If the population of the lower level has a larger spatial distribution than that of the upper level, then the self-absorption in the “cold” peripheral region of the plume will be more pronounced than in the center. Therefore, the position dependence of the self-absorption in the plume as well as the position dependence of the Stark effects has to be considered in order to obtain theoretical spectral line profiles with the self-reversed structure.

In our previous paper,26 we proposed a method to evaluate the electron density as well as the atomic population densities of the two levels involved in a transition. In the method they are evaluated as best-fit parameters of the fitting process to a theoretical spectrum. The theory is based on the calcu-
lotion of a spectral line profile by taking account of the spa-
tial distributions of the atomic population of each level inde-
pendently. The spectral line profile with the self-reversed
structure was reproduced successfully by the calculation
based on one-dimensional radiative transfer, giving informa-
tion about the ablated species in the plume: the electron den-
sity, the atomic population density, and their spatial distribu-
tion width. The self-reversed structure originates from the
absorption by the species in the lower level. Therefore, the
information obtained by the analysis of the spectral line pro-
file with the self-reversed structure contains the information
usually obtained by the emission and absorption measure-
ments.

In this paper, the method is applied to laser ablation
plasma plumes produced by using the aluminum metal target
in various ambient gases at relatively high pressures. The
purpose of the present work is to characterize ablated species
in various ambient gases at relatively high pressures. The
plasma plumes produced by using the aluminum metal target
in the plume and to clarify the confinement effects of the
plume by the ambient gases. Time-resolved analysis is an
important aspect of this work. Time evolution of the elec-
trons and ablated species in the plume is shown. Also, reli-
ability of the results obtained by fitting to the theory is dis-
cussed.

II. EXPERIMENT

The experimental setup consists of a vacuum chamber
equipped with a rotary pump for evacuation and a line for
gas introduction. N\textsubscript{2}, He, CF\textsubscript{4}, and CH\textsubscript{4} were used as an
ambient gas, and the chamber was filled with each of them
after evacuation. The pressure was regulated at 760 Torr or
1520 Torr by a capacitance-type pressure gauge. Laser abla-
tion was performed using a Nd:YAG (where YAG stands for
yttrium aluminum garnet) laser with the pulse duration of 20
ns, pulse energy of 30 mJ, and wavelength of 1064 nm. The
laser beam was focused by a lens with a focal length
f = 10 cm, and irradiated onto an aluminum metal (99.9999%,
Nilaco Co.) placed in the chamber.

The emission from the laser-induced plasma plume was
imaged onto the entrance slit of the spectrograph. The spec-
tral range was set from 393 nm to 398 nm in order to mea-
sure Al(I) transitions, which appear at 396.152 nm and
394.401 nm; 1 m focal length double dispersion spectrograph
(Ritsu Oyo Kogaku, MC100N) equipped with two 1800
grooves/mm diffraction gratings was used. The slit with 20
\mu m in width was arranged to be parallel to the target surface.
An intensified charge coupled device (ICCD) (Princeton
Instrument, ICCD-1024MTDGE/1) was used as a detector. The
spectral resolution of this system was 0.04 nm. The duration
of the time gate to drive the ICCD detector was 20 ns for
optical emission spectroscopy, and the time delay from the
laser pulse was varied from 100 to 5000 ns.

The information of the plume size is necessary for the
model calculation. Therefore, lateral imaging of the optical
emission from the plume was performed using the ICCD
camera equipped with a lens (Nikon, AF Nikkor 20 mm
F2.8D) and a bellows attachment (Nikon, PB-6) for magnifi-
cation. The duration of the gate was set to 5 ns. The width
of the plume was obtained by fitting the intensity profile of
the image to the Gaussian function.

III. ANALYSIS OF SPECTRAL LINE PROFILES

The analysis is based on fitting the experimental line
profile to one-dimensional radiative transport calculation,
which has been developed in the previous paper.\textsuperscript{26} The
appearance of the self-reversed structure suggests that the
populations of the levels involved in a transition have differ-
ent spatial distributions. In the following we briefly explain
the model, which has been explained in detail in our previous
paper.\textsuperscript{26}

For the analysis of the spectral line profile, it must be
taken into account that a spectral intensity of the optical
emission is a result of the integration along the light propa-
gation line of the observation. The spectral radiant flux den-
sity \(I(x, \nu)\), as a function of frequency \(\nu\) and the position \(x\)
along the propagation line, is expressed by the following
one-dimensional radiative transfer equation,

\[
dI(x, \nu) = \left[ \epsilon(x, \nu) - \kappa(x, \nu)I(x, \nu) \right] dx,
\]

where \(\epsilon(x, \nu)\) and \(\kappa(x, \nu)\) are the spectral emission and ab-
sorption coefficients, respectively. In order to calculate \(I(\nu)\),
functions \(\epsilon(x, \nu)\) and \(\kappa(x, \nu)\) are necessary. In terms of the
Einstein coefficients, \(A\), \(B_{21}\), and \(B_{12}\), which represent
spontaneous emission, induced emission, and absorption, re-
spectively, they are expressed as follows by using a normalized
spectral line profile \(f(x, \nu)\), i.e.,

\[
\epsilon(x, \nu) = \frac{A n_2(x) \hbar \nu f(x, \nu)}{4 \pi},
\]

\[
\kappa(x, \nu) = \frac{[B_{12}n_1(x) - B_{21}n_2(x)] \hbar \nu f(x, \nu)}{c},
\]

where \(n_1(x)\) and \(n_2(x)\) are the population densities of the
lower and upper levels, respectively, \(\hbar\) is the Planck constant,
and \(c\) is the light velocity. In a plasma plume produced by
laser ablation, the Stark effect has to be considered in the
determination of \(f(x, \nu)\). The effect is usually reduced to a line
shift \(\Delta \nu_{\text{shift}}\) and a broadening \(\Delta \nu_{\text{width}}\), which are ap-
proximated to be proportional to the electron density \(n_e(x)\), i.e.,

\[
\Delta \nu_{\text{shift}} = \Delta n_e(x),
\]

\[
\Delta \nu_{\text{width}} = \Delta n_e(x),
\]

where \(d\) and \(w\) are the Stark shift and width parameters,
respectively. Note that the electron density \(n_e(x)\) is a func-
tion of \(x\), since we consider a distribution of the plasma
electrons. By assuming the Lorentzian profile of \(f(x, \nu)\), we
obtain

\[
f(x, \nu) = \frac{1}{\pi} \frac{\Delta \nu_{\text{width}}(x)}{[\Delta \nu_{\text{width}}(x)]^2 + \left(\nu - \nu_0 + \Delta \nu_{\text{shift}}(x)\right)^2},
\]

where \(\nu_0\) is the unperturbed resonant frequency, \(\Delta \nu_{\text{shift}} = (c/\hbar^2)\Delta \nu_{\text{shift}}(x)\), and \(\Delta \nu_{\text{width}} = (c/\hbar^2)\Delta \nu_{\text{width}}(x)\). As
for the spatial distribution functions \(n_{\text{left}}(x)\), \(n_{\text{right}}(x)\), and
\(n_{\text{center}}(x)\), we assumed the Gaussian distributions, because
an intensity profile of the plume image was approximately
Gaussian. By letting the point at \( x=0 \) be a center of the plume, they were assumed independently as follows:

\[
\begin{align*}
n_e(x) &= N_{e0} \exp \left( -\frac{x^2}{\sigma_e^2} \right), \\
n_1(x) &= N_{10} \exp \left( -\frac{x^2}{\sigma_1^2} \right), \\
n_2(x) &= N_{20} \exp \left( -\frac{x^2}{\sigma_2^2} \right),
\end{align*}
\]

where \( \sigma_e \), \( \sigma_1 \), and \( \sigma_2 \) are the width parameters for the electron density distribution and for the population densities of the lower and upper levels, respectively, and \( N_{e0} \), \( N_{10} \), and \( N_{20} \) are their maximum densities at \( x=0 \), respectively. By substituting Eqs. \( 6-9 \) into Eqs. \( 2 \) and \( 3 \) we obtain \( \epsilon(x, \nu) \) and \( \kappa(x, \nu) \). Then Eq. \( 1 \) is integrated numerically to obtain \( I(\nu) \). Finally, the convolution with an instrumental function is performed to obtain a spectrum to be compared with the experimental spectrum.

For the calculation it is necessary to determine the parameters \( \sigma_e \), \( \sigma_1 \), \( \sigma_2 \), \( N_{e0} \), \( N_{10} \), and \( N_{20} \). In this work, the six parameters were reduced to three adjustable parameters, namely \( N_{20} \), \( N_{10} \), and \( \sigma_1 \), by the following assumptions. The first assumption is \( \sigma_e = \sigma_2 \), i.e., both plasma formation and the formation of the upper-level atoms occur in the same region. Furthermore, the value of \( \sigma_2 (= \sigma_e) \) was assumed to be the \( 1/e \) width of the Gaussian distribution best fitted to a lateral intensity profile of the emission image of the plume. Finally, the population ratio at the plume center was fixed by giving a certain value to \( T_0 \) in the following equation:

\[
\frac{N_{20}}{N_{10}} = \frac{g_2}{g_1} \exp \left( -\frac{\hbar \nu_0}{k_B T_0} \right),
\]

where \( k_B \) is the Boltzmann constant, and \( g_2 \) and \( g_1 \) are the degeneracy of the upper and lower levels, respectively. We examined the effect of the \( T_0 \) values, and found that we always obtain virtually the same best-fit parameters when \( 2000 \text{ K} < T_0 < 20,000 \text{ K} \). This means that \( N_{20} \) does not influence the spectral profile as long as the ratio \( N_{20}/N_{10} \) is in a certain range. Although the spatial variation of the two-level temperature can be discussed through the resultant \( \sigma_1 \) and \( \sigma_2 \) values, we cannot obtain the temperature quantitatively.

In the present work, the model was applied to the emission lines of \( 2^P-2^S \) transitions of Al(I) in the plume. The lower state or the ground state has a fine structure doublet, \( 2^P_{3/2} \) and \( 2^P_{1/2} \). Therefore, two transition lines appear at 396.152 nm (\( 2^P_{3/2}-2^S_{1/2} \)) and 394.401 nm (\( 2^P_{1/2}-2^S_{1/2} \)). We introduce suffixes “\( a \)” and “\( b \)” for \( 2^P_{3/2} \) and \( 2^P_{1/2} \), respectively. The energy difference between the ground state fine structure levels is very small (112 \text{ cm}^{-1}), so that we assume the ratio \( N_{1a}/N_{1b} \) to be the ratio of the degeneracy throughout the spatial region of the calculation, and hence, leading to \( \sigma_{1a} = \sigma_{1b} \). Therefore, in the case of this system, \( N_{1b} \) and \( \sigma_1 \) can be the representative parameters for the ground states.

The calculation was iteratively performed by a personal computer until the best-fit spectral line profile was obtained. The fitting process was applied to all the spectral line profiles at various delay times, which enabled the clarification of the time evolution as well as spatial distribution of the electron density and the population densities of ablated species in the plume.

**IV. RESULTS**

In \( \text{N}_2 \), \( \text{CF}_4 \), and \( \text{CH}_4 \) gases, clear emission lines of Al(I) transitions were not observed until 200 ns after the irradiation because of a strong continuous spectral radiation, while in He gas, clear emission lines were observed even at 100 ns after the irradiation. As long as clear emission lines were observed, the self-reversed structure was seen and the intensities of the doublet lines were nearly equal in every gas atmosphere. The spectral line profiles observed in \( \text{N}_2 \) gas atmosphere are shown in Fig. 1. The profiles were always well reproduced by the model calculation, except for the profiles observed in a very early stage, as shown in the top figure in Fig. 1. The discrepancy in the early stage is because the continuous radiation is not taken into account in the calculation. With increasing time, asymmetry of each line became less pronounced, and the dip position with respect to the whole line profile moved to the line center. In addition, the spectral line broadening became smaller with increasing...
time. In He gas atmosphere, the spectral line broadening was smaller than in any other gases, and the self-reversed structure was less distinguished.

The time evolution of the plume size is shown in Fig. 2. The results shown in this figure were used as $\sigma_2$ ($=\sigma_x$) in the theory. The intensity profiles of the lateral images of the plume at each delay time fitted well to Gaussian. The lateral width of the plume was obtained as a 1/e width. In every gas atmosphere, higher gas pressure gives smaller width, suggesting that the plume expansion is suppressed. In N$_2$, CF$_4$, and CH$_4$ gases, the plume size increased gradually until 1000 ns after the irradiation, and then saturated. In the He gas atmosphere, the time evolution of the plume was different from that in the other gases. At both pressures the plume size was the largest when He was used as an ambient gas.

The results of electron density parameter $N_{e0}$ obtained through the fitting process are given in Figs. 3 and 4. Figure 3 shows the effect of ambient gases on $N_{e0}$. The initial values of the order of $10^{24}$ m$^{-3}$ are in agreement with those given in previous reports. 19–23 $N_{e0}$ decreased drastically with increasing time till 2000 ns, while later no significant decrease was observed regardless of the ambient gases and their pressure. Furthermore, $N_{e0}$ varied with the type of atmosphere, i.e., He<CH$_4$<N$_2$<CF$_4$ throughout the observation time range. The difference between the electron densities at 760 Torr and 1520 Torr is shown in Fig. 4. Higher ambient gas pressure caused higher $N_{e0}$ values at any delay time. The ambient pressure effect was larger in the early stage. The effect was remarkable in CF$_4$ and N$_2$ gases. After 1000 ns, the effect was nearly the same in any gas.
The results of the other parameters $N_{1b}$ and $\sigma_1$ are shown in Figs. 5 and 6, respectively. The dependence of $N_{1b}$ and $\sigma_1$ upon the type of gases or the pressure was not as clear as $N_{e0}$. $N_{1b}$ increased gradually with time, and then saturated after 1000 ns to be ca. $1 \times 10^{22}$ m$^{-3}$ in 760 Torr and ca. $2 \times 10^{23}$ m$^{-3}$ at 1520 Torr. The order of magnitude of these values agreed with an atomic density estimated from the etched amount of the target and the plume volume. The results of $\sigma_1$, which represents spatial distribution width of the lower-level population, are shown in Fig. 6. $\sigma_1$ seems to increase with time from $0.4 \times 10^{-3}$ m up to $1 \times 10^{-3}$ m under both pressure conditions. $\sigma_1$ at each delay time was larger than $\sigma_2$, which suggests that temperature determined by the two levels is higher in the plume center than in the peripheral region.

The results show that the data dispersion of $N_{e0}$ was very small throughout the observation time range, while that of the other parameters $N_{1b}$ and $\sigma_1$ was comparatively large.

V. DISCUSSION

A. Reliability of the best-fit parameters

In the model, some assumptions have been made in order to decrease the number of adjustable parameters. The reliability of the best-fit parameters obtained through the calculation owes partly to them. Here, the reliability of the results is discussed.

In the case of laser-induced plasma, where a density of species is very high, the major mechanisms affecting a spectral line profile are the Stark effect and the saturation by self-absorption. The former is due to the high density of plasma electrons and the latter is due to the absorption by the atoms in the lower level of the transition. A higher density of excited atoms brings about a stronger intensity of the spectral line emission. In optically thick plasma, the intensity of the emission line saturates at the luminance of black body, which gives a plateau in the line center. Further stronger emission with self-absorption leads to the saturation in the neighborhood of the line center, and hence, results in a spectral line broadening. On the other hand, the present results show that the ratio of the peak intensity of the two emission lines ~394.401 nm and 396.152 nm! was almost unity especially in the time range after a few 100 ns, although the ratio is expected to be 0.5 according to the radiative constants $A_{2a}$ and $A_{2b}$. This suggests that a strong self-absorption occurred in the plume. It is necessary to take account of the self-absorption as well as the Stark effect for the analysis of the spectral line broadening observed in the present work. The best-fit results for the electron density parameter $N_{e0}$, one of the three adjustable parameters, were less dispersed than the other parameters. In the calculation, the electron density is directly related to the Stark effect, which shows a line shift.
as well as a line broadening. Particularly, the line shift is characteristic only of the Stark shift caused by the electron density, in contrast to the line broadening, which is influenced both by the self-absorption and the Stark effect. Therefore, there is no mixed contribution to the line shift, and the spectral-profile analysis with including the shift effect gives rather accurate value of the electron density. This leads to the less-scattered data shown in Fig. 3.

The reliability of the atomic density parameter \( N_{1b} \) and its spatial distribution parameter \( \sigma_1 \) is rather complicated. It has been shown that both \( N_{1b} \) and \( \sigma_1 \) are sensitive to the total line width and the depth of the self-reversed structure.\(^{26}\) This suggests that there are some correlations among the parameters \( N_{1b} \), \( \sigma_1 \), and \( \sigma_2 \). To verify this correlation, a model calculation was performed, where \( \sigma_2 (= \sigma_e) \) was varied within the range shown in Fig. 2, instead of fixing to an actually observed plume size. With assuming various values of \( \sigma_2 \), the parameters \( N_{1b} \) and \( \sigma_1 \) were obtained by fitting to a spectral profile observed at the delay time of 600 ns in \( N_2 \) atmosphere. The results are shown in Fig. 7. For \( 2.0 \times 10^{-4} \text{ m} < \sigma_2 < 8.0 \times 10^{-4} \text{ m} \), the ratio \( \sigma_1 / \sigma_2 \) was constant at ca. 1.6. In addition, \( N_{e0} \) could be regarded as constant, i.e., the dependence of \( N_{e0} \) on \( \sigma_2 \) is negligible compared with the range of \( N_{e0} \) given in Fig. 3. On the other hand, \( N_{1b} \) decreased drastically from \( 1 \times 10^{23} \text{ m}^{-3} \) to \( 3 \times 10^{21} \text{ m}^{-3} \) with \( \sigma_2 \). It should be noted that the same calculations using a spectrum at another delay time give similar results.

The examination of the parameters suggests that the ratio \( \sigma_1 / \sigma_2 \) determined by the analysis is rather reliable. The comparison between the observed and theoretical profiles gives good values of \( N_{e0} \) and \( \sigma_1 / \sigma_2 \) regardless of the size of emission region \( \sigma_2 (= \sigma_e) \), while \( N_{1b} \) and absolute value of \( \sigma_1 \) are sensitive to \( \sigma_2 (= \sigma_e) \). The reliable determination of the atomic density parameter \( N_{1b} \) requires the correct value of \( \sigma_2 (= \sigma_e) \). In the present work, the size of the emission region was measured from the emission image at each delay time, and \( \sigma_2 \) determined from its size was used for the calculation. This procedure should give meaningful values of the parameters \( N_{1b} \) and \( \sigma_1 \), as well as \( N_{e0} \).

The dispersion of \( N_{e0} \) at each delay time was very small, while that of \( N_{1b} \) and \( \sigma_1 \) was comparatively large. This is probably due to the sensitivity of \( N_{1b} \) and \( \sigma_1 \) to \( \sigma_2 (= \sigma_e) \). The pulse-to-pulse fluctuation and the change of the target surface prevent us from an accurate determination of the size of the emission region, namely, \( \sigma_2 \). In the present experimental setup the plume imaging experiment cannot be carried out simultaneously with the measurement of the emission spectra, and hence, an average value of \( \sigma_2 \) at each delay time was used for the calculation. However, the size of the emission region for the particular ablation event at which the spectrum was obtained can be deviated from the average value of \( \sigma_2 \) used in the calculation. The comparatively large dispersion of \( N_{1b} \) and \( \sigma_1 \) is considered to be due to the error in the determination of \( \sigma_2 \).

B. Ambient gas effect on the electron density

It is clarified that the electron density parameter \( N_{e0} \) depends on the type of ambient gas species and its pressure. The effect of the pressure on \( N_{e0} \) (shown in Fig. 3) can be explained by the confinement of the plasma plume by an ambient gas. Here, we calculated the total number of free electrons in the plume, \( N \), by assuming the Gaussian distribution of the electron density in the plume with the hemispherical symmetry,

\[
N = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} N_{e0} \exp \left( -\frac{x^2 + y^2 + z^2}{\sigma_e^2} \right) \, dx \, dy \, dz. \tag{11}
\]

The total number of electrons in \( N_2 \) atmosphere is shown in Fig. 8. The results for 760 Torr and 1520 Torr agreed within the uncertainty of the data. This result suggests that high \( N_{e0} \) values for 1520 Torr than for 760 Torr, as shown in Fig. 3, are explained by the strong confinement for 1520 Torr, which results in large \( N_{e0} \) but small \( \sigma_e \) to give the total number of electrons to be the same as that of 760 Torr. On the other hand, we should point out another mechanism affecting the electron density, i.e., collision ionization could also affect \( N_{e0} \). The electrons emitted from the target collide with ambient species and then excite or ionize them. As a result, the number of electrons in the plume can depend on the atmosphere. Generally, the increase of ambient gas pressure, or the density of ambient species, causes the increase of collision frequency, and hence, enhances the ionization. According to the calculation of the total number of electrons shown.

FIG. 7. The dependence of the best-fit parameters on the choice of \( \sigma_2 (= \sigma_e) \). The examination was performed by using a spectrum obtained at 600 ns in 760 Torr of \( N_2 \) gas.
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above, however, the results for the pressure effect can be explained mainly by the confinement effect, and the collision ionization seems to be a minor mechanism.

On the other hand, \(N_{e0}\) depends on the type of ambient species. As shown in Fig. 3, the larger size of ambient species brought about higher electron density in the order \(\text{He} < \text{CH}_4 < \text{N}_2 < \text{CF}_4\). As mentioned above, the plume confinement by the ambient gas can affect \(N_{e0}\). In He gas, the plume expanded more largely and rapidly than in other ambient gases. This can be the reason why \(N_{e0}\) in He was the smallest. However, although the plume size was similar for \(\text{N}_2, \text{CF}_4,\) and \(\text{CH}_4\) gases, \(N_{e0}\) in these gases shows the order, \(\text{CH}_4 < \text{N}_2 < \text{CF}_4\). This means that the ambient gas effect on \(N_{e0}\) cannot be explained only by the plume confinement. It is possible that \(N_{e0}\) is enhanced by the ionization of ambient species. Ionization cross sections of ambient species can be an indicator of the rate of this process. Although the cross section is a function of incoming electron energy and has a maximum value at around 100 eV, it increases with increasing molecular size, \(\text{He} < \text{N}_2 < \text{CH}_4 < \text{CF}_4\), at any incoming electron energy, while the results of the present work show the \(N_{e0}\) order of \(\text{He} < \text{CH}_4 < \text{N}_2 < \text{CF}_4\). We do not have an appropriate explanation on this discrepancy so far.

Regardless of the type of ambient gas, \(N_{e0}\) decreased rapidly with the delay time, and then leveled off. The rapid expansion suggests the adiabatic cooling. The cooling enhances the recombination in comparison with the ionization, and results in the decrease in \(N_{e0}\).

C. The effects of ambient gases and their pressure on \(N_{1b}\) and \(\sigma_1\)

As shown in Figs. 5 and 6, the time dependence of \(N_{1b}\) and \(\sigma_1\) was not as clear as that of \(N_{e0}\), and their values have rather large dispersion. Slightly higher \(N_{1b}\) observed for the higher pressure is probably due to the confinement effect of the plasma plume. The dependence of \(N_{1b}\) and \(\sigma_1\) upon the type of ambient species was not clear. This is consistent to the following explanation that the initial step of the ejection of surface species should not be influenced by the ambient species. The time dependence of \(N_{1b}\) suggests that the formation of the ground state Al atoms continues until 1000 ns. The relaxation of excited Al atoms, and/or electron-ion recombination of positively charged Al ions would contribute to the increase of \(N_{1b}\) till 1000 ns. However, a large distribution of the ground state Al atoms (\(\sigma_1\)) in comparison with that of the plasma electrons (\(\sigma_2\)) and the excited atoms (\(\sigma_2\)) suggests another mechanism of the ground state Al formation. A possible explanation is that thermal evaporation of atoms lasts over 1000 ns, and they stay in the plume. This explanation is also consistent with our recent work; the aluminum metal target gives larger distribution of the ground state Al atoms than the alumina target which has higher melting point and is hard to be evaporated thermally.

Time evolution of \(\sigma_1\) also did not show a big change by changing the type of ambient species or their pressure. Although the clear time dependence was not observed, it seems to show a slight increase except for CH4 gas. This suggests that the thermal evaporation continues within the time range in which the optical emission is detected. The ratio \(\sigma_1/\sigma_2\) in each ambient gas shown in Fig. 9 did not strongly depend on the type of ambient species and their pressure, and was higher than unity. This assures that the temperature determined by the two levels involved in the transition is higher in the plume center than in the peripheral region. If the local
thermodynamic equilibrium is achieved in this system, we can discuss thermodynamic behaviors of the plume by using the temperature distribution obtained by the present method.

VI. CONCLUSION

Spectral line profiles of ablated species in laser-induced plasma plume were compared with theoretical spectra based on one-dimensional radiative transfer calculation, giving information about free electron density, atomic population density, and their spatial distributions. The electron density in the plume depends on the environment: the ambient species and pressure. Higher ambient pressure brings about a higher electron density due to the confinement effect. Also the electron density was affected by the ambient gas, i.e., He < CH₄ < N₂ < CF₄. This was attributed to the ionization cross section as well as the confinement effect. In every ambient species, the electron density drastically decreased with time, and then leveled off. Atomic population density of the plume was also obtained from the spectral line profiles. Atomic population density was almost independent from the ambient species and pressure within the accuracy of the present data. It increased to a maximum value at around 1000 ns. The spatial distribution width of the atomic population of the lower level was ca. 1 × 10⁻³ m. It was always larger than that of the population of the upper level.
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