Numerical study of singularity formation in a class of Euler and Navier–Stokes flows
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We study numerically a class of stretched solutions of the three-dimensional Euler and Navier–Stokes equations identified by Gibbon, Fokas, and Doering (1999). Pseudo-spectral computations of a Euler flow starting from a simple smooth initial condition suggest a breakdown in finite time. Moreover, this singularity apparently persists in the Navier–Stokes case. Independent evidence for the existence of a singularity is given by a Taylor series expansion in time. The mechanism underlying the formation of this singularity is the two-dimensionalization of the vorticity vector under strong compression; that is, the intensification of the azimuthal components associated with the diminishing of the axial component. It is suggested that the hollowing of the vortex accompanying this phenomenon may have some relevance to studies in vortex breakdown.
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I. ISSUES CONCERNING THE INCOMPRESSIBLE THREE-DIMENSIONAL EULER EQUATIONS

A. Introduction

The formation of spontaneous singularities in the three-dimensional (3D) incompressible Euler equations is one of the outstanding problems in modern fluid dynamics. These equations can be expressed in the usual form

$$\frac{\partial U}{\partial t} + U \cdot \nabla U = -\nabla p,$$

with the velocity field $U(x,y,z,t) = (u, v, w)$ subject to the incompressibility condition $\nabla \cdot U = 0$. Evidence for a singularity in flows of finite energy has been reported in a variety of circumstances. Kerr’s numerical integration, starting from an initial state of a pair of anti-parallel vortex tubes, strongly suggests that the vorticity $\Omega = \text{curl} U$ blows up at a point in a finite time with $\|\Omega\|_\infty \sim (t^\ast - t)^{-1}$. Despite progress in analytical methods, a rigorous proof that a singularity could develop in a finite time from certain classes of initial data has remained an open problem since the time of Leray who considered the Navier–Stokes case, while numerical results are only suggestive. The result of Beale, Kato, and Majda (BKM), who showed that no quantity associated with (1) can become singular at a time $t^\ast$ without $\int_0^{t^\ast} \|\Omega(\tau)\|_\infty d\tau$ also becoming singular at $t^\ast$, has had a major influence on the subject because it gives the computational fluid dynamicist a benchmark against which to test whether a singularity arising from a numerical experiment is real or a numerical artifact. Constantin, Fefferman, and Majda have more recently refined this result by bringing down the $L^\infty$-norm in the above time integral to a finite value at the cost of imposing conditions on the direction of vorticity (see also Ref. 5). In a different manner, Ponce has also shown that the BKM result can be modified in such a way that the $\|\Omega\|_\infty$-norm within the time integral is replaced by $\|S\|_\infty$, where $S$ is the strain matrix.

An alternative approach is to take advantage of the cost savings gained by using high symmetry initial conditions. Bhattacharjee et al. have discussed in some detail how Euler singularities may develop from symmetric initial conditions, such as the imposition of Kida’s high-symmetry initial condition. Bhattacharjee et al. have also used Kida’s initial condition to follow the development of a real-time singularity using Padé methods of analysis.

All the flows discussed above are finite in energy. In this paper we study the possibility of singularity formation in solutions of the 3D Euler equations that have imposed upon them an infinite geometric structure in one particular direction. Such flows, being infinite in one distinguished direction, have infinite energy and therefore must be placed in a different category than those discussed in the above references. To be specific, let us consider a class of 3D Euler velocity fields whose only $z$ dependence lies linearly in the third component

$$U(x,y,z,t) = \begin{pmatrix} u \\ v \\ w \end{pmatrix} = \begin{pmatrix} u(x,y,t) \\ v(x,y,t) \\ z y(x,y,t) + W(x,y,t) \end{pmatrix}. \quad (2)$$

The vorticity has two components that are linear in $z$ and one independent of $z$. 
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\[ \Omega(x,y,z,t) = \begin{pmatrix} \Omega_1 \\ \Omega_2 \\ \Omega_3 \end{pmatrix} = \begin{pmatrix} \frac{\partial \gamma}{\partial y} + \frac{\partial W}{\partial y} \\ -\frac{\partial \gamma}{\partial x} - \frac{\partial W}{\partial x} \\ \omega \end{pmatrix}. \tag{3} \]

where

\[ \omega(x,y,t) = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y}. \tag{4} \]

The strain matrix, \( S \), associated with this velocity field is

\[ S = \begin{pmatrix} S_{11} & S_{12} & -\frac{1}{2} \Omega_2 \\ S_{21} & S_{22} & -\frac{1}{2} \Omega_1 \\ -\frac{1}{2} \Omega_2 & \frac{1}{2} \Omega_1 & \gamma \end{pmatrix}. \tag{5} \]

This class of velocity fields is of stagnation point type and, as such, has its limitations. Clearly, it cannot be thought of as representing general 3D Euler flows of finite energy. Nevertheless, it does include several well known and important subclasses of solutions of the Euler equations:

1. The Burgers vortex is the most prominent member of this class;\(^{13}\) take \( W = 0 \) and restrict \( \gamma \) to being a function of time only. Writing \((u, v)\) in strain-field form with a stream function \( \psi = \phi(x,y,t) \) we have
   \[ u = -\frac{1}{2} \gamma(t)x + \frac{\partial \phi}{\partial y}, \quad v = -\frac{1}{2} \gamma(t)y - \frac{\partial \phi}{\partial x}, \quad w = \gamma(t). \tag{6} \]
   The Euler version of the Burgers vortex can easily be found from this formulation. This vortex, both in its Euler and Navier–Stokes manifestations, is a well-known solution that is thought to represent tubes of vorticity in both inviscid and viscous turbulent flows.\(^{14}\) Clearly, if \( \gamma \) is chosen to be spatially uniform and \( W = 0 \) then \( \Omega_1 = \Omega_2 = 0 \) and the axial component \( \omega = -\Delta \phi \) is uniform in the \( z \) direction. This uniformity contributes to the infinite tube-like geometry and makes the Burgers vortex an infinite energy solution. When \( W \neq 0 \), however, a variety of other solutions have recently been shown to exist (see the discussion in Ref. 15).

2. A solution of the three-dimensional Euler equations that blows up in finite time and has a double stagnation point has been found by Stuart.\(^{16}\) His velocity field has a dual linear structure and takes the form \((u, v) = u(x,y,t), v = \tilde{v}(y,t), \) and \( w = z \gamma(y,t) \). This problem is more amenable to a Lagrangian than an Eulerian formulation, as Stuart has shown, and is appropriate for boundary layer studies.\(^{16,17}\) Finite time singularities have long been thought to play a significant role in the separation of boundary layers. The paper by Cowley \textit{et al.}\(^{18}\) reviews the Lagrangian description of this type of problem.

3. The two-dimensional model by Childress \textit{et al.}\(^{19}\) of blow-up in the two-dimensional (2D) Euler equations belongs to the class of velocity fields (2). Taking \( w = 0 \), their velocity field is of the divergence-free form
   \[ (u, v) = (u(x,t), -y u_t(x,t)). \tag{7} \]
   This two-dimensional problem has a single stagnation point structure, as opposed to the double point in Stuart’s solution, which is three-dimensional and stretches in two directions.\(^{16}\) Childress \textit{et al.} use the phrase ‘‘stagnation point similitude’’ when referring to the linear structure of the distinguished variable.\(^{19}\)

Finally we add two further examples to the list of Euler solutions that blow up. First, Constantin’s ‘‘distorted Euler equation’’ differs from the true three-dimensional Euler equations in that a singular integral operator with a time varying kernel in the equation for the velocity gradient matrix \( U_{ij} \) is replaced by its initial value.\(^{20}\) This system develops a finite time singularity for various initial data. Second, Moffatt has recently constructed a singular solution of the 3D Euler equations by generalizing the Burgers vortex.\(^{21}\) This solution, whose vorticity blows up at a point, has singular and unbounded straining fields in all three directions and so has infinite energy.

**B. Equations of motion for \( \gamma, W, \) and \( \omega \)**

Gibbon, Fokas, and Doering\(^{15}\) recently showed that if the class of velocity fields \( U \) given in (2) satisfies the 3D Navier–Stokes equations then simple separate equations for \( \gamma(x,y,t), W(x,y,t) \) and the third component of vorticity \( \omega(x,y,t) \) can be derived; in other words, the \( z \) dependence can be removed from the system. With the greatest brevity we repeat this calculation in the Euler context.

Let us define the 2D velocity field part of (2) as

\[ u(x,y,t) = (u(x,y,t), v(x,y,t)), \tag{8} \]

and let \( \nabla \) be the 2D gradient operator. Then, from (1), \( u \) satisfies

\[ \frac{\partial u}{\partial t} + u \cdot \nabla u = -\nabla p. \tag{9} \]

These are not, however, the true 2D Euler equations because

\[ \text{div} u = -\gamma. \tag{10} \]

We need a pair of evolution equations for \( \gamma \) and \( W \). The third velocity field \( w = z \gamma + W \) gives this information. Recalling that the 3D total derivative is

\[ \frac{D}{Dt} = \frac{\partial}{\partial t} + u \cdot \nabla + w \frac{\partial}{\partial z}, \tag{11} \]

we can easily calculate \( \partial \rho / \partial z \) from the third component of (1)

\[ -\frac{\partial \rho}{\partial z} = z \left( \frac{\partial \gamma}{\partial t} + u \cdot \nabla \gamma + \gamma^2 \right) + \left( \frac{\partial W}{\partial t} + u \cdot \nabla W + \gamma W \right). \tag{12} \]

On integration with respect to \( z \) we have
\[-p(x,y,z,t) = \frac{1}{2} \varepsilon^2 \left( \frac{\partial \gamma}{\partial t} + u \cdot \nabla \gamma + \gamma^2 \right) + \frac{\partial W}{\partial t} + u \cdot \nabla W + \gamma W + P(x,y,t), \tag{13} \]

where \(P(x,y,t)\) is a function of integration. The stagnation point type structure shows up in a typical way. The crux of the matter lies in the following argument; because Eq. (1) insists that the partial derivatives of the pressure, \(\partial p/\partial x\) and \(\partial p/\partial y\), are independent of \(z\), the only way to prevent a contradiction between this fact and the quadratic \(z\) structure in \(p\), is to demand that the coefficients of \(z\) and \(z^2\) in (13) are independent of \(x\) and \(y\), although they can be arbitrary functions of time. The coefficient of \(z\) can be put to zero because this represents no more than an accelerating change of frame, but the coefficient of \(z^2\) has more significance. It means that \(p_{zz}\), the second partial \(z\) derivative of the pressure, must be a spatially uniform arbitrary function of time; that is, \(p_{zz} = p_{zz}(t)\). Hence we have

\[ \frac{\partial \gamma}{\partial t} + u \cdot \nabla \gamma = -\gamma^2 - p_{zz}(t), \tag{14} \]

\[ \frac{\partial W}{\partial t} + u \cdot \nabla W = -\gamma W. \tag{15} \]

These are two of the three equations derived in Ref. 15. To obtain the third we look at the block diagonal structure of the strain matrix \(S\) given in (5) and note that the third component of \(S\Omega\) decouples such that

\[ (S\Omega)_3 = \gamma \omega, \tag{16} \]

with \(\omega\) defined in (4). The vorticity version of the 3D Euler equations shows that the third equation of the set must be

\[ \frac{\partial \omega}{\partial t} + u \cdot \nabla \omega = \gamma \omega. \tag{17} \]

This is the third of the three equations derived in Ref. 15. Very recently we discovered that in 1927 Oseen\(^\text{22}\) derived a time independent version of these equations with \(W = 0\).

So far, no domain has been specified. In Ref. 15 it was shown that on a domain infinite in all directions, with \(\gamma\) restricted to being spatially uniform, then (17) can be rescaled to the 2D Euler equations with \(W\) acting as a passive scalar on that flow. This is a generalization of Lundgren’s straining transformation\(^\text{23}\) (see Ref. 15). There \(\gamma = \gamma(t)\) behaves as a dynamical variable which affects the system through the scaling variable \(s(t) = \exp(\int_0^t \gamma(\tau) d\tau)\). Through this transformation any solution of 2D Euler (with an additional passive scalar) on an infinite domain can be mapped back to form a solution of 3D Euler within the class of velocity fields (2). The dynamics of \(\gamma\) are, therefore, important but are somewhat arbitrary because the driving function \(p_{zz}(t)\) is arbitrary. To determine \(\gamma\) requires the specification of some boundary conditions.

**C. The equations in a tube-like domain**

The coupled equations (14), (15), and (17) have the advantage of being functions of only two independent variables, thereby enabling us to more easily undertake a numerical investigation of their properties. The postulated linear \(z\) dependence in the full 3D Euler equations distinguishes the \(z\) coordinate, so this must be taken into account when choosing boundary conditions. We choose a domain that is unbounded in the \(z\) direction but, for simplicity, we assume that every field is periodic in \(x, y\) on the finite cross-sectional domain \(A = [0, 2\pi]^2\). The chosen domain is, therefore, very like an infinite tube with a periodic cross section.

Given these boundary conditions it is now clear that the continuity condition (10)

\[ \gamma = - \text{div} u = - \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right), \tag{18} \]

tells us that \(\gamma\) is a mean-zero function over the cross-sectional domain \(A\)

\[ \int_A \gamma d\mathbf{x} = 0. \tag{19} \]

Using this information in (14) fixes \(p_{zz}(t)\) to be

\[ p_{zz}(t) = -2\langle \gamma^2 \rangle = -2 \frac{1}{(2\pi)^2} \int_A \gamma^2 d\mathbf{x}, \tag{20} \]

where the bracket \(\langle \cdot \rangle\) stands for the square of the \(L^2\)-spatial average of \(\gamma\). Hence our three equations of motion for \(\gamma, W\) and \(\omega\) are now

\[ \frac{\partial \gamma}{\partial t} + u \cdot \nabla \gamma = -\gamma^2 + 2\langle \gamma^2 \rangle, \tag{21} \]

\[ \frac{\partial W}{\partial t} + u \cdot \nabla W = -\gamma W, \tag{22} \]

\[ \frac{\partial \omega}{\partial t} + u \cdot \nabla \omega = \gamma \omega, \tag{23} \]

together with (18). From its definition in (4), \(\omega\) can be written as \(k\omega = \text{curl} u\), where \(k\) is a unit vector in the \(z\) direction. This allows a Helmholtz–Hodge decomposition to be used to solve for \(u\) and \(v\). This decomposes the vector field \(u\) into irrotational and solenoidal parts

\[ u = -\nabla(\Delta^{-1}\gamma) - \text{curl} (k\Delta^{-1}\omega), \tag{24} \]

Hence the velocity components \(u\) and \(v\) are solely determined by \(\gamma\) and \(\omega\) through the inverse two-dimensional Laplacian \(\Delta^{-1}\) as follows:

\[ u = -\Delta^{-1} \left( \frac{\partial \omega}{\partial y} + \frac{\partial \gamma}{\partial x} \right), \quad v = \Delta^{-1} \left( \frac{\partial \omega}{\partial x} - \frac{\partial \gamma}{\partial y} \right). \tag{25} \]

Clearly the other variable \(W\) plays no part in this determination, having only a passive role.

We solve Eqs. (21)–(23) numerically using a standard pseudo-spectral method in double precision arithmetic. The aliasing errors are suppressed by the 2/3-law and the number of effective degrees of freedom is \((2N/3)^2\) for a computation.
of $N^2$ grid points. The time marching is performed by the fourth-order Runge-Kutta method with use of a typical time increment $\Delta t = 10^{-3}$. We have checked that the properties of the solutions do not change by increasing resolution as $N$ is increased from 256 to 512 and up to 1024 and 2048 in some cases. We will typically use $N=256$. In contrast to solutions of the usual 2D and 3D Euler equations, a rather low resolution is sufficient to resolve the flow field. The reason for this is that the Fourier spectrum of the energy keeps to an exponential fall-off close to the end of the computation (see below).

Clearly the key variable in the system is $\gamma$; the main issue in this paper is whether $\gamma$ blows up in finite time and, if so, what the nature of this blow-up is. The variable $W$, and to a lesser degree $\omega$, can be thought of as subsidiary variables; $\gamma$ controls the growth or decay of $W$ and $\omega$ depending on whether its growth is positive or negative. Blow-up in $\gamma$ means blow-up in at least the first two components of the vorticity vector $\Omega$ and in several components of the strain matrix $S$. Blow-up in $\omega$ depends on the sign of $\gamma$ as it blows up.

II. THE INVISCID PROBLEM

We consider whether smooth solutions of (21)–(23) persist or not, beginning with the following naive observation. If we neglect the second term on the right-hand-side (rhs) of Eq. (21) for $\gamma$, we find

$$\frac{\partial \gamma}{\partial t} + u \cdot \nabla \gamma = -\gamma^2. \tag{26}$$

This can be trivially solved in a Lagrangian frame and for some fluid particles $\gamma$ tends to $-\infty$ in finite time. But, since the second term on the rhs of (21) is positive and can become large, it might prevent formation of singularity. Because of this competition, it is not obvious that solutions of (21)–(23) break down in finite time or not. Therefore, we need to study the problem numerically.

A. Initial condition 1

As there are no guidelines for choosing appropriate initial conditions, we first try a simple sinusoidal one for all the three fields:

$$\omega(x,0) = \gamma(x,0) = W(x,0) = \sin x \sin y. \tag{27}$$

Unlike 2D Euler equations, a time dependent solution arises from this single mode initial condition.

We describe the global properties of the flow using several norms. Denoting the spatial average by the brackets [see (20)], we define energy-like norms

$$E_W(t) = \frac{1}{2} \langle \left( \frac{\partial}{\partial t} - \nabla^2 \right) W(x,t)^2 \rangle, \tag{28}$$

$$E_W(t) = \frac{1}{2} \langle \left( \frac{\partial}{\partial t} - \nabla^2 \right) \gamma(x,t)^2 \rangle, \tag{29}$$

$$E_W(t) = \frac{1}{2} \langle \left( \frac{\partial}{\partial t} - \nabla^2 \right) W(x,t)^2 \rangle \tag{30}$$

and enstrophy-like norms

$$Q_w(t) = \frac{1}{2} \langle \omega(x,t)^2 \rangle, \tag{31}$$

$$Q_w(t) = \frac{1}{2} \langle W(x,t)^2 \rangle, \tag{32}$$

with a slight abuse of terminology for $Q_w$ because $W$ has dimension of velocity. None of these are conserved in time.

We show the time evolution of $E_w(t)$, $E_\gamma(t)$, and $E_W(t)$ in Fig. 1(a). From this we see that $E_w(t)$ does not become large (actually it decreases slightly) but $E_\gamma(t)$ and $E_W(t)$ indeed increase rapidly and they appear to diverge at about $t=1.4$, or more precisely $t=1.419$. A similar trend is observed in Fig. 1(b), which shows evolution of $Q_w(t)$, $Q_\gamma(t)$, and $Q_{\gamma}(t)$. Again, $Q_\gamma(t)$ and $Q_{\gamma}(t)$ appear to diverge at about the same time $t=1.4$ but $Q_{\gamma}(t)$ increases only by a small amount.

By changing the resolution, we found that $Q_{\gamma}(t)$ diverges at $t=1.419$ with $N^2=128^2$ and $256^2$, $t=1.414$ with $512^2$, $t=1.396$ with $1024^2$, $t=1.349$ with $2048^2$. The difference in the time of numerical blow up is small, that is, 3%. As long as the computation is possible, the curves of $Q_{\gamma}(t)$ collapse completely. A possible reason for slightly earlier breakdown of the numerical solutions at higher resolutions is that they have less numerical dissipation.

Under the periodic boundary condition, we have

$$\langle \omega \rangle = 0, \tag{34}$$

by (4). We have checked this together with the condition $\langle \gamma \rangle = 0$ in the computation. On the other hand, $\langle W \rangle$ is not conserved.
\[
\frac{d}{dt}\langle W \rangle = -2\langle \gamma W \rangle. \tag{35}
\]

Actually, \(\langle W \rangle\) also appears to diverge to \(-\infty\) at \(t = 1.4\) (figure omitted). This means that the maximum value of \(|W|\) also diverges in finite time. It should be noted, therefore, that not only the velocity gradient but also the velocity itself appear to become singular in finite time.

When we perform computation of the problems which may lead to the formation of singularity, we need to take special care so that the numerical solutions are sufficiently well resolved. To this end we monitor Fourier spectra of the three fields defined by

\[
Q_w(k) = \frac{1}{2} \sum_{k \leq |k| < k+1} |\bar{\omega}(k)|^2, \tag{36}
\]

\[
Q_\gamma(k) = \frac{1}{2} \sum_{k \leq |k| < k+1} |\bar{\gamma}(k)|^2, \tag{37}
\]

and

\[
Q_W(k) = \frac{1}{2} \sum_{k \leq |k| < k+1} |\bar{W}(k)|^2. \tag{38}
\]

We show log-linear plots of \(Q_w(k)\) in Fig. 2(a) at \(t = 0.8, 1.0, 1.2, 1.4\). It should be noted that the straight lines in the higher wave number range imply exponential fall-offs. This suggests that the flow is well-resolved close to the end of the computation. We can also confirm that \(\gamma\) and \(W\) are similarly well resolved by observing Figs. 2(b) and 2(c).

To study the evolution of the Fourier spectrum in more detail, we consider \(Q_\gamma(k)\) and fit it in the usual form as

\[
Q_\gamma(k) = A(t)k^{n(t)} \exp(-2\delta(t)k), \tag{39}
\]

where the constants \(A(t)\), \(n(t)\), \(\delta(t)\) are determined by the least-squares method at each time (see, for example, Ref. 24). The distance \(\delta(t)\) is a measure of analyticity of the
function $\gamma(x)$. We plot in Fig. 2(d) the time evolution of $\delta(t)$ for the computation with $N=256$, where the fitting procedure was performed in the wave number range $k \geq 10$, excluding the round-off noise. Up to $t = 1.4$, $\delta(t)$ is much larger than the mesh size $2 \pi/N = 0.025$, which is a necessary condition for the flow to be sufficiently well resolved. But after $t = 1.4$, the analyticity distance appears to decrease much faster. Such a behavior is confirmed in Fig. 2(e), where we show a close up view of $\delta(t)$ as a function of $t$ in $1.4 \leq t \leq 1.416$. We have checked that the decrease of $\delta(t)$ is faster than an exponential function in time. The tail part of the Fourier spectra begins to turn up at $t = 1.417$ (not shown), after this time the computation becomes inaccurate. The fast decrease of $\delta(t)$ suggests its vanishing near $t = 1.416$, that is, a blowup.

We have also performed computations by varying the time step $\Delta t$ for $N=1024$. The blowup times are $t = 1.396$ for $\Delta t = 1 \times 10^{-3}$, $t = 1.408$ for $\Delta t = 5.0 \times 10^{-4}$, $t = 1.413$ for $\Delta t = 2.5 \times 10^{-4}$. Our conclusion is that at this high resolution of $N=1024$ the time of numerical breakdown appears to be near $t = 1.4$. This indicates the time scale becomes increasingly small, consistent with a real blowup (see the note added in proof).

Next we study the spatial structure on the two-dimensional periodic domain $\mathcal{A}$. In Fig. 3 we show perspective plots of $\omega$ at $t = 0, 0.6, 1.2, 1.4$. This initial condition has four cells. In the subregions where $\omega$ is positive this variable undergoes a mild increase and, by the end of computation, its maximum is larger than the initial maximum approximately by a factor of 6. Keeping in mind that initially $\omega = g$, this comes from stretching by positive strain rate $\gamma$. In other subregions, the strain rate $\gamma$ is initially negative, and accordingly $|\omega|$ is getting smaller and smaller. At later times we see a large almost flat area. In either region, the growth of $\omega$ is not significant.
Obviously the structure of \( g \) is of greatest interest. In Fig. 4, we show its perspective plots in the same manner as for \( v \). For this initial condition, we have \( ^g \gamma = 5^{1/4} \) and at some points and the total derivative of \( g \) is negative as can be seen the rhs of \( \approx 21 \). As the above-mentioned heuristic argument suggests, the negative \( g \) starts to decrease, growing in its absolute value. From numerical results we see such a process of decreasing \( g \) is prominent. It is remarkable that \( g \) develops almost circular dips, which are 70 times as deep as the initial values in the end. Judging from the behavior of the norms, the minima of \( g \) become \( ^g \gamma = 0 \) at around \( t = 1.4 \) leading to breakdown of the smooth solution. In Fig. 5 we also show \( W \) in a similar manner. Like \( g \) the negative part of \( W \) is intensified and actually even more strongly than \( g \).

Now we consider the three-dimensional structure associated with the three-dimensional enstrophy given by

\[
|\boldsymbol{\Omega}(x,y,z,t)|^2 = \left( \frac{\partial \gamma}{\partial y} + \frac{\partial W}{\partial y} \right)^2 + \left( \frac{\partial \gamma}{\partial x} + \frac{\partial W}{\partial x} \right)^2 + \omega(x)^2.
\]

We show in Fig. 6 the isosurfaces of \( |\boldsymbol{\Omega}|^2 \) in a cube \( 0 \leq x, y, z \leq 2\pi \) at \( t = 0, 0.6, 1.2, \) and \( 1.4 \). The threshold is chosen as \((\max|\boldsymbol{\Omega}|^2)/5\) at each time. We also include a sectional plane at \( z = 60\pi/64 \), on which the distribution of \( |\boldsymbol{\Omega}(x,y,z)|^2 \) is shown. Because of the linear \( z \) dependence in \( \boldsymbol{\Omega} \), \( |\boldsymbol{\Omega}|^2 \) is of course larger at larger \( z \). Unlike \( \omega \), \( \gamma \) and \( W \),
there are many cells in $|\mathbf{\Omega}|^2$ initially, because of its quadratic nature. At later times, prominent cells appear in the two regions where $\gamma$ is strongly negative. As we have seen above, there the axial component $\omega$ is small. It is the azimuthal components of vorticity [parallel to the $(x,y)$ plane] that are stretched intensely, contributing to the large three-dimensional enstrophy. It should also be noted that the enstrophy is not uniformly distributed inside the cells, but are highly concentrated in ring-like regions. Near the centers the enstrophy is very small. This feature is also seen by observing the shape of isosurfaces. The intense vorticity regions have a characteristic structure of semi-infinite cylinders associated with two-dimensionalization of the vorticity field, that is, hollowing vortices.

We show in Fig. 7 the vorticity lines which start from a plane $z=2/64\times2\pi$ for the corresponding times. In the regions with negative $\gamma$, the vorticity lines lie on the plane, because the axial component of vorticity becomes very small due to strong compression onto the $(x,y)$ plane. On the other hand, in regions with positive $\gamma$ the vorticity lines make spirals by the nonzero axial component of vorticity. A more detailed analysis on the maximum $\max_x |\gamma(x,t)|$ is deferred to Sec. III.

B. Initial condition 2

We have seen that the amplification of $|\gamma|$ in its negative region is the key process leading to finite-time singularity. A question arises here is what kind of properties are required in the initial conditions of $\gamma$ for such singularities to form. To study this point, we employ initial conditions which have a single maximum in the fields. The first choice of this kind is

$$\omega = \gamma = W = \frac{1}{c} \left( 2 - \left( \frac{r}{a} \right)^2 \right) \exp \left( - \frac{1}{2} \left( \frac{r}{a} \right)^2 \right),$$

where $r=\sqrt{(x-\pi)^2+(y-\pi)^2}$. This initial condition is proportional to $\Delta \exp(-1/2(r/a)^2)$ and has a peak at $r=0$.

We use $a=0.3$, $c=0.2$ for constants. The constant $a$ is chosen to make $\omega, \gamma,$ and $W$ sufficiently small, typically $O(10^{-16})$, at the boundaries $r=0,2\pi$ so that it does not conflict with periodic boundary conditions in practice. The normalization constant $c$ is chosen to make the norm of $\gamma$ not too small compared with the time increment.

Here we take all the three fields identical so that initially the negative $\gamma$ part is not so strongly stressed. The minimum value of $\gamma$ is $\gamma(2a)=-2e^{-2}/c\sim-1.35$, so, on the rhs of (21) we have $-\gamma^2\sim-1.82$ and $2\langle \gamma^2 \rangle \sim 0.8$. Therefore, at some points the rhs is mildly negative $\approx-1$, in comparison to the maximum of $\gamma(0)=5$.

We show the time evolution is $E_\gamma(t)$ and $Q_\gamma(t)$ in Fig.
8. These norms of $\gamma$ decrease in the very early stage, but they start to increase later. They apparently blow up at around $t=0.83$. No difference has been found between computations performed with $256^2$ and $512^2$ grid points. We have checked that the Fourier spectra decay exponentially at large wave numbers, close to the late stage of computation (figures omitted).

In Fig. 9 the perspective plots of $\gamma$ are shown at $t=0, 0.4, 0.6, 0.8$. The region with negative $\gamma$ has initially a small circle. As time elapses, the value of $\gamma$ at the ring-like region decreases in time, getting more and more negative. It should also be noted that the size of this ring is getting larger and larger, consistent with the interpretation that the underlying instability has its origin in the large-scale components. Because of symmetry imposed as an initial condition, the finally singular set has a line-like structure.

We show the corresponding three-dimensional enstrophy distribution $[\Omega]^2$ in Fig. 10. Isosurfaces of enstrophy density form two cylinders, inside which the enstrophy density is very high. These ring-like structures correspond to those of negative $\gamma$ in Fig. 9. They are also similar to the ones shown in Figs. 6(c) and 6(d).

C. Initial condition 3

As a final choice of initial condition, we reverse the signs of $\gamma$ and $W$ in (41) to consider

$$\omega = - \gamma = W = \frac{1}{c} \left( 2 - \frac{r^2}{a^2} \right) \exp \left( - \frac{1}{2} \left( \frac{r}{a} \right)^2 \right).$$

(42)

This is more singular than (41) in that it stresses the negative part of $\gamma$. For the parameters we take $a=0.3$, $c=1$. We show time evolution of $E_\gamma(t)$ and $Q_\gamma(t)$ in Fig. 11. Unlike
the initial condition 2, they start increasing right after \( t = 0 \) and both of them appear to diverge at \( t = 0.504 \).

Perspective plots of \( \gamma \) are shown in Fig. 12 at \( t = 0.0, 0.1, 0.3, 0.5 \). The shape of \( \gamma \) hardly changes in time but the negative peak in the initial condition of \( \gamma \) keeps increasing in magnitude until the end of numerical calculation.

In Fig. 13 we also show three-dimensional enstrophy distribution at corresponding times. The pencil-like structure is observed at each time and its shape does not appear to change significantly. This suggests that if there is a strongly negative \( \gamma \) in the initial condition, then the subsequent evolution is dominated by the presence of this negative peak.

III. ALTERNATIVE APPROACH TO THE PROBLEM

A. Taylor series expansion in time

In the previous section we have used pseudo-spectral computations to see whether numerical solutions of the Euler equations blow up in finite time. Here we study the formation of singularities using a different approach by tracing the evolution of norms with Taylor series expansions in time. This well known method has been applied in the past to the conventional Euler equations. However, as we shall see shortly, its application to the system of Eqs. (21)–(23) has some distinctive features which are absent in its application to the conventional problem. This method enables us to examine the apparent singularity extremely accurately.

Since \( \gamma \) is the most important field, we pay special attention to its moments defined by:

\[
I_p(t) = \langle \gamma(x,t)^p \rangle, \quad \text{for } p = 0, 1, 2, \ldots .
\]

(43)

It is straightforward to show that \( I_p(t) \) satisfy the following set of infinite numbers of ordinary differential equations:

\[
\frac{dI_p}{dt} = -(p+1)I_{p+1} + 2pI_1I_{p-1}, \quad \text{for } p = 0, 1, 2, \ldots .
\]

(44)

where we define \( I_{-1} = 0 \). This set of equations is not closed, but introducing a double series \( a_{p,n} \) as

\[
I_p = \sum_{n=0}^{\infty} a_{p,n} t^n,
\]

(45)

we can derive the following recursion relationship for it:

\[
a_{p,n+1} = \frac{1}{n+1} \left( -(p+1)a_{p+1,n} + 2p \sum_{l=0}^{n} a_{2l}a_{p-1,n-l} \right),
\]

(46)

for \( p \geq 0 \), \( n \geq 0 \).

The series \( a_{p,n} \) should satisfy the following conditions:

\[
a_{0,0} = 1,
\]

(47)

\[
a_{0,n} = 0, \quad \text{for } n = 1, 2, 3, \ldots .
\]

(48)

and

\[
a_{1,n} = 0, \quad \text{for } n = 0, 1, 2, 3, \ldots .
\]

(49)

The first two conditions are trivial, and the third one follows from the constraint \( \langle \gamma \rangle = 0 \). Since the rhs of (46) is made up of coefficients \( a_{m,n} \) whose index \( m \) is less than \( p \), we can solve for \( a_{p,n} \) by iteration. In practice, we start generating \( a_{p,0} \) for \( 0 \leq n \leq N + 2 \) with a large \( N \). For the specific choice of initial condition 1, it is easy to show for the initial condition 1

\[
a_{p,0} = \begin{cases} \left( \frac{p!}{2^{p+1}(p/2)!} \right)^2 & \text{for even } p \\ 0 & \text{for odd } p \end{cases}
\]

(50)

Then, by setting \( n = 1, 2, 3, \ldots \) in (46), we obtain successively \( a_{2,n} \) for \( 0 \leq n \leq N \), \( a_{3,n} \) for \( 0 \leq n \leq N - 1 \), and in general \( a_{p,n} \) for \( 0 \leq n \leq N + 2 - p \). This procedure has been done by symbolic manipulation using Maple V for \( N = 500 \). In this way we obtain the exact Taylor coefficients of, for example, \( I_2(t) = \langle \gamma^2 \rangle \) up to \( O(t^{500}) \).

It should be noted that such a high-order can be achieved, because in Eq. (21) for \( \gamma \) the pressure term does not appear explicitly. Recall that in the case of usual Euler equation where the Hessian matrix of pressure term couples with vorticity and rate-of-strain, the above reduction to double series is not possible.

Using the Taylor coefficients thus rigorously obtained, we examine the analytic structure of the moments \( I_p(t) \). They turned out to be even (odd) functions of time \( t \) for even (odd) \( p \). Defining \( \xi = t^2 \) we write

\[
I_p = \sum_{n=0}^{\infty} a_{p,2n} \xi^n,
\]

(51)

for even \( p \) and

\[
I_p = t \sum_{n=0}^{\infty} a_{p,2n+1} \xi^n,
\]

(52)

for odd \( p \).
B. The Domb–Sykes plot

Here we examine whether or not the Taylor-series expansion analysis is consistent with the pseudo-spectral computations described in Sec. II and some mathematical analysis.

We try the usual Domb–Sykes plots by fitting
\[
\frac{a_{p,2n}}{a_{p,2(n-1)}} = \frac{1}{\rho_p} \left( 1 + \frac{\alpha_p - 1}{n} \right) \quad \text{as } n \to \infty
\]
and
\[
\frac{a_{p,2n+1}}{a_{p,2n-1}} = \frac{1}{\rho_p} \left( 1 + \frac{\alpha_p - 1}{n} \right) \quad \text{as } n \to \infty,
\]
respectively, for even and odd \( p \). Here \( \rho_p \) is the radius of convergence and \( \alpha_p \) is the strength of the singularity such that \( I_p \propto (\rho_p - \xi)^{-\alpha_p} \) as \( \xi \to \rho_p \).

In Fig. 14(a), we plot the ratios \( \frac{a_{p,2n}}{a_{p,2(n-1)}} \) against \( 1/n \) for \( p = 2, 4, \ldots, 10 \). Table I gives the fitted values of \( \alpha_p \) and \( \rho_p \) for \( p = 2, 3, \ldots, 10 \), numerically determined for the radii of convergence at different orders.

For example, we find that \( 1/\rho_2 \approx 0.497 \) and \( \alpha_2 \approx 1.8 \), which corresponds to a blow-up of the form
\[
\langle \gamma^2 \rangle \propto \frac{1}{(t - t_\infty)^{\alpha_2}}.
\]

as \( t \to t_\infty \). (Note that \( \xi = 2 \) corresponds to \( t = \sqrt{2} \).) This is close to the time \( t = 1.419 \) at which the pseudo-spectral computation breaks down. It should be noted that the nearly same value are consistently obtained for the radii of convergence at different orders.

This constrains, as usual, the exponent of possible algebraic blow-up as
\[
\max_x |\gamma(x,t)| \propto \frac{1}{(t - t_\infty)^\beta}, \quad (\beta > 1).
\]

In Fig. 14(b) we show \( (t_\infty - t)\max_x |\gamma(x,t)| \) against \( t_\infty - t \), where we take \( t_\infty = 1.419 \). The straight line suggests that the blow-up occurs at the marginal exponent \( \beta = 1 \). Then we try to fit it in the form
\[
\max_x |\gamma(x,t)| = \frac{a}{t_\infty - t} + b,
\]
by the least-squares fitting using data \( t = 0.2, 0.4, \ldots, 1.2 \). The values obtained are \( a = 1.155 \) and \( b = 0.172 \).

In this numerical simulation, not only the local quantity \( \max_x |\gamma(x,t)| \) but also the global one \( \langle \gamma(x,t)^2 \rangle \) blow up si-
multaneously in finite time. In order for this observation to be consistent with the rhs of (21), it is necessary that \( \alpha_2 = 2 \). As we have seen above, this is actually satisfied.

To characterize the singular structure in \( \gamma \) we consider higher-order exponents \( \alpha_p \). In Fig. 14(c) we plot the exponents \( \alpha_p \) against \( p \) for \( p = 2,3,\ldots,10 \) which displays a clear linear behavior in \( p \). A least-squares fitting was used to give

\[
\alpha_p = c_1 p + c_2, \tag{59}
\]

where \( c_1 = 1.054 \) and \( c_2 = -0.385 \). Noting that

\[
\max_x |\gamma(x,t)| = \lim_{p \to \infty} \frac{1}{(p_p - \xi)^{c_1} + c_2 p}, \tag{60}
\]

and that \( \rho_p \) is independent of \( p \), we find a singular behavior of the form

\[
\max_x |\gamma(x,t)| \sim \frac{1}{(t_* - t)^{c_1}}. \tag{61}
\]

This is consistent with (57) because \( c_1 > 1 \). Moreover it should be noted that \( c_1 \) is close to unity. These constants \( c_1 \) and \( c_2 \) are obtained from \( a_{p,n} \) using \( n = 20 \). If we fit \( \alpha_p \) from \( a_{p,n} \) using \( n \geq 50 \), we obtain \( c_1 = 1.027, c_2 = -0.281 \); \( c_1 \) is obtained even closer to unity. This suggests a possibility that \( c_1 \) is exactly equal to unity, which is consistent with (58). While we cannot conclude that \( c_1 = 1 \) because of the limited maximum order of \( I_p \), the Taylor series analysis in time is consistent with not only the pseudo-spectral computations but also mathematical results in every aspect we have checked.

### Table II. Zeros of the Padé approximants.

<table>
<thead>
<tr>
<th>Zeros in ( \xi )</th>
<th>Approximants</th>
</tr>
</thead>
<tbody>
<tr>
<td>( [5,5] )</td>
<td></td>
</tr>
<tr>
<td>( -2.216 \times 10^{42}, -2.721 \times 10^{42} )</td>
<td></td>
</tr>
<tr>
<td>( -2.721 \times 10^{42} )</td>
<td></td>
</tr>
<tr>
<td>( -2.216 \times 10^{42} )</td>
<td></td>
</tr>
</tbody>
</table>

### Table III. Zeros of the Padé approximants.

<table>
<thead>
<tr>
<th>Zeros in ( \xi )</th>
<th>Approximants</th>
</tr>
</thead>
<tbody>
<tr>
<td>( [10,10] )</td>
<td></td>
</tr>
<tr>
<td>( -2.009 \times 10^{42} )</td>
<td></td>
</tr>
<tr>
<td>( -2.009 \times 10^{42} )</td>
<td></td>
</tr>
<tr>
<td>( -2.009 \times 10^{42} )</td>
<td></td>
</tr>
</tbody>
</table>

**C. Padé approximation**

In order to further strengthen the result on the presence of blow up, we apply the Padé approximation to the \( I_2(t) \). We determine \([M,L]\) Padé approximants of \( I_2 \) by representing it as a rational function of \( \xi = r^2 \), whose degree of denominator is \( M \) and that of numerator is \( L \). Up to this point, the computation is exact. In Table II, we document the location of poles of approximants, that is, roots of the denominator which are obtained by solving the algebraic equations numerically. We also show in Table III the location of zeros of approximants, that is, roots of the numerator in a similar manner. All the poles are found to be real in \( \xi \) but some of the zeros come out in conjugate pairs of complex numbers.

There are poles on the positive real \( \xi \) axis, whose distance to the origin is very small. For example, the \([10,10]\)-approximant has a pole at \( 0.102 \times 10^9, -0.102 \times 10^9 \). However, exactly at this location there is a zero, which compensates the singular behavior of the apparent pole. This is consistent because there should not be singular behavior...
close to the initial condition. Discarding these poles, the first relevant positive poles are located at \( \xi = 1.999349184 \) for the \([10,10]\)-approximant. Checking the location of zeros in Table III, we see that the pole is not compensated by a zero. We note that these results are irrelevant to the choice of orders of approximants. Thus the analysis by Padé approximation also supports the presence of a real-time singularity near \( \xi = 2 \).

**IV. THE VISCOUS PROBLEM**

In this section, we compare the Euler solution with a corresponding Navier–Stokes solution. The main objective is to see whether or not the singularity formation found in the inviscid case is prevented by a small amount of viscosity. The Navier–Stokes version of the class of solutions under consideration satisfy the following set of equations:\(^1\)

\[
\frac{\partial \omega}{\partial t} + (\mathbf{u} \cdot \nabla) \omega = \gamma \omega + \nu \Delta \omega, \tag{62}
\]

\[
\frac{\partial \gamma}{\partial t} + (\mathbf{u} \cdot \nabla) \gamma = -\gamma^2 + 2(\gamma^2) + \nu \Delta \gamma, \tag{63}
\]

and

\[
\frac{\partial W}{\partial t} + (\mathbf{u} \cdot \nabla) W = -\gamma W + \nu \Delta W. \tag{64}
\]

The condition \( (\gamma) = 0 \) must also be satisfied.

We consider the initial condition 1 used in Sec. III A with \( \nu = 0.005 \). We compare the time evolution of the norm \( Q_\gamma(t) \) between Navier–Stokes and Euler equations in Fig. 15. The growth of the norm is only slightly suppressed by the effect of viscosity, but it still appears to diverge approximately at \( t = 1.433 \), which is slightly later than the time of blow-up for the inviscid case. The contribution coming from the viscous terms works to suppress the growth of the quantity, as can be verified by the negative-definiteness of the last term of the following equation

\[
\frac{dQ_\gamma}{dt} = \frac{3}{2} \gamma^3 - \nu (|\nabla \gamma|^2). \tag{65}
\]

Indeed the viscous term of (65) slows down the growth of \( Q_\gamma(t) \) but actually is not so effective to prevent the singularity formation. This is consistent with the observation made in Fig. 2 that the instability come from the lower wave number part.

**V. SUMMARY AND DISCUSSION**

We have investigated numerically the class of solutions of Euler and Navier–Stokes equations identified in Ref. 15. We found that for a wide class of initial conditions the smooth Euler solutions appear to breakdown in finite time. At this time the ansatz (2) for the 3D velocity field is no longer valid and such a solution is no longer sustainable.

As one of the structural changes which can occur to vortex flows, it is of interest to compare the singular behavior observed here to the phenomenon of vortex breakdown. The latter phenomenon is characterized by “the formation of an internal stagnation point on the vortex axis, followed by reversed flow in a region of limited axial extent.”\(^27\) Indeed, both are related with formation of a columnar vortex. In the case of vortex breakdown, the flow lying upstream the breakdown region is called the approach flow. This flow may be typically represented by the Burgers vortex, which is a special case of the class of solutions considered in this paper.

The breakdown region is associated with abrupt changes in the direction of axial velocity. This part can be well represented by a stationary smooth solution of the Navier–Stokes equations, see for example, Refs. 28 and 29. The term “breakdown” refers to a reversal of axial velocity but has nothing to do with mathematical breakdown of solutions. Downstream of the breakdown region a new vortex structure is formed, where the variation along the axis is gradual.

Some more differences should be noted. As noted in Ref. 29, the key process in vortex breakdown is the production of a negative azimuthal vorticity. But in our case, the axial vorticity tends to vanish in the regions where \( \gamma \) blows down. Moreover, in the present case because the axial velocity is dominant over planar components, the streamlines basically lie on the cylindrical surfaces in the \( z \) direction (figures omitted), in contrast to swirling streamlines of the breakdown region. In view of these differences and similarities, it may be appropriate to categorize the hollowing vortices documented here as one of the typical behaviors of the vortex flow.

Furthermore, there has been some work on vortex breakdown of a different type over the last few years. One is based on the flow in a channel with one end as a rotating disc; the problem is not the same as ours because a lot of stress is laid by authors on the boundary layer on the disc whereas we have an infinite channel.\(^30,31\) We also note that similar solutions of the Navier–Stokes equations have been investigated.\(^32\) There, the problem has been reduced to one dimension and a connection between the blow-up and the role played by convection term has been studied in detail.

Finally we mention some of the open problems regarding the class of solutions. First, we have not studied stability properties of the apparent singular solutions. We do not know whether the singular behavior found here may be unstable to small perturbations. Second, apparently there are multiple length scales involved in the formation of singular-
ties in the present problem. It may be interesting to seek for quasi-self-similar solutions. These are left for future investigations.

As mentioned in the Introduction, this class of solutions possesses unbounded velocity field only in one direction. We hope that this study may be regarded as an intermediate step toward understanding possible singularity formation of physically more interesting flows with better localization.

Note added in proof: According to a recent study \(^{33}\) by P. Constantin, the blowup observed in this system can be proved, both for positive and negative \(\gamma\). In this paper we paid little attention to the positive \(\gamma\), since its behavior was not so prominent. However, a closer examination reveals that max \(\gamma\) also appears to diverge at the same time. Our computations are consistent with his analysis. Positive blow-up of \(\gamma\) also means that the axial vorticity \(\omega\) will also diverge [see Eq. (17)], as well as the azimuthal components that are driven by negative blow-up of \(\gamma\).
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