Strong-electric-field eigenvalue asymptotics for the Iwatsuka model
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We consider the two-dimensional Schrödinger operator, \( H_g(b) = -\frac{\partial^2}{\partial x^2} + \left( \frac{1}{\sqrt{-1}} \frac{\partial}{\partial y} - b(x) \right)^2 - gV(x,y) \), where \( V \) is a non-negative scalar potential decaying at infinity like \((1+|x|+|y|)^{-m}\), and \((0,b(x))\) is a magnetic vector potential. Here, \( b \) is of the form \( b(x) = \int_0^r B(t) \, dt \) and the magnetic field \( B \) is assumed to be positive, bounded, and monotonically increasing on \( \mathbb{R} \) (the Iwatsuka model). Following the argument as in Refs. 15, 16, and 17 [Raikov, G. D., Lett. Math. Phys., 21, 41-49 (1991); Raikov, G. D, Commun. Math. Phys., 155, 415-428 (1993); Raikov, G. D. Asymptotic Anal., 16, 87-89 (1998)], we obtain the asymptotics of the number of discrete spectra of \( H_g(b) \) crossing a real number \( \lambda \) in the gap of the essential spectrum as the coupling constant \( g \) tends to \( \pm \infty \), respectively. © 2005 American Institute of Physics. [DOI: 10.1063/1.1897844]

I. INTRODUCTION

We consider the two-dimensional Schrödinger operator with electromagnetic field

\[
H_g(b) = -\frac{\partial^2}{\partial x^2} + \left( \frac{1}{\sqrt{-1}} \frac{\partial}{\partial y} - b(x) \right)^2 - gV(x,y).
\]

Here, \( V(x,y) \) is a scalar potential decaying at infinity and \((0,b(x))\) is a magnetic vector potential given by the form \( b(x) = \int_0^r B(t) \, dt \) for a positive magnetic field \( B \), which depends only on the variable \( x \) of \((x,y) \in \mathbb{R}^2 \).

The purpose of this paper is to investigate the number of discrete spectra of \( H_g(b) \) crossing a real number \( \lambda \) in the gap of the essential spectrum as the coupling constant \( g \) tends to \( \pm \infty \), respectively (the precise formulation is given below).

We fix some notations. We denote the set of all integers by \( \mathbb{Z} \) and denote the set of non-negative integers by \( \mathbb{N} \). We denote the cardinal number of set \( A \) by \#\( A \). We denote both \( \partial \) and \( \partial_\ell \) by \( \partial_\ell \), etc. We denote by \( C^k(\Omega,\Omega') \) the set of all \( \Omega' \)-valued, \( C^k \)-functions on \( \Omega \), and by \( C^k_0(\Omega) \) the set of all compactly supported, smooth functions on \( \Omega \). We use \( -1 \) to denote the Euclidean norms and use the notations \( \langle z \rangle = (1 + |z|^2)^{1/2} \) for any \( z \in \mathbb{R}^n \) and \( \langle x,y \rangle = (1 + |x|^2 + |y|^2)^{1/2} \) for any \((x,y) \in \mathbb{R}^n \times \mathbb{R}^m \). We denote by \( Q(z,r) \) the open cube of radius \( r \), centered at \( z \), with sides parallel to the coordinate axes. We denote by \( \text{Spec}(A) \) the spectrum of any self-adjoint operator \( A \), and by \( N(\alpha < A < \beta) \) the dimension of the range of the spectral projection for \( A \) on the interval \((\alpha,\beta) \). The notations \( N(\alpha > A), N(\alpha < \beta) \), etc., are defined similarly.

To formulate our results we make the following assumptions for the magnetic field \( B \) and the electric potential \( V \).

1. The magnetic field \( B \) is a real-valued, smooth and monotonically increasing function on \( \mathbb{R} \).

2. Moreover, there exist positive numbers \( B_\pm \) such that \( B_- < B_+ \), and \( \lim_{x \to \pm \infty} B(x) = B_\pm \) hold, respectively.

---
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(B.2) In addition to (B.1), there exists a positive number $M$ such that, for any multi-index $\alpha$, the estimate $|\partial^{\alpha}(B(x) - B_{\delta})| \leq C_{\alpha}(x)^{-M}$ holds for $\pm x > 0$, respectively. Here, the constant $C_{\alpha}$ is independent of $x$, and $B_{\delta}$ are as in (B.1).

(V.1) The scalar potential $V$ is a non-negative smooth function on $\mathbb{R}^2$. Moreover, there exists a positive number $m$ such that, for any multi-index $\alpha$, the estimate $|\partial^{\alpha}V(z)| \leq C_{\alpha}(z)^{-m-|\alpha|}$ holds for all $z \in \mathbb{R}^2$. Here, the constant $C_{\alpha}$ is independent of $z$.

(V.2) There exists a positive number $C$ such that the estimate $V(z) = C(z)^{-m}$ holds for all $z \in \mathbb{R}^2$.

(V.3) Let $(r, \omega) \in [0, \infty) \times S^1$ be the polar coordinates of $z \in \mathbb{R}^2$, i.e., $r = |z|$ and $\omega = z/|z|$. There exists a measurable, bounded and positive function $v$ on the unit circle $S^1$ such that $\lim_{r \to 0} r^m V(z) = v(\omega)$ holds for any $\omega = z/|z| \in S^1$.

(V.4) In addition to (V.1), we have the limit

$$\lim \sup_{\epsilon \to 0} \mu^{2m} \text{Vol}[z \in \mathbb{R}^2][(1 - \epsilon) \mu < V(z) < (1 + \epsilon) \mu] = 0.$$ 

Here, “Vol” stands for the Euclidean volume, and $m$ is as in (V.1).

Under the assumptions (B.1) and (V.1), the operator $H_{\delta}(b)$ is essentially self-adjoint on $C_{0}^\infty(\mathbb{R}^2)$ for any $g \in \mathbb{R}$ [see Avron, Herbst, and Simon (1978)]. In what follows we identify any closable operator with its operator closure if there is no fear of confusion. Iwatsuka (1985) investigated the spectral properties of the unperturbed operator $H_{\delta}(b)$, which is called the Iwatsuka model by some authors [Mantoiu and Purice (1997), Exner and Kovařík (1999), and Shirai (2003)]. Iwatsuka’s result says that, under (B.1), the spectrum of $H_{\delta}(b)$ is absolutely continuous and $\text{Spec}(H_{\delta}(b)) = \cup_{n \in \mathbb{N}} [\Lambda_n^+, \Lambda_n^-]$ holds when we set $\Lambda_n^\pm = (2n + 1)\delta$ for any $n \in \mathbb{N}$, respectively, and for notational convenience, we set $\Lambda_1^+ = \Lambda_1^- = 0$.

Under (B.1) and (V.1), the multiplication operator $V$ is relatively compact with respect to $H_{\delta}(b)$, so the essential spectrum of $H_{\delta}(b)$ coincides with that of $H_{\delta}(b)$ for any $g$ [see, e.g., Reed and Simon (1978, Sec. XIII.4)]. In particular, the operator $H_{\delta}(b)$ may have discrete spectra (i.e., discrete eigenvalues of finite multiplicity) in the gaps of the essential spectrum.

We make some additional notations. Let $v$ be as in (V.3). Set $S_1^\pm = \{z = (x, y) \in \mathbb{R}^2 | |z| = 1, \pm x > 0\}$ and set $\hat{v}_z = \int_{S_1^\pm} v(\omega) z^m d\omega$, respectively. For any $\lambda \in \mathbb{R} \setminus \text{Spec}(H_{\delta}(b))$ and for any $l \in \mathbb{N}$, set

$$\nu_l(\lambda) = \frac{1}{4\pi} \int B_\delta \hat{v}_z |\Lambda_l^+ - \lambda|^{-2m} + B_\delta \hat{v}_z |\Lambda_l^- - \lambda|^{-2m} d\lambda.$$ 

For any interval $[\lambda, \mu] \subset \mathbb{R} \setminus \text{Spec}(H_{\delta}(b))$ and for any $l \in \mathbb{N}$, set

$$\nu_l([\lambda, \mu]) = \frac{1}{2\pi m} \left( B_\delta \hat{v}_z \int_{\lambda}^{\mu} |\Lambda_l^+ - t|^{-2m-1} dt + B_\delta \hat{v}_z \int_{\lambda}^{\mu} |\Lambda_l^- - t|^{-2m-1} dt \right).$$

If we assume that $0 < \Lambda_n^+ < \lambda < \mu < \Lambda_{n+1}^-$ for some $n \in \mathbb{N}$, the sums $\Sigma_{l \in \mathbb{N}} \nu_l(\lambda)$ and $\Sigma_{l \in \mathbb{N}} \nu_l([\lambda, \mu])$ converge when $0 < m < 2$, and the relation $\nu_l([\lambda, \mu]) = \nu_l(\lambda) - \nu_l(\lambda)$ holds when $l \geq n + 1$.

We denote by $N_{\delta}^g(\lambda)$ the number of eigenvalues of $H_{\delta; g}(b)$ crossing $\lambda$ as $g$ increases from zero to $g$, i.e., $N_{\delta}^g(\lambda) = \Sigma_{0 < g' < g} \dim \text{Ker}(H_{\delta; g'}(b) - \lambda)$, respectively. Note that the sum above is meaningful under the assumptions (B.1) and (V.2), since the standard perturbation theory shows that for every fixed $g > 0$ the set of values of $g' \in (0, g)$ for which $\dim \text{Ker}(H_{\delta; g'}(b) - \lambda)$ is not equal to zero is finite [see, e.g., Reed and Simon (1978)].

The main results in this paper are the following.

**Theorem 1.1:** Let $\Lambda_n^+ < \lambda < \Lambda_n^-$ for some $n \in \mathbb{N}$. Assume that (B.1), (B.2), (V.1)–(V.4) hold. Moreover, assume that the constant $m$ in (V.1) satisfies $0 < m < 2$. Then we have

$$\lim_{g \to \infty} g^{-2m} N_{\delta}^g(\lambda) = \sum_{l \in \mathbb{N}} \nu_l(\lambda).$$

(1.1)

**Remark 1.2:** In fact, the conclusion of Theorem 1.1 is still valid under weaker conditions on...
B and V in the case of $\lambda < \Lambda^*_0$. See Lemma 3.8 in Sec. III below.

Corollary 1.3: Let $\Lambda^*_{n+1} < \lambda < \mu < \Lambda^*_n$ for some $n \in \mathbb{N}$. Under the same assumption as in Theorem 1.1, we have

$$\lim_{g \to \infty} g^{-2/n} N(\lambda \leq H_g(b) < \mu) = \sum_{j \in \mathbb{N}} N_j(\lambda, \mu).$$

Theorem 1.4: Let $\Lambda^*_{n+1} < \lambda < \Lambda^*_n$ for some $n \in \mathbb{N}$. Assume that (B.1), (B.2), (V.1)–(V.4) hold. Then we have

$$\lim_{g \to \infty} g^{-2/n} N(\lambda \leq H_g(b) < \mu) = \sum_{j \in \mathbb{N}} N_j(\lambda, \mu).$$

Theorem 1.5: Let $\Lambda^*_{n+1} < \lambda < \mu < \Lambda^*_n$ for some $n \in \mathbb{N}$. Assume that (B.1), (B.2), (V.1)–(V.4) hold. Moreover, assume that the constant $m$ in (V.1) satisfies $m \geq 2$. Then we have

$$\liminf_{g \to \infty} g^{-2/n} N(\lambda \leq H_g(b) < \mu) \geq \sum_{j \in \mathbb{N}} N_j(\lambda, \mu).$$

At present, the author has not obtained the upper estimate for $N(\lambda \leq H_g(b) < \mu)$ in the case of $m = 2$, nor the results for the case of $m = 2$.

Remark 1.6:

1) The study of eigenvalues in the spectral gaps of the Schrödinger operators has a long history [see, e.g., Birman (1991), Alama, Deift, and Hempel (1989), Hempel and Levendorskii (1998) and references therein]. In the case of constant magnetic fields (i.e., the case of $B_0 = B_\infty$ in our notation), Raikov (1991, 1993) has obtained the strong-electric-field asymptotics as in Theorem 1.1 and Corollary 1.3 above when the scalar potential decays slowly at infinity (i.e., the case of $0 < m \leq 2$ in our situation). Moreover, for a class of nonconstant magnetic fields which includes the Iwatsuka model, Raikov (1998, 1993) shows that the asymptotics of $N^*_g(\lambda)$ are Weylian, i.e., the asymptotic relation $\lim g^{-1} N^*_g(\lambda) = (1/4\pi)^2 \int_{\mathbb{R}^2} V(x, y) dx dy$ holds when the scalar potential decays rapidly (the case of $m > 2$ in our situation).

2) Hempel and Levendorskii (1998) [see also Levendorskii (1995, 1996)] study the asymptotics of $N^*_g(\lambda)$ for the magnetic Schrödinger operators $H - gV = (-\Delta - a) + W + gV$ on $L^2(\mathbb{R}^d)$ under rather general conditions on $a, W$, and $V$. Especially, $V$ is not assumed to have a definite sign. They assume, however, the existence of the density of states $\rho(\lambda, H)$ for the unperturbed operator $H$, for which the asymptotic coefficient as in Theorem 1.1 is expressed as

$$\lim_{g \to \infty} g^{-d/2} N^*_g(\lambda) = \int_{\mathbb{R}^d} \left( H - gV_a \right)^{-1/2} d\rho(t, H),$$

when $V(z) = \nu(\omega) r^m$ at infinity and $0 < m < 2$, for example. Here, $Q_R$ is a cube of side length $R$ and we denote by $H^|Q_R|_{\partial}$ the Dirichlet realization of $H$ on $Q_R$. On the contrary, the Iwatsuka model has no canonical density of states because of lack of spatial symmetry of the magnetic field $B$. Thus, at least, we need modify their argument. Indeed, although the isotropic density of states $\rho(\lambda, H_0(b)) = (B_\infty/4\pi)^2 \# \{ l \in \mathbb{N} \mid |\Lambda^*_l < \lambda \} + (B_\infty/4\pi)^2 \# \{ l \in \mathbb{N} \mid |\Lambda^*_l < \lambda \}$ for the Iwatsuka model do exist under the assumption in Theorem 1.1, the quantity

$$\int_{\mathbb{R}^2} dx \int_{\mathbb{R}^d} d\rho(t, H_0(b)) = \frac{B_\infty}{4\pi^2} \sum_{l \geq 0} |\Lambda^*_l - \lambda|^{2/m},$$

where $\nu = \int d\omega \omega^{2/m} d\omega$, does not give the correct asymptotic coefficient (1.1), which can be expressed as

$$\int_{\{ l \geq 0 \}} dx \int_{\mathbb{R}^d} d\rho_+(t, H_0(b)) + \int_{\{ l < 0 \}} dx \int_{\mathbb{R}^d} d\rho_-(t, H_0(b)),$$

where $\rho_+(t, H_0(b)) = (B_\infty/4\pi)^2 \{ l \in \mathbb{N} \mid |\Lambda^*_l < \lambda \}$, respectively.

The organization of this paper is as follows: Sec. II contains some preliminary results from functional analysis and the theory of pseudodifferential operators. In Sec. III, we give a proof of Theorem 1.1 in the case where the control point $\lambda$ is fixed below the infimum of the essential spectrum of $H_g(b)$. In Sec. IV, we recall the spectral properties of the Iwatsuka model $H_0(b)$ and
derive some decay estimates for the band functions and the corresponding (generalized) eigenfunctions of \( H_0(b) \). Proofs of Theorem 1.1 for \( \lambda \) in general gaps, Theorem 1.4 and Theorem 1.5 are given in Sec. V.

II. PRELIMINARIES

A. Variational principle

In this section we recall some results concerning the variational principle used mainly in Sec. III. All the results are well known, so we omit proofs.

For any sesquilinear form, which is referred to as form in the sequel, \( q \) on a Hilbert space, we denote its form domain by \( D(q) \). For any semibounded, closable form \( q \), there exists a unique self-adjoint operator \( A_q \) such that the operator domain \( D(A_q) \) is a form core for the form closure \( \overline{q} \) and the relation \( q[u]=(A_qu,u) \) holds for any \( u \in D(A_q) \). Throughout the paper, we identify such a form \( q \) with the corresponding self-adjoint operator \( A_q \), and we denote the counting function \( N(A_q<\lambda) \) simply by \( N(q<\lambda) \) for any real number \( \lambda \).

The following result is a consequence of the min–max principle [see, e.g., Reed and Simon (1978, Vol. IV), Colin de Verdiere (1986, Lemma 5.1)].

Lemma 2.1: Let \( (\mathcal{H}_j,q_j,D(q_j)) \) be a triplet of a Hilbert space \( \mathcal{H}_j \), a semibounded, closable form \( q_j \) and the form domain \( D(q_j) \) for \( j=1,2 \) and let \( J \) be an isometry from \( D(q_1) \) to \( D(q_2) \) with respect to norms of \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \), respectively. Suppose that there exist positive constants \( C_1 \) and \( C_2 \) such that \( q_1[u]\geq C_1q_1^2[u]-C_2\|u\|_{\mathcal{H}_1}^2 \) holds for all \( u \in D(q_1) \). Then we have \( N(q_1<\lambda)\leq N(q_2<\lambda+C_2/C_1) \) for any \( \lambda \in \mathbb{R} \).

For any \( \vec{b} \in C^1(\mathbb{R}^2,\mathbb{R}) \), we define

\[
H_\vec{b}(\vec{b}) = -\frac{\partial^2}{\partial x^2} + \left( \frac{1}{\sqrt{-1}} \frac{\partial}{\partial y} - \vec{b}(x,y) \right)^2 - gV(x,y).
\]

(2.1)

In what follows, for any open subset \( \Omega \) in \( \mathbb{R}^2 \), we denote by \( H_\vec{b}|\Omega \) the minimal self-adjoint realization of \( H_\vec{b}(\vec{b}) \) starting from \( C_0^\infty(\Omega) \), i.e., the Dirichlet realization of \( H_\vec{b}(\vec{b}) \) on \( \Omega \).

Proposition 2.2: [Colin de Verdiere (1986, Theorem 1.3)] Let \( r \) be a positive number and let \( \Lambda \) be a real number. Then we have the upper bound

\[
N((-\infty,\Lambda)|H_0(B_0\chi)|_{\Omega(0,r)}) \leq \frac{B_0}{2\pi} \frac{r^2}{4} \# \{ l \in \mathbb{N} | (2l+1)B_0 < \Lambda \},
\]

where \( H_0(B_0\chi) \) is the operator of the form (2.1) with \( \vec{b}(x,y)=B_0\chi \) and \( g=0 \), and the lower bound

\[
N((-\infty,\Lambda)|H_0(B_0\chi)|_{\Omega(0,r)}) \geq \frac{B_0}{2\pi} (r-r_1)^2 \# \{ l \in \mathbb{N} | (2l+1)B_0 < \Lambda - Cr_1^{-2} \}.
\]

Here, the constant \( C \) is independent of \( \Lambda, r \) and \( r_1 \) with \( 0 < r_1 < r \).

The following result is the so-called IMS (Ismagilov, Morgan, Sigal, Simon) localization formula for the magnetic Schrödinger operators [see Cycon et al.].

Lemma 2.3: Let \( \vec{\Omega} \) be an open subset of \( \mathbb{R}^2 \) and let \( \{\Omega_j\}_{j=1}^\infty \) be a locally finite open covering of \( \vec{\Omega} \). Let \( \{\chi_j\}_{j=1}^\infty \) be a partition of unity subject to the covering \( \{\Omega_j\} \) satisfying the conditions \( \text{supp}(\chi_j) \subset \Omega_j, 0 \leq \chi_j \leq 1 \) and \( \chi_j \in C^1(\Omega_j) \) for any \( j \in J \). Moreover, \( \sum_{j=1}^\infty \chi_j^2 = 1 \) on \( \vec{\Omega} \). Assume that \( \vec{b} \in C^\infty(\vec{\Omega},\mathbb{R}) \). Then we have

\[
(H_\vec{b}(\vec{b})u,u) = \sum_{j=1}^\infty (H_{\vec{b}(\vec{b})}\chi_j\mu,\chi_j\mu) - \left( \sum_{j=1}^\infty \nabla \chi_j|^2u,u \right)
\]

for any \( u \in C_0^\infty(\vec{\Omega}) \).

The next result follows from an elementary inequality \( 2XY \leq \varepsilon X^2 + Y^2/\varepsilon \).

Lemma 2.4: Assume that \( \vec{b} \in C^1(\mathbb{R}^2,\mathbb{R}) \) and \( 0 < \varepsilon < 1 \). Then we have
\[ (1 - e)(H_0(\tilde{b})u, u) - g(Vu, u) - (1 + 1/e)\| (b - \tilde{b})u\|^2 \leq (H_x(b)u, u) \]
\[ \leq (1 + e)(H_0(\tilde{b})u, u) - g(Vu, u) + (1 + 1/e)\| (b - \tilde{b})u\|^2 \]
for any \( u \in C_0^\infty(\mathbb{R}^2) \).

### B. Pseudodifferential operators

In this section we introduce a class of pseudodifferential operators (\( \Psi DOs \)) and recall some basic results. All the results are well known in the theory of \( \Psi DOs \), so we omit proofs.

For any \( m \in \mathbb{R} \) and \( a \in C^m(\mathbb{R}^2) \), we say that \( a \) belongs to the class of symbols \( S^m \) if the quantity
\[
\eta_{\alpha\beta}^{(m)}(a) = \sup_{(x, \xi) \in \mathbb{R}^2} |(x; \xi)^{-m+\alpha} \partial_x^{\alpha} \partial_{\xi}^{\beta} a(x, \xi)|
\]
is finite for each \( \alpha, \beta \in \mathbb{N} \). The seminorms \( \{ \eta_{\alpha\beta}^{(m)} \}_{\alpha, \beta} \) give a Fréchet space topology on the space \( S^m \). We set \( S^\infty = \bigcap_{m \in \mathbb{R}} S^m \), which coincides with \( S(\mathbb{R}) \).

The symbol class \( S^m \) is an example of the class introduced by Beals (1975) \([\Phi(x, \xi) = (x; \xi), \varphi(x, \xi) = 1, A = \log((x; \xi)^m) \) and \( S_{\Phi, \varphi} = S^m \) in his convention], or by Robert (1978), Dauge and Robert (1987) \([m = (x; \xi)^m, \varphi = (x; \xi), \varphi = 1, S(m; \Phi, \varphi) = S^m \) in their convention]. Hence, by the standard argument as in Beals (1975) or in Hörmander (1979) \([g_{\xi, \eta}(y, \eta) = |y|^2 + |\eta|^2/(x; \xi)^2 \) in his convention], one can find that, for any \( a \in S^m \), the associated \( \Psi DO \),
\[
Op(a)u(x) = \int_\mathbb{R}^2 e^{i\xi \cdot (x-y) \xi} a \left( \frac{x+y}{2}, \xi \right) u(y)dyd\xi
\]
is a well-defined oscillatory integral for any \( u \in S(\mathbb{R}) \). Here, we set \( d\xi = d\xi/(2\pi) \). Moreover, \( Op(a) \) maps \( S(\mathbb{R}) \) to itself continuously [so, extends to a continuous map from \( S'(\mathbb{R}) \) to itself by duality based on \( L^2 \)-norm]. For an operator \( A \) from \( S'(\mathbb{R}) \) to \( S'(\mathbb{R}) \), we say \( A \in OpS^m \) if \( A \) is expressed as \( Op(a) \) for some \( a \in S^m \).

Note that the original results in Beals (1975) are formulated in terms of the standard quantization \( \int_\mathbb{R} e^{i\xi \cdot (x-y) \xi} a(x, \xi)u(y)dyd\xi \). However, all the corresponding results below are still valid for the Weyl quantization; to see this, it suffices to chase the proofs in Beals (1975) carefully, or use the relation between the standard and the Weyl quantizations as in Theorem 4.5 in Hörmander (1979). For omitted proofs, we refer to Proposition 6.17, Theorems 6.1, 7.2, and 7.7 in Beals (1975), and for Lemma 2.7 below we refer to Proposition 26.2 in Shubin (1987). Although the class of symbols considered in Shubin’s book is slightly different from the class \( S^m \) above, the proof of Proposition 26.2 in his book is valid also for symbols in \( S^m \) with obvious modifications.

**Lemma 2.5:** Let \( m, m' \in \mathbb{R} \). We have the following assertions.

1. If \( A \in OpS^m \) and \( B \in OpS^{m'} \), then \( AB \in OpS^{m+m'} \) and the symbol of \( AB \) has an asymptotic expansion as usual.
2. If \( A \in OpS^m \), then \( A^* \in OpS^m \) and the symbol of \( A^* \) is expressed as usual.
3. If \( A \in OpS^0 \), then \( A \) defines a bounded operator on \( L^2(\mathbb{R}) \). Moreover, if \( A \in OpS^m \) for some negative \( m \), then \( A \) defines a compact operator on \( L^2(\mathbb{R}) \).
4. If \( m > 0 \) and \( a \in S^m \), then there exists \( l \in \mathbb{N} \) such that \( \| Op(a) \|_{B(L^2(\mathbb{R}))} \leq C \Sigma_{\alpha, \beta} \eta_{\alpha\beta}^{(-m)}(a) \) holds for some constant \( C > 0 \), independent of \( a \).
5. If \( A \in OpS^{-\infty} \), then \( A \) maps \( S'(\mathbb{R}) \) to \( S(\mathbb{R}) \) continuously.

We introduce the weighted Sobolev space \( H^m \) as the (finite) linear hull of the set \( \{ Au | u \in L^2(\mathbb{R}), A \in OpS^m \} \) equipped with the weakest topology which makes the map \( (A : L^2(\mathbb{R}) \to H^m) \) continuous for all \( A \in OpS^{-m} \). The basic properties of \( H^m \) are summarized as follows.

**Lemma 2.6:**

1. The space \( H^0 \) coincides with \( L^2(\mathbb{R}) \) topologically.
2. The embeddings \( S(\mathbb{R}) \subset H^m \subset S'(\mathbb{R}) \) are densely and continuously for any \( m \).
III. PROOF OF THEOREM 1.1 IN THE CASE OF $\lambda < B$

A. Upper bound for $N(H_y(b) < \lambda)$

1. Partition of $\mathbb{R}^2$ and sesquilinear forms

In this section, we give a proof of Theorem 1.1 in the case of $\lambda < \Lambda^*_y(=B)$. For general $\lambda > \Lambda^*_y$ the proof of Theorem 1.1 given in Sec. V needs this special case, as in Raikov (1993).

We introduce a partition of $\mathbb{R}^2$ and a corresponding partition of unity. Let $K = \{0, 1, \ldots, j\}$. Take and fix positive numbers $\alpha$, $\beta$, and $\sigma$ so that

$$0 < \sigma < \min\left\{\frac{1}{4m^2}, \frac{1}{2m}, \frac{M}{m+1}, \frac{1}{2(m+1)}\right\}, \quad \alpha = \frac{1}{m} - 2\sigma, \quad \beta = \frac{1}{m} + \sigma.$$  

Note that $0 < \sigma < \alpha < 1/\beta$. For any $g > 0$, we set $\Omega_0 = \{(x, y) \in \mathbb{R}^2 | |x| \leq \alpha g, |y| \leq \beta g\}$, $\Omega_\pm = \mathbb{R}^2 \setminus (\Omega_0 \cup \Omega_{\pm} \cup \Omega_{\pm'})$, and $\Omega_\pm = \{z \in \mathbb{R}^2 | \text{dist}(z, \Omega_0) < \alpha g\}$ for any $k \in K$. Let $\{\varphi_k\}_{k \in K}$ be a partition of unity subject to the open covering $\{\Omega_k\}_{k \in K}$ of $\mathbb{R}^2$ satisfying the following:

(P.1) $\varphi_k \in C^0(\Omega_k)$, supp($\varphi_k$) $\subset \Omega_k$ and $0 \leq \varphi_k \leq 1$ hold, and for each multi-index $\gamma$, there exists $C_{\gamma} > 0$ such that $\sup_{k \in K} |\varphi_k(\xi)| \leq C_{\gamma} g^{-|\gamma|}$ holds for any $k \in K$. Moreover, $\sum_{k \in K} \varphi_k^2 = 1$ holds on $\mathbb{R}^2$.

For each $k \in K$, we define a form $q_k$ by $q_k[u] = (H_y(b)u, u) - (\sum_{k \in K} |\nabla \varphi_k|^2 u, u)$ with form domain $C_{\gamma}^0(\Omega_k)$. Then it follows from Lemma 2.3 that $(H_y(b)u, u) = \sum_{k \in K} q_k[u]$ holds for any $u \in C_{\gamma}^0(\mathbb{R}^2)$. Considering the isometry $J$ from $L^2(\mathbb{R}^2)$ to $\oplus_{k \in K} L^2(\Omega_k)$ defined by $J(u) = \oplus_{k \in K} (\varphi_k u)$, by Lemma 2.1, we find that $N(H_y(b) < \lambda) = \sum_{k \in K} N(q_k < \lambda)$ holds for any $g > 0$. 

(3) $H^m \subset H^{m'}$ holds if $m' < m$, and $(H^m)' = H^{-m}$ topologically for any $m$.

(4) If $A \in \text{Op}^S$, then $A$ maps $H^{m+m'}$ to $H^{m'}$ continuously for all $m, m'$.

(5) For any $m, m'$, there exists $A \in \text{Op}^S$ which gives a topologically isomorphism from $H^{m+m'}$ onto $H^m$. In particular, $H^m$ has the topology of a Hilbert space for any $m$.

Lemma 2.7: Let $D_0$ be a dense subspace of $S(\mathbb{R})$. Let $m > 0$ and $a \in S^m$. Assume that $\text{Op}(a)$ is symmetric on $D_0$ and $|a(x, \xi)| \geq C(|x; \xi|^m)$ holds for some $C > 0$. Then

1. The operator $\text{Op}(a)[D_0]$ is essentially self-adjoint, and $D(\text{Op}(a)[D_0])$ coincides with $\{u \in L^2(\mathbb{R}) | \text{Op}(a)u \in L^2(\mathbb{R})\}$.
2. The space $D(\text{Op}(a)[D_0])$ equipped with graph norm coincides with $H^m$ topologically.

The following result concerning the eigenvalue asymptotics of $\Psi DOs$ of negative order plays an important role in Sec. V.

Proposition 2.8: [Dauge and Robert (1987, Theorem 1.3)] Let $m > 0$ and let $a \in S^{-m}$ and $a$ be real valued. Assume that the following two estimates,

$$\lim_{\varepsilon \to 0} \sup_{\mu < 0} \mu^{2m} \text{Vol}(\{(x, \xi) \in \mathbb{R}^2 | (1 - \varepsilon)\mu < |a(x, \xi)| < (1 + \varepsilon)\mu\}) = 0,$$  

are satisfied. Then we have $N(\pm \text{Op}(a) > \mu) = (1/2\pi) \text{Vol}(\{(z, \xi) \in \mathbb{R}^2 | |a(z, \xi)| > \mu\}) + O(\mu^{-2m})$ as $\mu \downarrow 0$, respectively.

Note that the conditions (2.3) imply the condition $(T)$ in Dauge and Robert (1987) for the volume functions $\text{Vol}(z | a(z) > \mu)$. As an immediate consequence of Proposition 2.8, for any $m > 0$ and any $a \in S^{-m}$, the following rough estimate,

$$N(\pm \text{Op}(a) > \mu) = O(\mu^{-2m}),$$  

holds as $\mu \downarrow 0$. 
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2. Estimates of \( N(q_0 < \lambda) \) and \( N(q_1 < \lambda) \)

In what follows we use the symbols \( c \) and \( C \) (possibly with superscripts or subscripts) to denote various positive constants in estimates, which may vary from line to line.

Let \( 0 < \eta < 1 \) and let \( J = \{ j \in \mathbb{Z}^2 | \Omega_0 \cap Q(j, 1) \neq \emptyset \} \). Let \( \{ \chi_j \}_{j \in J} \) be a partition of unity subject to the open covering \( \{ Q(j, 1 + \eta) \}_{j \in J} \) of \( \Omega_0 \) satisfying the following:

\[
(P.2) \quad \chi_j \in C_0^\infty(Q(j, 1 + \eta)), \quad 0 \equiv \chi_j \leq 1 \text{ hold, and for each multi-index } \gamma \text{, there exists } C_\gamma > 0, \text{ independent of } j, \eta, \text{ such that } \sup_{z \in \mathbb{R}^2} |\chi_j(z)| \leq C_\gamma \eta^{-|\gamma|} \text{ holds for any } j \in J. \text{ Moreover, } \sum_{j \in J} \chi_j^2 = 1 \text{ holds on } \Omega_0.
\]

For each \( j = (j_1, j_2) \in J \), we introduce the auxiliary magnetic potential \( b_j(x) = \int_0^1 B(t) \, dt + B(j_1) \times (x - j_1) \), which gives the constant magnetic field \( B(j_1) \).

**Lemma 3.1:** Let \( q_0 \) and \( \lambda \) be as above. We have \( N(q_0 < \lambda) = o(g^{2m}) \) as \( g \to \infty \).

**Proof:** By Lemmata 2.3, 2.1, 2.4 and Proposition 2.2, we have the estimate

\[
N(q_0 < \lambda) \leq \sum_{j \in J} N((1 - \epsilon)H_0(b_j) - Cg(j)^{-m} - C_{q_0} < \lambda)
\]

\[
\quad \leq \sum_{j = (j_1, j_2) \in J} \frac{B(j_1)}{2\pi(1 + \eta)^2} \# \{ l \in N((1 - \epsilon)(2l + 1)B(j_1) < \lambda + Cg(j)^{-m} + C_{q_0} \}
\]

\[
\quad \leq C_{q_0}(\# J) + C_{q_0,\epsilon} \sum_{j \in J} \langle j \rangle^{-m}
\]

for any small \( \epsilon > 0 \), where we used (P.2) and the fact that the estimates \( |V(z)| \leq C(j)^{-m} \) and \( |b(x) - b(x')| \leq \int_0^1 \left( B(t) - B(j_1) \right) \, dt \leq 2(1 + \eta)B_\epsilon \) hold on \( Q(j, 1 + \eta) \) in the first inequality. By the definition of \( J \), there exists \( C > 0, \) independent of \( g \), such that \( \#(J) \leq C \text{Vol}(\Omega_0) = o(g^{2m}) \) as \( g \to \infty \), since \( \alpha + \beta = 2/m - \sigma \). The second term on the right-hand side (rhs) of (3.1) is less than or equal to

\[
Cg \int_{\Omega_0} (\zeta)^{-m} \, dz \leq 4Cg \int_0^{g^2e^\sigma} \, dx \int_0^{g^2e^\sigma} \, dy \langle x; y \rangle^{-m}.
\]

To estimate the above integral, we use the following elementary estimate: If \( m > 0 \) and \( 1 < A < B \), then there exists \( C_m > 0, \) independent of \( A, B \), such that

\[
\int_0^A \, dx \int_0^B \, dy \langle x; y \rangle^{-m} \leq \begin{cases} C_m AB^{1-m} & \text{if } 0 < m < 1, \\ C_mA \log B & \text{if } m = 1, \\ C_m(AB^{1-m} + 1) & \text{if } m > 1. \end{cases}
\]

Then, if \( 0 < m < 1 \), the rhs of (3.2) is estimated from above by \( C_m g(g^2 + g^\sigma) \langle g^\beta + g^\sigma \rangle^{1-m} = o(g^{1+\alpha+\beta(1-m)}) = o(g^{2m}) \) as \( g \to \infty \). Similarly, if \( m = 1 \), the rhs of (3.2) is estimated from above by \( C_1 g(g^2 + g^\sigma) \langle g^\beta + g^\sigma \rangle = o(g^{1+\alpha} \log g) = o(g^{2m}) \) as \( g \to \infty \), and if \( 1 < m < 2 \), the rhs of (3.2) is estimated from above by \( C_m g(g^2 + g^\sigma) \langle g^\beta + g^\sigma \rangle^{1-m} = o(g^{1+\alpha+\beta(1-m)}) = o(g^{2m}) \) as \( g \to \infty \). This completes the proof.

**Lemma 3.2:** Let \( q_1 \) and \( \lambda \) be as above. We have \( N(q_1 < \lambda) = 0 \) for large \( g > 0 \).

**Proof:** For any \( u \in C_0^\infty(\Omega_1) \), we have \( q_1[u] = (H_0(b)u, u) - g(Vu, u) - (\Sigma_{l \in K}[\nabla \varphi_l]^2 u, u) \geq (H_0(b)u, u) - C(g^{1+\alpha} + g^{2\beta}) \|u\|^2 = (H_0(b)u, u) - o(1) \|u\|^2 \) as \( g \to \infty \), where we used (V.1), (P.1) and the fact that \( 1 - m\beta = 1 - m(1/m + \alpha) = -m\sigma < 0 \). Then the min–max argument yields that \( N(q_1 < \lambda) = N(H_0(b)|_{\Omega_1}) \langle \lambda < \alpha + o(1) \rangle \) holds as \( g \to \infty \). Hence we conclude that \( N(H_0(b)|_{\Omega_1}) \langle \lambda < \alpha + o(1) \rangle = 0 \) for large \( g \) since \( \inf \text{Spec}(H_0(b)|_{\Omega_1}) = \inf_{u \in C_0^\infty(\Omega_1)} \|u\|^2 (H_0(b)u, u) \geq \inf \text{Spec}(H_0(b)) = B_\beta > \lambda \) holds as \( g \to \infty \) again by the min–max argument.
3. Estimate of $N(q, < \lambda)$

Let $0<\eta<1$. For any $j=(j_1, j_2) \in \mathbb{Z}^2$, we set

$$Q_j = \{(x, y) \in \mathbb{R}^2 | j_1 < g^{-\eta} x < j_1 + 1, j_2 < g^{-\eta} y < j_2 + 1\},$$

(3.3)

and $J_\delta = \{j \in \mathbb{Z}^2 | Q_j \cap \Omega_\delta \neq \emptyset\}$. Let $\{\chi_j\}_{j \in J_\delta}$ be a partition of unity subject to the covering $\{Q_j\}_{j \in J_\delta}$ of $\Omega_\delta$ satisfying the following conditions (respectively, for $\pm$):

(P.3) $\chi_j \in C_0^\infty(Q_j \cap \Omega_\delta), 0 \leq \chi_j \leq 1$, and for each multi-index $\gamma$, there exists $C_\gamma > 0$, independent of $g, \eta, j$, such that $\sup_{z \in \mathbb{R}^3} |\partial^\gamma \chi_j(z)| \leq C_\gamma (\eta g^{-\eta})^{|\gamma|}$ holds for any $j \in J_\delta$. Moreover, $\sum_{j \in J_\delta} \chi_j = 1$ holds on $\Omega_\delta$.

In what follows, for simplicity, we omit the phrase “respectively (for $\pm$)” if there is no fear of confusion.

Let $z_j = (x_j, y_j)$ be the center of $Q_j$ and we introduce the auxiliary magnetic potentials,

$$b_{j, \delta}(x) = \int_0^{x_j} B(t)dt + B_\delta(x - x_j),$$

(3.5)

which gives the constant magnetic field $B_\delta$.

Lemma 3.3: Let $j \in J_\delta$. There exists $C > 0$, independent of $j, g, \eta, \delta$, such that $\|b - b_{j, \delta}\| \leq C g^{-M\eta \delta} \|u\|$ holds for any $u \in C_0^\infty(Q_j \cap \Omega_\delta)$, and for any $g \geq 1$.

Proof: On $Q_{j, \delta}$ we have $|b(x) - b_{j, \delta}(x)| \leq \int_0^{x_j} (B(t) - B_\delta)dt \leq C(g^{-\eta} - g^{-\eta} - \eta g^{-\eta})^{-1} |x - x_j|$ and $s^{-M\eta \delta} \|u\|$ as $g \to \infty$, where we used (B.2) in the second inequality.

Lemma 3.4: Let $j \in J_\delta$. There exists $C > 0$, independent of $j, g, \eta$ such that $(1 - C g^{-\delta})V(z) \leq V(z') \leq (1 + C g^{-\delta})V(z)$ holds for any $z, z' \in Q_{j, \delta}$.

Here, $\bar{Q}$ stands for the closure of $Q$.

Proof: Let $z, z' \in Q_{j, \delta}$. If we write $z = (x, y)$, then

$$|z| \geq |x| \geq g^{-\eta} - (1 + \eta)g^{-\eta} \geq g^{-\eta}/2$$

(3.6)

and $|z| \leq |z'| + |z - z'| \leq |z'| + \sqrt{2(1 + \eta)g^{-\eta}} \leq |z'| + C g^{-\delta} |z|$ hold for large $g > 0$, so there exists $C > 0$, independent of $j, g, z, z'$, such that

$$C^{-1}(|z|) \leq |z'| \leq C(|z|)$$

(3.7)

holds. The first order Taylor expansion yields $|V(z) - V(z')| \leq |z - z'| \sup_{w \in Q_{j, \delta}} |\nabla V(w)| \leq C(1 + \eta)g^{-\delta} \sup_{w \in Q_{j, \delta}} (w)^{-m} \leq C(1 + \eta)g^{-\delta} g^{-(\delta - 2\eta)} \sup_{w \in Q_{j, \delta}} (w)^{-m} \leq C g^{-(\delta - 2\eta)} V(z)$ for large $g$, where we used (3.6) in the third inequality, (V.1), (V.2) in the second and the fourth inequalities, (3.7) in the last inequality. Here, the constant $C$ is independent of $j, \eta, g, z$, and $z'$. This proves the lemma.

Lemma 3.5: For any $\varepsilon$ satisfying $0 < \varepsilon < 1$, we have

$$N(q, < \lambda) \leq (1 + \varepsilon)^2 \frac{B_\delta}{2\pi n} \sum_{j \in J_\delta} \text{Vol}(\Omega_{j, \delta}(\varepsilon, l)),$$

(3.8)

where we set $\Omega_{j, \delta}(\varepsilon, l) = \{z \in \mathbb{R}^2 | z \geq 0, (1 - 2\varepsilon)\Lambda_j^1 < \lambda + g(1 + \varepsilon) \text{Vol}(z)\}$. In fact, the sum on the rhs of (3.8) terminates for each $\varepsilon$ and $g$.

Proof: By Lemma 2.1 and (P.3), there exists $C > 0$, independent of $j, g, \eta$, such that
holds for any \( u \in C^\infty_0(\Omega_\pm) \), where we write \( \sup_{Q_V} |V| \) for \( \sup_{z \in Q} |V(z)| \) for short. Then the min–max theorem yields that

\[
N(q_\pm < \lambda) \leq \sum_{j \in J_\pm} N((1 - 2\varepsilon)H_\pm(b_{j}) < \lambda + g \sup_{Q_V} |V|)
\]

\[
= (1 + \eta)^2 g^{2\sigma} \frac{B_\pm}{2\pi} \sum_{j \in J_\pm} \# \{ l \in \mathbb{N} | (1 - 2\varepsilon)\Lambda^\pm_l < \lambda + g \sup_{Q_V} |V| \}
\]

\[
= (1 + \eta)^2 g^{2\sigma} \frac{B_\pm}{2\pi} \sum_{j \in J} \sum_{l \in \mathbb{N}} F((1 - 2\varepsilon)\Lambda^\pm_l < \lambda + g \sup_{Q_V} |V|) \tag{3.9}
\]

holds for large \( g \), where we used Proposition 2.2 in the second inequality. Here, \( F(P) = 0 \) if \( P \) is true and \( F(P) = 1 \) if \( P \) is false.

Set \( \tilde{J}_\pm = \{ j \in J_\pm | Q_j \subset \Omega^\pm_\pm(e, l) \} \). We claim that, if \( j \in J_\pm \setminus \tilde{J}_\pm \), then \( F((1 - 2\varepsilon)\Lambda^\pm_l < \lambda + g \sup_{Q_V} |V|) = 0 \) holds for large \( g > 0 \) uniformly in \( j, l \). Indeed, for such \( j \), there exists \( z \in Q_j \) such that \( z \in \Omega^\pm_\pm(e, l) \), i.e.,

\[
(1 - 2\varepsilon)\Lambda^\pm_l \geq \lambda + g(1 + e)\sup |V|.
\]

Note that if we write \( z = (x, y) \in Q_j \), then \( \pm x, y \geq 0 \) since \( 0 < \alpha < \alpha \). Then we find that, for any \( e > 0 \) fixed, \( (1 - 2\varepsilon)\Lambda^\pm_l - \lambda - g \sup_{Q_V} |V| = (1 - 2\varepsilon)\Lambda^\pm_l - \lambda - g(1 + e)\sup |V| \geq g((1 + e)\sup |V| - \sup_{Q_V} |V|) = g((1 + e)\sup |V| - (1 + Cg^{-(\alpha - 2\varepsilon)}\sup |V|)) = g(\lambda - Cg^{-(\alpha - 2\varepsilon)}\sup |V|) \geq 0 \) holds for large \( g \) (uniformly in \( j, l \)), where we used (3.10) in the first inequality, Lemma 3.4 in the second inequality and (V.2) in the last. This shows the claim.

Hence, it follows that, for large \( g \), the rhs of (3.9) is less than or equal to \( (1 + \eta)^2 g^{2\sigma} \frac{B_\pm}{2\pi} V \sup_{Q_V} |V| \leq \sum_{j \in \mathbb{N}} Vol(Q_j) \leq (1 + \eta)^2 \frac{B_\pm}{2\pi} V \sup_{Q_V} |V| \).

**Lemma 3.6:** Assume that \( \lambda < B \). Then we have \( \lim_{g \to \infty} \sup_{\Omega^\pm_\pm(e, l)} |V| = \lambda + Cg^{2\sigma} \sup_{Q_V} |V| \).

**Proof:** Let \( \Omega^\pm_\pm(e, l) \) be as in the previous lemma. Set \( I_0 = \sup_{\Omega^\pm_\pm(e, l)} |V| = \sum_{j \in \mathbb{N}} Vol(Q_j) \) and \( I_0^\pm = \sup_{\Omega^\pm_\pm(e, l)} |V| = \sum_{j \in \mathbb{N}} Vol(Q_j) \).

Then \( Vol(\Omega^\pm_\pm(e, l)) = I_0 + I_0^\pm + I_0^\pm \). We observe that \( I_0 = \pi R^2 \), and \( I_0^\pm \leq \frac{1}{2^{2m}} (\Lambda^\pm_l - \lambda)^{-2m} f(\omega)^{2m} d\omega + O(1) \) as \( g \to 0 \) (the remainder term is uniformly bounded in \( g \)), since \( (V.3) \). for any small \( \varepsilon > 0 \), there exists \( R > 0 \) such that \( |\omega| = 0 \) for \( r = |z| > R \). Then, taking a limit \( g \to 0 \) in (3.8), we derive from Lemmas 3.2, 3.1, and 3.5 that \( \lim_{g \to \infty} \sup_{\Omega^\pm_\pm} N(H_\pm(b) < \lambda) = \sum_{j \in \mathbb{N}} Vol(Q_j) \lambda \), by Lebesgue’s dominated convergence theorem.

The lemma follows since \( N(H_\pm(b) < \lambda) = N^\pm_\pm(\lambda) \) holds if \( \lambda < B \). because of the non-negativity of \( V \).

**B. Lower bound for \( N(H_\pm(b) < \lambda) \)**

Let \( K \) and \( \{ \Omega_k \}_{k \in K} \) be as in the beginning of this section. Applying Lemma 2.1 to the pair of triplets \( (\sum_{k \in K} + L^2(\Omega_k), t_1, \xi_{k \in k} C_0(\Omega_k)) \) and \( (L^2(R^2), t_2, C_0^\infty(R^2)) \), we set \( t_1[\mathbb{R}^k(u)] = \sum_{k \in K} H_\pm(b_k]\xi_{k \in k} (u) = \mathbb{R}^k(\xi_{k \in k} C_0(\Omega_k)) \) and \( J : \mathbb{R}^k C_0^\infty(\Omega_k) \to \mathbb{R}^k C_0^\infty(\Omega_k) \) for \( \xi_{k \in k} C_0^\infty(\Omega_k) \) and \( H_\pm(b_k) \xi_{k \in k} (u) = \xi_{k \in k} C_0^\infty(\Omega_k) \) and \( J : \mathbb{R}^k C_0^\infty(\Omega_k) \to \mathbb{R}^k C_0^\infty(\Omega_k) \), we have

\[
N(H_\pm(b) < \lambda) \leq \sum_{k \in K} N(H_\pm(b) | \Omega_k < \lambda). \tag{3.11}
\]

As in the proof of Lemma 3.1, we can show that
\[ N(H_0(b)|_{\Omega_0} < \lambda) = o(g^{2m}) \]  
(3.12)
as \( g \to \infty \), using the upper estimate in Lemma 2.4. Also, as in the proof of Lemma 3.2, we can show that

\[ N(H_0(b)|_{\Omega_1} < \lambda) \leq N(H_0(b)|_{\Omega_1} < \lambda + o(1)) = 0 \]  
(3.13)
holds for large \( g > 0 \).

**Lemma 3.7:** For any \( l \in \mathbb{N} \) and any \( \varepsilon \) satisfying \( 0 < \varepsilon < 1 \), set

\[ \Omega_\varepsilon^{(-)}(e,l) = \{ z \in \mathbb{R}^d | \pm \varepsilon \to 0, (1 + 2\varepsilon)\Lambda^+_l < \lambda + (1 - \varepsilon)gV(z) \}, \]

respectively. Then for any \( \varepsilon \) satisfying \( 0 < \varepsilon < 1 \), we have

\[ N(H_0(b)|_{\Omega_\varepsilon} < \lambda) = (1 - \varepsilon)^2 \frac{B_+}{2\pi} \sum_{j \in J'_e} \text{Vol}(\Omega_\varepsilon^{(-)}(e,l)) + o(g^{2m}) \]
as \( g \to \infty \), respectively.

**Proof:** Let \( 0 < \eta < 1 \) and \( j \in \mathbb{Z}^d \). Let \( Q_j \) and \( Q_{j,\eta} \) be the cubes defined by (3.3) and (3.4), respectively. Set \( J'_e = \{ j \in \mathbb{Z}^d | Q_j \subset \Omega_\varepsilon^{(-)}(e,l) \neq \emptyset \} \), respectively. Let \( b_{j,\eta} \) be as in (3.5). Then, as in the proof of Lemma 3.6, it follows from Lemma 2.4, Lemma 2.1, and Lemma 2.3 that, for any \( \varepsilon \) satisfying \( 0 < \varepsilon < 1 \),

\[ N(H_0(b)|_{\Omega_\varepsilon} < \lambda) \geq \sum_{j \in J'_e} N((1 + 2\varepsilon)H_0(b)|_{Q_j} < \lambda + g \sup_{Q_j} |V|) \]

\[ \geq (1 - \varepsilon)^2 \frac{B_+}{2\pi} \sum_{j \in J'_e} \text{Vol}(Q_j) \sum_{l \in l'} (1 + 2\varepsilon)\Lambda^+_l < \lambda + g \sup_{Q_j} |V| \]

\[ \geq (1 - \varepsilon)^2 \frac{B_+}{2\pi} \sum_{j \in J'_e} \sum_{l \in l'} \text{Vol}(Q_j)\text{Vol}(\Omega_\varepsilon^{(-)}(e,l)) \geq (1 - \varepsilon)^2 \frac{B_+}{2\pi} \sum_{j \in J'_e} \text{Vol}(Q_j) \text{Vol}(\Omega_\varepsilon^{(-)}(e,l)) \]

(3.14)
where we used Proposition 2.2 with \( r_1 = \varepsilon \) in the third inequality.

We claim that, if \( j \in J'_e \), then \( F((1 + 2\varepsilon)\Lambda^+_l < \lambda + g \sup_{Q_j} |V|) = 1 \) holds for large \( g > 0 \) uniformly in \( j, l \). Indeed, if \( j \in J'_e \), there exists \( \varepsilon \in Q_j \cap \Omega_\varepsilon^{(-)}(e,l) \), i.e., \( \varepsilon \in Q_j \) and \( (1 + 2\varepsilon)\Lambda^+_l < \lambda + g(1 - \varepsilon)V(\varepsilon) \) hold. Then, by Lemma 3.4 and (V.2), we have \( \lambda + g \sup_{Q_j} |V| - (1 + 2\varepsilon)\Lambda^+_l \geq g(\sup_{Q_j} |V| - (1 - \varepsilon)V(\varepsilon)) \geq g(e - Cg^{-(a - 2\beta)})V(\varepsilon) > 0 \) for large \( g > 0 \). This shows the claim. So, for large \( g > 0 \), the rhs of (3.14) is bounded from below by

\[ (1 - \varepsilon)^2 \frac{B_+}{2\pi} \sum_{j \in J'_e} \sum_{l \in l'} \text{Vol}(Q_j) \]

\[ \geq (1 - \varepsilon)^2 \frac{B_+}{2\pi} \sum_{j \in J'_e} \text{Vol}(\Omega_\varepsilon^{(-)}(e,l)) \geq (1 - \varepsilon)^2 \frac{B_+}{2\pi} \sum_{j \in J'_e} \text{Vol}(\Omega_\varepsilon^{(-)}(e,l)) \]

\[ \geq (1 - \varepsilon)^2 \frac{B_+}{2\pi} \sum_{j \in J'_e} \text{Vol}(\Omega_\varepsilon^{(-)}(e,l)) - (1 - \varepsilon)^2 \frac{B_+}{2\pi} \sum_{j \in J'_e} \text{Vol}(\Omega_\varepsilon^{(-)}(e,l)) \]

\[ \leq g^\eta \]  
(3.15)
where we used the fact that \( (\Omega_\varepsilon^{(-)}(e,l))\setminus\{z \in \Omega_\varepsilon^{(-)}(e,l) | \text{dist}(z, \partial \Omega_\varepsilon^{(-)}) \leq g^\eta \} \subset \cup_{j \in J'_e} Q_j \), where the rhs is a disjoint union, in the first inequality and used, in the last inequality, the fact that the set \( \Omega_\varepsilon^{(-)}(e,l) = \{ z \in \Omega_\varepsilon^{(-)} | (1 + 2\varepsilon)\Lambda^+_l < \lambda + (1 - \varepsilon)gV(z) \} \) is empty for all \( l \) satisfying \( (1 + 2\varepsilon)\Lambda^+_l \geq \lambda + Cg^{1-\alpha} \).
From geometry, we have $\text{Vol}(\Omega_0 \cap \Omega_x^{(e)}(L)) = \text{Vol}(\Omega_0) \leq C g^{x+\beta} = o(g^{2m})$ and $\text{Vol}(\Omega_x \cap \Omega_x^{(e)}(L)) = \text{Vol}(\Omega_x \cap \Omega_x^{(e)}(L)) = 0$ as $g \to \infty$, where we used the fact that $\Omega_x \subset \{x \in \mathbb{R}^2 \mid |x|^2 \geq C g^{1/m}\}$ and $\Omega_x^{(e)} \subset \{x \in \mathbb{R}^2 \mid B < \lambda + C g^x \} \subset \{x \in \mathbb{R}^2 \mid |x|^2 \leq C g^{1/m}\}$ for some $C > 0$. Hence, we have

$$\text{Vol}(\Omega_x \cap \Omega_x^{(e)}(L)) = \text{Vol}(\Omega_x^{(e)}(L)) + o(g^{2m})$$

as $g \to \infty$, and we observe that

$$\sum_{l=0}^{Ce^{1/m a}} \text{Vol}(z \in \Omega_x \cap \Omega_x^{(e)}(L) | \text{dist}(z, \partial \Omega_x) \leq g^a) \leq C g^{1-m} g^{2} o(g^2)$$

as $g \to \infty$, since $\Omega_x \cap \Omega_x^{(e)}(L) \subset \Omega_x$ and $1 - m + \beta = 2/m - (1/m - 2(1/m + 1) + 2 < 0$. Then the lemma follows from (3.14)–(3.17).

Lemma 3.8: Let $\lambda < B_x$. Under the same assumption on $B$ and $V$ as in Theorem 1.1, we have $\lim_{g \to \infty} g^{-2m} N^\alpha_0 (\lambda) = \sum_{l \in N} v(l) \alpha$.

Proof: We can deduce from (3.11) and (3.12) and Lemma 3.7 that $\lim_{g \to \infty} g^{-2m} N^\alpha_0 (\lambda) = \sum_{l \in N} v(l)$ in the same way as in the proof of Lemma 3.6. Then, combining this and Lemma 3.6, we have the result.

Remark 3.9: Our proof shows that we can replace the assumptions on $B$ and $V$ in Lemma 3.8 by the following weaker assumptions.

(B)’ In addition to (B.1), there exist $M > 0$ and $C > 0$ such that $|B(x) - B_y| \leq C(x)^{-M}$ hold as $x \to \pm \infty$, respectively.

(V)’ The non-negative scalar potential $V$ belongs to $C^1(\mathbb{R})$, and there exist $m > 0$ and $C > 0$ such that $0 < m < 2$ and $|\tilde{p}a V(z)| \leq C(z)^{-m} |z|$ holds for all $z \in \mathbb{R}^2$ and for any multi-index $a$ satisfying $|a| \leq 1$. Moreover, the conditions (V.2) and (V.3) hold.

IV. SPECTRAL PROPERTIES OF THE IWATSUKA MODEL

A. Direct decomposition

In this section we recall from Iwatsuka (1985) the spectral representation of the Iwatsuka $H_0(b)$. We introduce the partial Fourier transform $(\mathcal{F}_0)(x, \eta) = (2\pi)^{-1/2} \int_{\mathbb{R}^2} e^{-ix\cdot y} \eta(x, y) dy$, which defines a unitary operator on $L^2(\mathbb{R})$. We write $L_0$ for $\mathcal{F} H_0(b) \mathcal{F}^{-1}$. Then $L_0$ has the direct integral decomposition $L_0 = \int_{\mathbb{R}} L(\eta) d\eta$ acting on the Hilbert space $\int_{\mathbb{R}} L^2(\mathbb{R}) d\eta$. Here, for each $\eta \in \mathbb{R}$, the fiber $L(\eta)$ of $L_0$ is given by

$$L(\eta) = -\frac{d^2}{dx^2} + (\eta - b(x))^2.$$  

(4.1)

acting on the fiber $L^2(\mathbb{R})$ of $\int_{\mathbb{R}} L^2(\mathbb{R}) d\eta$.

The spectral properties of $L(\eta)$ are summarized as follows.

Lemma 4.1: [Iwatsuka (1), Lemmas 2.3 and 3.5] Assume that (B.1) holds. For each $\eta \in \mathbb{R}$, the operator $L(\eta)$ is essentially self-adjoint on $C^0(\mathbb{R})$ and has a complete orthonormal system of eigenfunctions $\{\phi_n(\cdot, \eta)\}_{n \in \mathbb{N}}$ and the corresponding eigenvalues $\{\lambda_n(\eta)\}_{n \in \mathbb{N}}$ so that $L(\eta) \phi_n(\cdot, \eta) = \lambda_n(\eta) \phi_n(\cdot, \eta)$ and $0 < \lambda_0(\eta) < \lambda_1(\eta) < \lambda_2(\eta) < \cdots \to \infty$ hold for each $n \in \mathbb{N}$.

Moreover, the following properties (1)–(5) hold for each $n \in \mathbb{N}$.

1. $\lambda_n(\eta)$ is nondegenerate and depends analytically on $\eta$.
2. $\lambda_n(\eta)$ is monotonically increasing in $\eta$, and $\lim_{\eta \to \pm \infty} \lambda_n(\eta) = \Lambda_n^\pm$ hold, respectively.
3. $\phi_n(\cdot, \eta)$ belongs to $D(L(0))$ and depends analytically on $\eta$ with respect to the graph norm $\|\|^{1/2 + \|L(0) u\|^{1/2}}$.
4. $\phi_n(x, \eta)$ is a real-valued continuous function of $x$ and $\eta$, and moreover, $\phi_n(x, \eta)$ is infinitely differentiable in $x$ for each $\eta$ and is analytic in $\eta$ for each $x$.
5. The estimate $|\phi_n(x, \eta)| \leq \Phi_n(x - b^{-1}(\eta))$ holds for a function $\Phi_n$ satisfying $0 < \Phi_0(x) < \cdots$.
\[ \Phi_n(x) = \begin{cases} \frac{\sqrt{2}(\Lambda_n)^{1/4}}{\Lambda_n^{1/4}} & \text{if } |x| \leq \sqrt{\Lambda_n}/B_n, \\ \frac{\sqrt{2}(\Lambda_n)^{1/4} \exp(-B_- |x| - L_n)/2} & \text{if } |x| \geq \sqrt{\Lambda_n}/B_n. \end{cases} \]

The next result follows easily from (B.1) and the definition of \( b \).

**Lemma 4.2:** Under the assumption (B.1), the function \( b \) has the inverse \( b^{-1} \) and moreover, for any \( x,y,\eta \), we have \( B_+ |x - b^{-1}(\eta)| \leq |b(x) - \eta| \leq B_+ |x - b^{-1}(\eta)| \) and \( B_- |x - y| \leq |b(x) - b(y)| \leq B_+ |x - y| \).

For any \( k \in \mathbb{N} \), we introduce the Banach space \( B^k := \{ u \in S'(\mathbb{R}) \mid x^k \partial_x^2 u \in L^2(\mathbb{R}) \text{ if } \alpha + \beta \leq k \} \) with norm \( \| u \|_{B^k} = (\sum_{\alpha \geq k} \| x^k \partial_x^2 u \|_{L^2}^2)^{1/2} \).

**Lemma 4.3:** Let \( D_0 \) denote either \( C_0^\infty(\mathbb{R}) \) or \( S(\mathbb{R}) \). We have the following assertions.

1. For any \( k \in \mathbb{N} \), the operator \( L(\eta)^k|_{D_0} \) is essentially self-adjoint and \( L(\eta)^k|_{D_0} = (\overline{L(\eta)}|_{D_0})^k \).

Moreover, \( D(L(\eta)^k|_{D_0}) = \{ u \in L^2(\mathbb{R}) \mid L(\eta)|_{\text{dist}} u \in L^2(\mathbb{R}) \} \). Here, \( L(\eta) \text{dist} \) stands for the differential operator \( L \) with domain \( S'(\mathbb{R}) \).

2. The Banach space \( D(L(\eta)^k|_{D_0}) \) equipped with the graph norm \( L(\eta)^k|_{D_0} \) coincides with the Banach space \( D(L(0)^k|_{D_0}) \) equipped with (equivalent) norm by \( \overline{L(0)^k|_{D_0}} \).

3. If we denote by \( \overline{B}^k \) the space as in the assertion (2) above, then \( \overline{B}^k \) coincides with \( B^k \) as a Banach space. In particular, the space \( \cap_{k \in \mathbb{N}} \overline{B}^k \) coincides with \( S(\mathbb{R}) \) as a Fréchet space.

**Proof:** We note that \( L(\eta) \in Op S^2 \), so \( L(\eta)^k \in Op S^{2k} \) for any \( \eta \). It is easy to see that the symbol of \( L(\eta)^k \) satisfies the ellipticity condition as in Lemma 2.7 and \( L(\eta) \) is symmetric on \( D_0 \). Then, by Lemma 2.7, the operator \( L(\eta)^k|_{D_0} \) is essentially self-adjoint and \( D(L(\eta)^k|_{D_0}) = \{ u \in L^2(\mathbb{R}) \mid L(\eta)|_{\text{dist}} u \in L^2(\mathbb{R}) \} \). Also, we find that \( L(\eta)^k|_{D_0} = (\overline{L(\eta)}|_{D_0})^k \) since \( L(\eta) \) leaves \( D_0 \) invariant. This implies that \( L(\eta)^k|_{D_0} \subseteq (\overline{L(\eta)}|_{D_0})^k \), which are both self-adjoint, so coincide. This shows the assertion (1).

The assertion (2) follows from Lemma 2.7 with \( Op(a) = L(\eta)^k \) and with \( Op(a) = L(0)^k \) since the topology of the weighted Sobolev spaces \( H^m \) is independent of specific \( Op(a) \) by the (original) definition. As a byproduct, we find that \( D(L(\eta)^k|_{D_0}) \) coincides with \( H^{2k} \).

Finally, we show the assertion (3). It is enough to show in the case of \( \eta = 0 \). Note that \( B_+ |x| \leq |b(x)| \leq B_+ |x| \) for all \( x \in \mathbb{R} \) by Lemma 4.2, and each derivative of \( b \) is bounded. Then there exists \( C_k > 0 \) such that

\[ \| L(0)^k u \|^2 + \| u \|^2 \leq C_k \| u \|^2 \]  

holds for any \( u \in D_0 \). Conversely, by the assertion (4) in Lemma 2.6, the operator \( x^\alpha \partial_x^\beta \) maps \( H^{2k} \), which coincides with \( D(L(\eta)^k|_{D_0}) \) as stated above, to \( L^2(\mathbb{R}) \) continuously provided \( \alpha + \beta \leq 2k \). This means the inequality \( \| x^\alpha \partial_x^\beta u \| \leq C \| L(0)^k u \| + \| u \| \) for any \( u \in D_0 \). The density of \( D_0 \) completes the proof.

**B. Exponential decay of \( \varphi_n \)**

In this section, using the so-called Agmon estimate, we derive an exponential decay estimates of the eigenfunction \( \varphi_n \) and obtain the estimates for the band function \( \lambda_n \). To the end of this section, we set \( g(x,\eta) = (x - b^{-1}(\eta))^2 \) for any \( x, \eta \in \mathbb{R} \).

**Lemma 4.4:** Let \( \eta \in \mathbb{R} \) and let \( L(\eta) \) be as in (4.1). Assume that \( f \in L^2(\mathbb{R}) \) and there exists \( \kappa > 0 \) such that \( \| e^{\kappa |\cdot|^2} f \| \) is finite. Assume that \( \psi \in D(L(\eta)) \) satisfies the equation \( (L(\eta) - \lambda_n(\eta)) \psi = f \). Then there exists \( C_0 = C_0(\kappa, B_+) > 0 \), independent of \( \eta \), such that

\[ \| e^{\kappa |\cdot|^2} \psi \| \leq C_0 \| e^{\kappa |\cdot|^2} f \| + \| \psi \| \]

holds if \( 0 < \alpha < \min \{ \kappa, B_+ \} \} / \sqrt{8} \).

**Proof:** This is an easy consequence of the method of Agmon estimates. However, we give a
proof for the sake of completeness. Let \( \chi \in C^\infty([0, \infty)) \) such that \( \chi(t) = t \) if \( 0 \leq t \leq 1/2 \), \( \chi(t) = 1 \) if \( t \geq 2 \), \( \sup_{t \geq 0} |\chi'(t)| \leq 1 \) and \( \chi \) is monotonically increasing. For any large \( R > 0 \), we set \( g_R(x, \eta) = R^2 \chi(g(x, \eta)/R^2) \). We can find that

\[
|g_R(x, \eta)| \leq \min\{R, g(x, \eta)\}, \quad |\partial_x g_R(x, \eta)| \leq 2|\chi^{-1}(\eta)|
\]  

(4.3)

and \( \lim_{R \to \infty} g_R(x, \eta) = g(x, \eta) \) for any \( (x, \eta) \).

We may assume that \( \psi \) is not identically zero. The standard Agmon-type argument shows that \( \text{Re}(e^{i\alpha \psi}(L(\eta) - \lambda_n(\eta))e^{i\alpha \psi})) \geq (b - \eta)^2 - c^2 \) \( |\partial_x g_R|^2 - \lambda_n \geq (B^2 - 4\alpha^2)|x - b^{-1}(\eta)|^2 - \Lambda_n^* \) holds for any \( \alpha \in \mathbb{R} \), where we used Lemma 4.2 in the first inequality and “Re” stands for the real part. Then it follows that

\[
\|e^{i\alpha \psi}\|_{L^2(\Omega)} \geq |\text{Re}(e^{i\alpha \psi}(L(\eta) - \lambda_n(\eta))e^{i\alpha \psi}))| \geq (B^2 - 4\alpha^2)|x - b^{-1}(\eta)|^2 - \Lambda_n^*
\]  

(4.4)

Take \( \phi \in C_c^\infty([0, \infty)) \) so that \( \phi(t) = 1 \) if \( 0 \leq t \leq 1 \), \( \phi(t) = 0 \) if \( t \geq 2 \) and \( \phi \) is monotonically decreasing. Set \( \phi_\eta(x) = \phi(B^2g(x, \eta)/(2\Lambda_n^*)) \). Then we find that

\[
(B^2 - 4\alpha^2)|x - b^{-1}|^2 - \Lambda_n^* \geq (1 - 8\alpha^2/B^2)\Lambda_n^* - 6\alpha^2 \phi_\eta
\]  

(4.5)

using the fact that \( g(x, \eta) \leq 4\Lambda_n^*/B^2 \) holds on \( \phi_\eta \) and \( g(x, \eta) \geq 2\Lambda_n^*/B^2 \) holds on \( 1 - \phi_\eta \), and we find from (4.4) and (4.5) that \( (1 - 8\alpha^2/B^2)\Lambda_n^* \|e^{i\alpha \psi}\|_{L^2(\Omega)} \leq \|e^{i\alpha \psi}\|_{L^2(\Omega)} + 6\alpha^2 \|\phi\|_{L^2(\Omega)} \). Since \( g_R(x, \eta) \leq g(x, \eta) \leq 4\Lambda_n^*/B^2 \) holds on \( \phi_\eta \) taking a limit \( R \to \infty \), we have the conclusion.

Lemma 4.5: Let \( \alpha \in \mathbb{N} \). There exists \( \kappa = \kappa_{\alpha, \eta} > 0 \) such that

\[
\sup_{\eta \in \mathbb{R}} \|e^{i\alpha \psi}\|_{L^2(\Omega)} < \infty \quad \text{and} \quad \sup_{\eta \in \mathbb{R}} |\partial_\eta^{\alpha+1}\lambda_n(\eta)| < \infty
\]  

(4.6)

hold if \( 0 \leq \alpha' \leq \alpha \).

Proof: We show this by induction on \( \alpha \). We abbreviate the assertion to \( P(\alpha) \). When \( \alpha = 0 \), the first estimate in (4.6) follows from Lemma 4.1 (v). The Feynman–Hellman formula yields that

\[
\partial_\eta \lambda_n(\eta) = (\phi_n(\partial_\eta L(\eta))\phi_\eta) + 2(\phi_n(\eta - b))\phi_\eta.
\]  

(4.7)

Then the second estimate in (4.6) follows from the exponential decay of \( \phi_n \) with respect to \( \eta - b \). This shows that \( P(0) \) is true.

We assume that \( P(\alpha) \) is true. First, under this assumption, we show the estimate

\[
\sup_{\eta \in \mathbb{R}} \|\partial_\eta^{\alpha+1}\phi_n(\eta)\| < \infty.
\]  

(4.8)

Differentiating the equation \( (L(\eta) - \lambda_n(\eta))\phi_n(\eta) = 0 \) with respect to \( \eta \) in \( (\alpha + 1) \) times, we obtain

\[
(L(\eta) - \lambda_n(\eta))\partial_\eta^{\alpha+1}\phi_n(\eta) = - \sum_{0 \leq \alpha' \leq \alpha} C_{\alpha+1, \alpha'} \partial_\eta^{\alpha+1-\alpha'}((b - \eta)^2 - \lambda_n(\eta))\partial_\eta^{\alpha'}\phi_n(\eta).
\]  

(4.9)

In the case of \( j \neq n \), taking an inner product with \( \phi_j \), we obtain

\[
(\lambda_j(\eta) - \lambda_n(\eta))(\partial_\eta^{\alpha+1}\phi_n, \phi_j) = - \sum_{0 \leq \alpha' \leq \alpha} C_{\alpha+1, \alpha'} (\partial_\eta^{\alpha+1-\alpha'}((b - \eta)^2 - \lambda_n(\eta)))\partial_\eta^{\alpha'}\phi_n, \phi_j).
\]  

Then the Schwarz inequality yields that
Then we have
\[ C_n \leq \left( C_a \sum_{0 \leq a' \leq a} \| \partial_{\eta}^{a+1} ((b - \eta)^2 - \lambda_n(\eta)) \partial_{\eta}^{a'} \varphi_n \| \right)^{\frac{1}{2}} \]
\[ \leq C'_a \delta_n \sum_{0 \leq a' \leq a} \| \partial_{\eta}^{a+1} ((b - \eta)^2 - \lambda_n(\eta)) \partial_{\eta}^{a'} \varphi_n \|^2 \]  
(4.10)
for some $C_a, C'_a > 0$ independent of $\eta$. Here, we introduced a positive number $\delta_n$ as
\[ \delta_n = \begin{cases} \min \{ \inf_{\eta \in R} (\lambda_{n+1}(\eta) - \lambda_n(\eta)), & \text{if } n \geq 2, \\ \inf_{\eta \in R} (\lambda_1(\eta) - \lambda_1(\eta)) & \text{if } n = 1. \end{cases} \]
In the case of $j = n$, differentiating the relation $(\varphi_n, \varphi_n)^{-1}$ with respect to $\eta$ in $(\alpha + 1)$ times, we find that $2(\partial_{\eta}^{a+1} \varphi_n, \varphi_n) = -\sum_{1 \leq a' \leq a} C_{a+1,a'}(\partial_{\eta}^{a+1-a'} \varphi_n, \partial_{\eta}^{a'} \varphi_n)$, where we used the reality of $\varphi_n$. Then we have
\[ \| \partial_{\eta}^{a+1} \varphi_n \|^2 = \sum_{j \in \mathbb{N}} \| \partial_{\eta}^{a+1} \varphi_n, f \| \leq C_a \sum_{1 \leq a' \leq a} \| \partial_{\eta}^{a+1-a'} \varphi_n \| \| \partial_{\eta}^{a'} \varphi_n \| \] (4.11)
for some $C_a > 0$ independent of $\eta$. Hence it follows from (4.10) and (4.11) that
\[ \| \partial_{\eta}^{a+1} \varphi_n \|^2 = \sum_{j \in \mathbb{N}} \| \partial_{\eta}^{a+1} \varphi_n, f \|^2 \leq C_a \delta_n \sum_{0 \leq a' \leq a} \| \partial_{\eta}^{a+1-a'} \varphi_n \| \| \partial_{\eta}^{a'} \varphi_n \|^2 \]
\[ + \left( C_a \sum_{1 \leq a' \leq a} \| \partial_{\eta}^{a+1-a'} \varphi_n \| \| \partial_{\eta}^{a'} \varphi_n \| \right)^2, \] (4.12)
where we used the fact that $\{ \varphi_n(\eta) \}_{n \in \mathbb{N}}$ is an ONB in $L^2(R)$. By the assumption $P(\alpha)$, all terms on the r.h.s of (4.12) are bounded uniformly in $\eta$. Thus we have proved (4.8) under $P(\alpha)$.

Next, we apply Lemma 4.4 to (4.9) with $\psi = \partial_{\eta}^{a+1} \varphi_n, f = f_n$ the r.h.s of (4.9). We may assume that the constant $\alpha$ in the exponent in Lemma 4.4 is equal to $\kappa$ since we can take $\kappa$ small enough. Then it follows that there exists $C_\kappa > 0$ such that the estimate $\| e^{\kappa \varphi_n} \| \leq C_\kappa (\| e^{\kappa f_n} \| + \| e^{\kappa \varphi_n} \|)$. The first term on the r.h.s is bounded uniformly in $\eta$ under $P(\alpha)$, since the maximal order of derivatives of $\varphi_n$ is less than or equal to $\alpha$ and the maximal order of derivatives of $\lambda_n$ is less than or equal to $\alpha + 1$ in the expression of $f_n$. The second term on the r.h.s is also uniformly bounded because of (4.8) we have already proved. Hence, we have proved the first estimate in (4.6) for $P(\alpha + 1)$, assuming $P(\alpha)$.

Finally, we show the second estimate in (4.6) for $P(\alpha + 1)$, assuming $P(\alpha)$. Differentiating (4.7) with respect to $\eta$ in $(\alpha + 1)$ times, we obtain
\[ \partial_{\eta}^{a+2} \lambda_n(\eta) = \partial_{\eta}^{a+1} ((\varphi_n(\eta - b) \varphi_n) = 2 \sum_{0 \leq a' \leq a+1} C_{a+1,a'}(\partial_{\eta}^{a+1-a'} \varphi_n, \partial_{\eta}^{a'}((\eta - b) \varphi_n)). \] (4.13)
Since the maximal order of derivatives of $\varphi_n$ on the r.h.s of (4.13) is less than or equal to $\alpha + 1$, the uniform boundedness of the r.h.s of (4.13) with respect to $\eta$ follows from the first estimate in (4.6) for $P(\alpha)$ and the exponential decay property of $\partial_{\eta}^{a+1} \varphi_n$ we have proved above. Thus we have proved all the assertion of $P(\alpha + 1)$, assuming $P(\alpha)$. This completes the induction. \[ \blacksquare \]

Lemma 4.6: Let $\beta \in \mathbb{N}$. For any $\alpha \in \mathbb{N}$, there exists $\kappa = \kappa(\alpha, \beta, n) > 0$ such that $\sup_{\eta \in R} \| e^{\kappa \varphi_n} \| < \infty$.

Proof: We show this by induction on $\beta$. We abbreviate the assertion to $P(\beta)$. The assertion $P(0)$ is true by Lemma 4.5.

We assume that $P(\beta)$ is true. Then, for any $\alpha$, we have
\[ \| e^{\kappa \varphi_n} \| = \left( e^{2 \kappa \varphi_n} \right)^{\frac{1}{2}} \leq \left( (x - b^{-1}(\eta)) e^{2 \kappa \varphi_n} \right)^{\frac{1}{2}} = (e^{2 \kappa \varphi_n})^\frac{1}{2} \varphi_n \right) = \left( e^{2 \kappa \varphi_n} \right)^{\frac{1}{2}} \varphi_n \left( x - b^{-1}(\eta) \right) e^{2 \kappa \varphi_n}, \]
\[ = 4 \kappa (e^{2 \kappa \varphi_n} \varphi_n(\eta)) \left( x - b^{-1}(\eta) \right) e^{2 \kappa \varphi_n}, \] (4.14)
where we used the equation \((L - \lambda_n)\varphi_n = 0\) in the third equality. The first term on the rhs of (4.14) is bounded uniformly in \(\eta\) by the assumption \(P(\beta)\) and the second estimate in (4.6) if we choose \(\kappa > 0\) sufficiently small (the choice is independent of \(\eta\)). The second term on the rhs of (4.14) is bounded from above by \(4k\|e^{\varepsilon x}\partial_x^\beta \partial_y^\alpha \varphi_n\|\|\varepsilon x\partial_x^\beta \partial_y^\alpha \varphi_n\|\) which is uniformly bounded since \(P(\beta)\) is assumed to be true.

**Lemma 4.7:** For any \(n, \alpha, \beta, n \in \mathbb{N}\), there exists a positive constant \(\kappa = \kappa(\alpha, \beta, n)\) such that

\[
\sup_{x \in \mathbb{R}} |e^{\varepsilon x}\partial_x^\beta \partial_y^\alpha \varphi_n(x, \eta)| < \kappa
\]

for some \(\kappa > 0\) satisfying \(0 < \kappa' < \kappa\) uniformly in \(\eta\). The rhs of (4.15) is bounded uniformly in \(\eta\) by Lemma 4.6 for an appropriate choice of \(\kappa, \kappa'\). This means that the \(\gamma\)th Sobolev norm of \(e^{\varepsilon x}\partial_x^\beta \partial_y^\alpha \varphi_n\) is bounded uniformly in \(\eta\) for each \(\gamma\). Hence, Sobolev’s embedding theorem yields that

\[
\sup_{x \in \mathbb{R}} |e^{\varepsilon x}\partial_x^\beta \partial_y^\alpha \varphi_n| \leq C(\|e^{\varepsilon x}\partial_x^\beta \partial_y^\alpha \varphi_n\| + \|e^{\varepsilon x}\partial_x^\beta \partial_y^\alpha \varphi_n\|)
\]

for some \(C > 0\). The above observation shows that the rhs of (4.16) is uniformly bounded in \(\eta\) if we choose \(\kappa\) small enough. This shows the lemma.

**C. Decay estimate of \(\lambda_n\)**

In this section, we derive the following decay estimate of the band function \(\lambda_n\) at infinity.

**Lemma 4.8:** Assume that \((B.2)_+\) holds. Then, for any \(n \in \mathbb{N}\), there exists \(C_n > 0\) such that

\[
|\Lambda_n - \lambda_n(b(x))| \leq C_n(x)^{-M}\text{ holds if } x \geq 0. \text{ Similarly, if we assume } (B.2)_- \text{ then the same estimate replaced } \Lambda_n \text{ by } \lambda_n \text{ holds if } x \leq 0.
\]

**Proof:** We mimic the proof of Lemma 4.1 in Iwatsuka (1985). We first consider the case of \(x \geq 0\). Let \(n\) be fixed and \(j, k \leq n\). Set \(L_n(s) = -\partial_s^2 + B_n(x-s)^2\) in \(L^2(\mathbb{R})\) and \(\alpha_n(s) = (L_n(s)\varphi_s(\cdot, b(s)), \varphi_s(\cdot, b(s)))\). Then, using the equation \((L(b(s))\varphi_s(\cdot, b(s)), \varphi_s(\cdot, b(s))) = \lambda_n(b(s))\delta_{jk}\), we find that

\[
|\alpha_n(s) - \lambda_n(b(s))\delta_{jk}| \leq \int_{\mathbb{R}} \left| B_n^2(x-s)^2 - (b(x) - b(s))^2 \right| \|\varphi_s(x, b(s))\| dx \\
= 2B_n \int_{\mathbb{R}} \left| \int_s^x (B_n - B(t)) dt \right| \Phi_n(x-s)^2 dx \\
= 2B_n \int_{-\infty}^{s/2} \left| y \right| \int_{s}^{y+s} (B_n - B(t)) dt \Phi_n(y)^2 dy \\
+ 2B_n \int_{s/2}^{\infty} \left| y \right| \int_{s}^{y+s} (B_n - B(t)) dt \Phi_n(y)^2 dy,
\]

where we used the facts that \(B_n^2(x-s)^2 - (b(x) - b(s))^2 \right| \|\varphi_s(x, b(s))\| dx \leq 2B_n |x - s| \|B_n(x-s)\| dt \leq 2B_n |x - s| \int_{s}^{y+s} (B_n - B(t)) dt \Phi_n(y)^2 dy\) holds and that \(\|\varphi_s(x, b(s))\| \leq \Phi_n(x-s)\| j = n \) by Lemma 4.1. For any large \(N \in \mathbb{N}\) and any large \(s > 0\), the first term on the rhs of (4.17) is bounded from above by
for some constant $C'_{n,n'}$ where we used Lemma 4.1. Since $(B.2)_+ \Rightarrow$ there exists $s_0 > 0$ and $C_n > 0$ such that $\sup_{s > s_0} |B_n - B(i)| \leq C_n(s)^{-N}$ holds if $s > s_0$, it follows that the second term on the rhs of (4.17) is bounded from above by

$$2B_n C_n(s)^{-M} \int_{-s}^{+s} |y|^2 \Phi_n(y)^2 \, dy \leq C_n B_n(s)^{-M} \tag{4.19}$$

if $s > s_0$. Hence it follows from (4.17)–(4.19) that

$$\sup_{s > s_0} s^M|\alpha_{jk}(s) - \lambda_j(b(s))\delta_{jk}| \leq C_n \tag{4.20}$$

holds for some $C_n > 0$, if we choose $s_0$ sufficiently large.

If we denote by $V_n(s)$ the linear subspace of $L^2(\mathbb{R})$ spanned by $\{\varphi(.b(s))\}_{i \in \mathbb{N}}$, then $(\alpha_{jk}(s))_{j,k \in \mathbb{N}}$ is the Hermitian symmetric matrix of $L_n(s)|_{V_n(s)}$ with respect to the basis $\{\varphi(.b(s))\}_{i \in \mathbb{N}}$. Let $\mu_0(s) \leq \cdots \leq \mu_n(s)$ be the eigenvalues of $(\alpha_{jk}(s))_{j,k \in \mathbb{N}}$. Let $(a_{ij})$ and $(b_{ij})$ be $n \times n$ Hermitian matrices and let $a_1 \leq \cdots \leq a_n$ and $b_1 \leq \cdots \leq b_n$ be their eigenvalues, respectively. Then it is easy to see that $|\alpha_0 - \beta_0|^2 \leq \sum |a_{ij} - b_{ij}|^2$ holds for any $k$. Hence it follows from (4.20) that

$$\sup_{s > s_0} s^M|\mu_j(s) - \lambda_j(b(s))| \leq C_n' \tag{4.21}$$

Then, by the variational principle [Reed and Simon (1978, Vol. IV, Theorem XIII.3)], we have $\Lambda_j^+ \leq \mu_j(s)$ for any $j \leq n$. Since $\Lambda_j^+$ is the $j$th eigenvalue of $L_n(s)$ and $\lambda_j(b(s)) \leq \Lambda_j^+$, we can deduce from (4.21) that

$$\sup_{s > s_0} s^M|\Lambda_j^+ - \lambda_j(b(s))| \leq C_n'' \tag{4.22}$$

holds if $j \leq n$. This shows the first assertion of the lemma.

In the case of $s \rightarrow -\infty$, we have the conclusion in a similar way, replacing the objects $\alpha_{jk}, L_n(s), L(b(s))$ and $\mu_j(s)$ by $(L_n(b(s))\varphi(.b(s)), \psi_k(.b(s)), L(b(s)), -\partial_x^2 + B_2^2(x-s)^2)$ and the eigenvalues of the matrix $([L_n(b(s))\varphi(.b(s)), \psi_k(.b(s))])_{j,k \in \mathbb{N}}$, respectively. Here, $\psi_k('s)$ is the eigenfunction of $-\partial_x^2 + B_2^2(x-s)^2$ corresponding to the $k$th eigenvalue $\Lambda_k^-$.

V. PROOF OF THEOREMS

A. Operators on the direct sum

To the end of this paper, we always assume (B.1), (B.2), (V.1)–(V.4).

Let $\{\varphi_k\}_{k \in \mathbb{N}}$ be the eigenfunctions given in Lemma 4.1. Because of Lemma 4.1, for any $l \in \mathbb{N}$, we can define a partial isometry $T_l$ from $L^2(\mathbb{R})$ into $L^2(\mathbb{R}^2)$ by $(T_l \varphi)(x, \eta) = \varphi_l(x, \eta) \varphi(\eta)$ for any $\varphi \in L^2(\mathbb{R})$. The adjoint operator $T_l^*$ from $L^2(\mathbb{R}^2)$ onto $L^2(\mathbb{R})$ is given by $(T_l^* \varphi)(\eta) = \int \varphi_l(x, \eta) F(x, \eta) \, dx$ for any $\varphi \in L^2(\mathbb{R})$. We now extend $T_l$ to an operator on the direct sum of Hilbert spaces $\Sigma_{l \in \mathbb{N}} \otimes L^2(\mathbb{R})$, more precisely, we define a partial isometry $T$ from $\Sigma_{l \in \mathbb{N}} \otimes L^2(\mathbb{R})$ into $L^2(\mathbb{R}^2)$ by $T(\oplus_l \varphi_l) = \sum_{l \in \mathbb{N}} T_l \varphi_l$ for any $\oplus_l \varphi_l \in \Sigma_{l \in \mathbb{N}} \otimes L^2(\mathbb{R})$. The unitarity of $T$ follows from the $L^2$-orthogonality of $\varphi_l$ with respect to the first variable. The adjoint operator $T^*$ from $L^2(\mathbb{R}^2)$ onto $\Sigma_{l \in \mathbb{N}} \otimes L^2(\mathbb{R})$ is given by $T^* F = \oplus_l T_l^* F$ for any $F \in L^2(\mathbb{R}^2)$. We set

$$W = T^* F W T 	ag{5.1}$$

for any multiplication operator $W$ on $L^2(\mathbb{R}^2)$ and set $\mathcal{H}_c = T^* F \mathcal{H}_c(b) F T(= \mathcal{H}_0 - \mathcal{V})$, both acting on the Hilbert space $\Sigma_{l \in \mathbb{N}} \otimes L^2(\mathbb{R})$, where $\mathcal{F}$ is the partial Fourier transform as in the preceding section and $\mathcal{V}$ is the operator (5.1) with $W = V$. 
For an operator \( A \) acting on the space \( \Sigma_{\mathbb{C}} \otimes L^2(\mathbb{R}) \), we say \( A \) belongs to \( \text{OpS}^m \) if all the matrix elements \( A_{jk}(j, k \in \mathbb{N}) \) of \( A \) (with respect to the direct sum decomposition) belong to the class \( \text{OpS}^m \). When all the matrix-valued PDOs under consideration have finitely many nonzero components, the standard PDO calculus as in Sec. II B is applicable also for the matrix-valued PDOs. In particular, Proposition 2.8 remains valid for the matrix-valued PDO with obvious modifications (e.g., we regard the product of symbols as the usual matrix product, etc.).

In the rest of this section we are concerned with the matrix-valued PDO \( \mathcal{V} = T^* \mathcal{F} \mathcal{V} \mathcal{T} \).

**Lemma 5.1:** Let \( m > 0 \) be as in (V.1). We have the following assertions.

1. The operator \( T^*_n \mathcal{F} \mathcal{V} \mathcal{T}_n \) on \( L^2(\mathbb{R}) \) belongs to \( \text{OpS}^{-m} \) for any \( n \in \mathbb{N} \), and moreover, for any \( \alpha, \beta \in \mathbb{N} \), there exists \( C_{ab} > 0 \) such that the Weyl symbol \( p_V \) of \( T^*_n \mathcal{F} \mathcal{V} \mathcal{T}_n \) on \( L^2(\mathbb{R}) \) satisfies the estimate
   \[
   \eta_{ab}^{(-m)}(p_V) \leq C_{ab} \eta_{ab}^{(-m)}(V) \tag{5.2}
   \]
   Here, \( \eta_{ab}^{(-m)} \) is the seminorm as in (2.2).

2. A principal symbol \( q_V \) of \( T^*_n \mathcal{F} \mathcal{V} \mathcal{T}_n \) is given by \( q_j(\eta, \eta') = V(b^{-1}(\eta), -\eta') \), and moreover, for any \( \alpha, \beta \in \mathbb{N} \), there exists \( C_{ab} > 0 \) such that the remainder estimates
   \[
   \eta_{ab}^{(-m)}(p_V - q_V) \leq C_{ab} \eta_{ab}^{(-m-1)}(\nabla V) \tag{5.3}
   \]
   holds. Here, we denote by \( \nabla V \) the first order derivatives of \( V \).

3. The operator \( T^*_i \mathcal{F} \mathcal{V} \mathcal{T}_j \) on \( L^2(\mathbb{R}) \) belongs to \( \text{OpS}^{-m-1} \) for any \( i, j \in \mathbb{N} \) satisfying \( i \neq j \), and moreover, for any \( \alpha, \beta \in \mathbb{N} \), there exists \( C_{ab} > 0 \) such that the Weyl symbol \( r_V \) of \( T^*_i \mathcal{F} \mathcal{V} \mathcal{T}_j \) on \( L^2(\mathbb{R}) \) satisfies the estimate
   \[
   \eta_{ab}^{(-m-1)}(r_V) \leq C_{ab} \eta_{ab}^{(-m-1)}(\nabla V) \tag{5.4}
   \]

**Proof:** First, assuming further that \( V \in \mathcal{S}(\mathbb{R}^2) \), we show the assertions (1)–(3). For any \( i, j \in \mathbb{N} \), we find that the operator \( T^*_i \mathcal{F} \mathcal{V} \mathcal{T}_j \) has the integral kernel \( K(\eta, \eta') = \int_{\mathbb{R}^2} \varphi_i(x, \eta) \varphi_j(x, \eta') V(x, y) e^{-i\xi y} d\xi dy \), which converges absolutely for each \( \eta, \eta' \), and so the Weyl symbol \( p_V \) is given by

\[
 p_V(\eta, \eta') = \int_{\mathbb{R}} e^{-\xi \cdot \eta} K(\eta + w/2, \eta - w/2) dw
 = \int \int \int_{\mathbb{R}^3} dx dw dz e^{-\xi \cdot \eta} \varphi_i(x, \eta + w/2) \varphi_j(x, \eta - w/2) V(x, z - \eta') \tag{5.5}
\]

where we changed the variable \( z = y + \eta' \) in the last line. An integration by parts yields that the rhs of (5.5) is equal to

\[
 \int \int \int_{\mathbb{R}^3} dx dw dz (z^{-2N} e^{-\xi \cdot \eta} D_x) V(x, \eta + w/2) V(x, \eta - w/2) V(x, z - \eta') \tag{5.6}
\]

for any \( N \in \mathbb{N} \). Using the estimate \( \langle \eta; \eta' \rangle \leq C(\eta; z - \eta')(\eta - b(x))(z) \), we find that, for any \( \alpha, \beta \),

\[
 \langle \eta; \eta' \rangle^{m+\alpha} |\partial^\alpha_\eta \partial^\beta_\eta p_V(\eta, \eta')| \\
 \leq C \int \int \int_{\mathbb{R}^3} dx dw dz (z^{-2N+m+\alpha} (\eta - b(x))^{m+\alpha} \\
 \times (D_x) V(x, \eta + w/2) V(x, \eta - w/2)) (x; z - \eta')^{m+\alpha} \\
 \times |\partial^\alpha_\eta \partial^\beta_\eta V(x, z - \eta')|
\]
\begin{equation}
\leq C' \eta_{i0}^{(m)}(V) \int_{\mathbb{R}^2} dx \, dw \, (\eta - b(x))^{m+\delta} |\phi_\eta(D_w)'^{2N}(\phi(x, \eta + w/2)\phi(x, \eta - w/2))|
\end{equation}

if we take \( N \) so that \( 2N - m - \alpha > 1 \). By Lemma 4.7, we have

\begin{align}
|\phi_\eta(D_w)'^{2N}(\phi(x, \eta + w/2)\phi(x, \eta - w/2))| \\
\leq C_{\mathcal{F}N} \sum_{0 \leq \beta' \leq \beta} \sum_{0 \leq \beta'' \leq 2N'} |\phi_{\beta' - \beta + 2N'}(x, \eta + w/2)\phi_{\beta''}(x, \eta - w/2)|
\leq C'_{\mathcal{F}N} \exp(-c(b(x) - \eta - w/2)^2 - (b(x) - \eta + w/2)^2)) = C'_{\mathcal{F}N} \exp(-2c(b(x) - \eta)^2 - cw^2/2)
\end{align}

Hence, the integral on the rhs of (5.7) converges absolutely, because of Lemma 4.2. Especially, when \( i = j = n \), this proves the assertion (1) under the temporal assumption on \( V \).

We show the assertions (2) and (3). The first order Taylor expansion yields that

\begin{align}
V(x, z - \eta^*) &= V(b^{-1}(\eta), - \eta^*) + (x - b^{-1}(\eta)) \int_0^1 (\partial_i V)(\theta x + (1 - \theta)b^{-1}(\eta), \theta z - \eta^*) - (1 - \theta) \eta^*)d\theta \\
&+ \varepsilon \int_0^1 (\partial_i V)(\theta x + (1 - \theta)b^{-1}(\eta), \theta z - \eta^*) - (1 - \theta) \eta^*)d\theta,
\end{align}

where \( \partial_i V \) denotes the derivative of \( V \) with respect to the \( j \)th variable. In (5.5), the symbol corresponding to the first term on the rhs of (5.8) is given by

\begin{align}
\int \int \int_{\mathbb{R}^3} dx \, dw \, dz \, e^{-i \omega z} \phi(x, \eta + w/2)\phi(x, \eta - w/2) V(b^{-1}(\eta), - \eta^*) \\
= \int_{\mathbb{R}} \phi(x, \eta)\phi(x, \eta) dx \, V(b^{-1}(\eta), - \eta^*) = V(b^{-1}(\eta), - \eta^*) \delta_{ij},
\end{align}

where we used the Fourier inversion formula. We can derive the estimate (5.3) for the symbols corresponding to the second and the third terms on the rhs of (5.8) in the same way as in the proof of (5.2), using the facts that \( |\phi_\eta'(x - b^{-1}(\eta))| \leq C_{\mathcal{F}}(x - b^{-1}(\eta)) \), which follows from (B.2), and that \( \langle \eta, \eta^* \rangle \leq C(b^{-1}(\eta) - \eta^*) \leq C'(b(x + (1 - \theta)b^{-1}(\eta); \theta z - \eta^*) - (1 - \theta) \eta^*) \langle x - b^{-1}(\eta)(z) \rangle \). Then we have the assertions (2) and (3) when \( V \in \mathcal{S}(\mathbb{R}^3) \).

Finally, we give a proof for general \( V \). We consider only the case of \( i = j = n \), since the case of \( i \neq j \) is similar. Since the space \( \mathcal{S}(\mathbb{R}) \) is dense in \( \mathcal{S}' \) for any \( k > 0 \), we can approximate \( V \) by an appropriate sequence \( \{ V_j \}_{j=1}^\infty \subset \mathcal{S}(\mathbb{R}^3) \) in \( \mathcal{S}' \) for any \( k > 0 \). We consider the equality

\begin{equation}
T_n^* F V_j F T_n = Op(q_{ij}) + R(\nabla V),
\end{equation}

where \( R(\nabla V) \) stands for the remainder term. Then it follows from Lemma 2.5, (5.2) and (5.3) that the rhs of (5.9) converges to \( Op(q_{ij}) + R(\nabla V) \) as \( l \to \infty \) in the norm operator topology. On the other hand, the left-hand side (lhs) of (5.9) converges to \( T_n^* F V_j F T_n \) as \( l \to \infty \) in the weak operator topology by definition. Thus, the lemma is true for general \( V \)’s.

The next lemma follows immediately from Lemma 5.1 if we replace \( V \) by \( V^{a}\).

\begin{lemma}
Let \( V \) be the operator (5.1) with \( W = V \). Let \( \alpha > 0 \). Set \( V_0^{ij} = \sum_{ij} F V^{\alpha} F T_j \) for any \( i, j \in \mathbb{N} \). If we regard \( \S_{ij}^{\alpha} \) as an operator from the \( j \)th component to the \( i \)th component of \( \S_{ij} = \mathbb{N} \otimes \mathcal{L}(\mathbb{R}^3) \), then \( \S_{ij}^{\alpha} \) is \( \mathcal{A} \) DO whose symbol is given by the form \( V(b^{-1}(\eta), - \eta^*) \mathcal{D}_{ij} + OpS^{-\alpha+1} \).
\end{lemma}

We need the following result in the place where we use Proposition 2.8.

\begin{lemma}
Let \( \lambda \in \mathbb{R} \setminus \text{Spec}(H_0(b)) \) and let \( y \) be as in Sec. I. For any \( l \in \mathbb{N} \), we have \( \lim_{\epsilon \to 0} \S_{ij}^{\alpha} \mathcal{D} \text{Vol} \{ (x, \xi) \in \mathbb{R}^2 \mid V(b^{-1}(x), - \xi) > \epsilon^{-2} |\lambda l(x) - \lambda| \} = \nu(l) \).
\end{lemma}

\begin{proof}
Note that \( |\lambda l(x) - \lambda| \geq C_\lambda > 0 \) holds for some \( C_\lambda \), independent of \( l, x \). For simplicity,
we set $F_l=(x,\xi) \in \mathbb{R}^2 \mid V(b^{-1}(x),-\xi)>g^{-1}|\lambda_l(x)-\lambda|$, $F'_l=(x,\xi) \in \mathbb{R}^2 \mid V(x,\xi)>g^{-1}|\lambda_l(b(x)))-\lambda|$ for any $l \in \mathbb{N}$. By changing the variables $(x,\xi) \to (b(x),-\xi)$, we find that $(1/2\pi)\text{Vol}(F_l)=\int_{F'_l} B(x) dx \, d\xi = J_0 + J_+ + J_-$, where we set

$$J_0 = \int_{F'_l \cap \{ x \leq g^{1/2m} \}} B(x) dx \, d\xi, \quad J_+ = \int_{F'_l \cap \{ x > g^{1/2m} \}} B(x) dx \, d\xi,$$

respectively. We first consider the integral $J_0$. By (B.1), (V.1), there exists $C>0$ such that $J_0 \leq B_+ \text{Vol}\{(x,\xi) \in \mathbb{R}^2 \mid C(x,\xi)^{-m} \leq C_g g^{-1}, |x| \leq g^{1/2m}\} = o(g^{2m})$ holds as $g \to \infty$. Next, we consider the integral $J_+$. We divide $J_+ = J_{+,1} + J_{+,2}$ with

$$J_{+,1} = \int_{F'_l \cap \{ x > g^{1/2m} \}} (B(x) - B_+) dx \, d\xi,$$

$$J_{+,2} = \frac{B_+}{2\pi} \text{Vol}\{(x,\xi) \in \mathbb{R}^2 \mid V(x,\xi) > g^{-1}|\lambda_l(b(x)) - \lambda|, x \geq g^{1/2m}\}.$$

Using (B.2) we find that $|J_{+,1}|$ is bounded from above by

$$C \int_{F'_l \cap \{ x \leq g^{1/2m} \}} \langle x \rangle^{-M} \, dx \, d\xi \leq C g^{-M/2m} \text{Vol}\{(x,\xi) \in \mathbb{R}^2 \mid \langle x,\xi \rangle^{-m} \geq C_g g^{-1}, x \geq g^{1/2m}\},$$

which is of order $o(g^{2m}/m)$ as $g \to \infty$. If $x = g^{1/2m}$, then $|\lambda_l(b(x)) - \lambda| \geq |\lambda_l^n - \lambda| - |\lambda_l(b(x)) - \lambda_l^n| \geq |\lambda_l^n - \lambda| - C\langle x \rangle^{-M} \geq |\lambda_l^n - \lambda| - C g^{-M/2m}$ holds because of Lemma 4.8. Then we find that $J_{+,2} = (B_+ \pi)\langle \lambda_l^n - \lambda \rangle^{-2m/\gamma + g^{2m}} + o(g^{2m})$ as $g \to \infty$ in the same way as in the proof of Lemma 3.6. We can estimate the integral $J_-$ similarly.

**B. Preliminary estimates**

The proofs of Theorems 1.1, 1.4, and 1.5 given below are essentially the same as those of Theorems 1.2, 1.1 in Raikov (1993) and that of Theorem 2.2 in Raikov (1998), respectively. However, we reproduce the proofs of Theorems 1.1–1.5 for the sake of completeness.

Let $\Lambda^{(n)}_l < \lambda < \Lambda^{(n)}$, take an integer $N_0$ greater than $n$ and set $L_\pm=\{-1,0,\ldots,-n-1\}, L_+=\{n,n+1,\ldots,N_0\}$. Define the orthogonal projections $P_\pm, P_\gets, P_\rightarrow$, and $P_{\rightarrow\leftarrow} = P_\gets + P_\rightarrow$ on the space $\Sigma_{l \in \mathbb{N}} \otimes L^2(\mathbb{R})$ by $P_\pm = \Sigma_{l \in \mathbb{N}} \oplus \text{id} L^2(\mathbb{R})$, respectively, $P_{\rightarrow\leftarrow} = \text{id} - P_\gets - P_\rightarrow$, and $P_{\rightarrow\leftarrow} = \text{id} - P_\rightarrow$. Here, “id” stands for the identity operator. These projections $P_\pm, P_\rightarrow$ commute with each other and with the operator $\mathcal{H}_\psi$.

**Lemma 5.4:** We have the asymptotic relations

$$\lim_{g \to \infty} g^{-2m} N(g^{-1} < |H_0 - \lambda|^{-1} \gamma^{3/2}) = \sum_{l \in L_\pm} \nu_l(\lambda), \quad (5.10)$$

$$\lim_{g \to \infty} g^{-2m} N(g^{-1} < P_\pm \gamma^{3/2} P_\pm |H_0 - \lambda|^{-1} \gamma^{3/2} P_\pm) = \sum_{l \in L_\pm} \nu_l(\lambda), \quad (5.11)$$

respectively. Here, the operators $H_0$ and $\mathcal{V}$ are as in Sec. V A.

**Proof:** It follows from $\text{Spec}(A^*A) \setminus \{0\} = \text{Spec}(AA^*) \setminus \{0\}$ that

$$N(g^{-1} < |\gamma^{3/2} P_\pm |H_0 - \lambda|^{-1} \gamma^{3/2}) = N(g^{-1} < |H_0 - \lambda|^{-1/2} P_\pm \mathcal{V} P_\pm |H_0 - \lambda|^{-1/2}).$$

The operators $|H_0 - \lambda|^{-1/2} P_\pm$ are matrix-valued $\Psi$DOs on $\Sigma_{l \in L_\pm} \otimes L^2(\mathbb{R})$ and have the symbol $((\langle \lambda_l^\pm(\eta) - \lambda_l^\pm \rangle^{-1} \delta_{l,l})_{l \in L_\pm})$, which belong to the class $OpX^0$ by Lemma 4.5, and the operators $|H_0 - \lambda|^{-1/2} P_\pm \mathcal{V} P_\pm |H_0 - \lambda|^{-1/2}$ are matrix-valued $\Psi$DOs whose principal symbols are given by $\langle \lambda_l^\pm(\eta)$.
Lemma 5.5: We have the asymptotic relations

\[ \lim_{\mu \to 0} \mu^{2m} N(\mu < P_\mu Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu ) = 0, \]

(5.12)

\[ \lim_{\mu \to 0} \mu^{2m} N(\mu < P_\mu Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu ) = 0, \]

(5.13)

\[ \lim_{\mu \to 0} \mu^{2m} N(\mu < P_\mu Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu ) = 0. \]

(5.14)

**Proof:** Since \( P_\mu Y_{1/2} P_\mu Y_{1/2} P_\mu = P_\mu Y_{1/2} (id - P_\mu) Y_{1/2} P_\mu = P_\mu Y P_\mu - (P_\mu Y Y_{1/2} P_\mu )^2 \), we can deduce from Lemma 5.2 that \( P_\mu Y_{1/2} P_\mu Y_{1/2} P_\mu \) belongs to \( OpS^{-m} \). Then it follows from (2.4) that \( N(\mu < |H_0 - \lambda^{-1} Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu ) = O(\mu^{-2(m+1)}) = o(\mu^{-2(m+1)}) \) as \( \mu \to 0 \). This proves (5.12) since \( Spec(A')(\{0\}) = Spec(A(A')^{-1})(\{0\}) \).

The operator \( P_\mu Y_{1/2} P_\mu \) belongs to \( OpS^{-m-2} \) by Lemma 5.2 since \( \Sigma_{\ell \in I} L^2(\mathbb{R}) \) and \( \Sigma_{\ell \in I} \oplus L^2(\mathbb{R}) \) are orthogonal, and \( P_\mu Y_{1/2} P_\mu Y_{1/2} P_\mu = (P_\mu Y_{1/2} P_\mu )^3 (P_\mu Y_{1/2} P_\mu ) \) belongs to \( OpS^{-m-2} \). Then (2.4) proves (5.13).

By the definition of \( P_\infty \) and the min–max argument, we have

\[ N(\mu < P_\mu Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu ) \leq N(\Lambda_{N_0+1} - \lambda) \mu < P_\mu Y P_\mu ) \leq C(\Lambda_{N_0+1} - \lambda)^{-2m} \mu^{-2m}, \]

where we used the fact that \( P_\mu Y P_\mu \in OpS^{-m} \) and (2.4) in the last inequality. Since \( \Lambda_{N_0+1} \) tends to infinity as \( N_0 \to \infty \), we have the conclusion.

**Lemma 5.6:** We have \( \lim_{N_0 \to \infty} \sup_{\mu \in \{0\}} \mu^{2m} N(\mu < Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu ) = 0. \)

**Proof:** If we choose \( N_0 > 0 \) so large that \( \lambda \leq \Lambda_{N_0+1}^{-1/2} \) holds, then \( \Lambda_{N_0+1}^{-1/2} \lambda \) holds for any \( j \geq N_0 + 1 \) and for any \( \eta \in \mathbb{R} \), from which we have \( P_\infty | H_0 - \lambda^{-1/2} \leq 4(\lambda_{N_0+1} - \lambda_{N_0+1}^{-1/2})^{-1} \). Then the variational principle yields the estimate \( N(\mu < \lambda_{N_0+1}^{-1/2} | H_0 - \lambda_{N_0+1}^{-1/2} ) \leq N(H_0(b) = \Lambda_{N_0+1}^{-1/2}) = \sum_{\ell \in N_0} \nu(\Lambda_{N_0+1}^{-1/2}) (4/\mu)^{2m} (1 + o(1)) \) as \( \mu \to 0 \), where we used Theorem 1.1 proved in Sec. III in the last inequality. Finally, the lemma follows from the asymptotic relation \( \lim_{N_0 \to \infty} \sum_{\ell \in N_0} \nu(\Lambda_{N_0+1}^{-1/2}) = 1 \).

**C. Proof of Theorem 1.1**

Using the inequality \( Y_{1/2} (H_0 - \lambda)^{-1} Y_{1/2} \leq Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} \), we have, for any small \( \varepsilon > 0 \),

\[ N(\nu \leq N(g^{-1} < Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} \leq N((1 - \varepsilon) g^{-1} < Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} ) \]

where we used the (generalized) Birman–Schwinger principle [see, e.g., Alama, Deift, and Hempel (1989), Birman (1991)] and the Weyl–KyFan inequality. Then by Lemma 5.4 and Lemma 5.6, we obtain the upper bound \( \lim_{\mu \to \infty} \sup_{\mu \in \{0\}} g^{-2m} N(\nu \leq \sum_{\ell \in N_0} \nu(\lambda) \geq 1 \) and \( N_0 \to \infty \). Next, we obtain the lower bound. For any small \( \varepsilon > 0 \), we have

\[ P_\nu Y_{1/2} (H_0 - \lambda)^{-1} Y_{1/2} \leq P_\nu Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu \leq P_\nu Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu \]

\[ \geq P_\nu Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu + P_\nu Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu \]

\[ - 2 \Re (P_\nu Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu \geq (1 - \varepsilon) Y_{1/2} P_\mu \leq \varepsilon \varepsilon - \varepsilon P_\nu Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu , \]

where we used the inequality \( P_\nu Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu \geq 0 \) in the first inequality and used the estimate \( 2|u, Y_{1/2} P_\mu | H_0 - \lambda)^{-1} Y_{1/2} P_\mu | u| \leq \varepsilon \|H_0 - \lambda)^{-1} Y_{1/2} P_\mu | Y_{1/2} P_\mu | u| \|^2 \) in
the second inequality. Then, by a variational argument similar to that used in the case of the upper bound, we can derive the lower bound $\lim_{g \to \infty} s^{-2m} N^g_s(\lambda) \geq \sum_{l=1}^{l_0} \nu_l(\lambda)$, using Lemma 5.4 and Lemma 5.5. This completes the proof of Theorem 1.1.

D. Proof of Theorem 1.4

By the Birman–Schwinger principle, we have the upper bound

$$N^g_s(\lambda) = N(g^{-1} < -\gamma^{1/2}(H_0 - \lambda)^{-1/2}) \leq N(g^{-1} < \gamma^{1/2}P_-|H_0 - \lambda|^{-1/2})$$

$$\leq \sum_{l=1}^{l_0} \nu_l(\lambda)g^{-2m}(1 + o(1))$$

as $g \to \infty$, where we used the inequality $-\gamma^{1/2}(H_0 - \lambda)^{-1/2} = \gamma^{1/2}P_-|H_0 - \lambda|^{-1/2} - \gamma^{1/2}P_0|H_0 - \lambda|^{-1/2}$ in the first inequality and used (5.10) in the last inequality. Next, for any small $\varepsilon > 0$, there exists $C_\varepsilon > 0$, independent of $g,N_0$, such that

$$N^g_s(\lambda) \geq N(g^{-1} < -P_-\gamma^{1/2}(H_0 - \lambda)^{-1/2}P_-) \geq N((1 + \varepsilon)g^{-1} < P_-\gamma^{1/2}P_-|H_0 - \lambda|^{-1/2}P_-)$$

$$-N(C_{\varepsilon}g^{-1} < P_-\gamma^{1/2}P_-|H_0 - \lambda|^{-1/2}P_-) \geq N((1 + \varepsilon)g^{-1} < P_-\gamma^{1/2}P_-|H_0 - \lambda|^{-1/2}P_-)$$

$$-N(C_{\varepsilon}g^{-1} < P_-\gamma^{1/2}P_-|H_0 - \lambda|^{-1/2}P_-) - N(C_{\varepsilon}g^{-1} < P_-\gamma^{1/2}P_-|H_0 - \lambda|^{-1/2}P_-)$$

$$\geq \sum_{l=1}^{l_0} \nu_l(\lambda)(g/(1 + \varepsilon))^{2m}(1 + o(1))$$

as $g,N_0 \to \infty$, where we used the Weyl–KyFan inequality in the second and the third inequalities and Lemma 5.4 in the last line. This gives the lower bound and we complete the proof.

E. Proof of Theorem 1.5

Let $\lambda_{n-1} < \lambda < \mu < \lambda_n$. Set $\gamma=(\mu+\lambda)/2, \tau=(\mu-\lambda)/2$ and set $P_+ = P_0 + P_\tau$. Since $P_\lambda(H_\lambda - \gamma)^2P_\tau = (P_\lambda(H_\lambda - \gamma)P_\tau)^2 = g^2P_\lambda P_\tau P_\tau P_\lambda$, we have, for small $\varepsilon > 0$, $N(\lambda \leq H_\lambda(b) < \mu)$

$$\geq N((\lambda - \gamma)^2 < \tau^2) \geq N(P_\lambda(H_\lambda - \gamma)^2P_\tau < \tau^2) \geq N(P_\lambda(H_\lambda - \gamma)^2P_\tau < \tau^2 - \varepsilon) - N(C_\varepsilon g^2P_\lambda P_\tau P_\tau P_\lambda)$$

$$\geq N((\lambda - \gamma)^2 < \tau^2) - e + o(g^{2m})$$

as $g \to \infty$. Here, we used the fact that the operator $P_\lambda = P_\lambda P_\tau P_\tau P_\lambda$ is a matrix-valued $\Psi$DO of the class $OpS^{2m-1}$. Setting $\lambda_1 = \gamma \sqrt{1-\varepsilon}$ and $\mu_1 = \gamma \sqrt{1+\varepsilon}$, we have $N(\lambda_1 < P_\lambda H_\lambda < \mu_1) \geq N((\lambda - \gamma)^2 < \tau^2) - e$. Since $N((\lambda - \gamma)^2 < \tau^2) = \sum_{l=1}^{l_0} \nu_l(\lambda_1, \mu_1)g^2(1 + o(1))$ as $g \to \infty$, we used the Birman–Schwinger principle and Theorem 1.1. Finally, we have Theorem 1.5. Let $\varepsilon \downarrow 0$ and $N_0 \to \infty$.

11 Levendorskiĭ, S. L., “The asymptotics for the number of eigenvalue branches for the magnetic Schrödinger operator 
(1997).