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Simulating tunneling processes as well as their observation are challenging problems for many
areas. In this study, we consider a double-well potential system coupled to a heat bath with a
linear-linear �LL� and square-linear �SL� system-bath interactions. The LL interaction leads to
longitudinal �T1� and transversal �T2� homogeneous relaxations, whereas the SL interaction leads to
the inhomogeneous dephasing �T2

*� relaxation in the white noise limit with a rotating wave
approximation. We discuss the dynamics of the double-well system under infrared �IR� laser
excitations from a Gaussian–Markovian quantum Fokker–Planck equation approach, which was
developed by generalizing Kubo’s stochastic Liouville equation. Analytical expression of the Green
function is obtained for a case of two-state-jump modulation by performing the Fourier–Laplace
transformation. We then calculate a two-dimensional infrared signal, which is defined by the
four-body correlation function of optical dipole, for various noise correlation time, system-bath
coupling parameters, and temperatures. It is shown that the bath-induced vibrational excitation and
relaxation dynamics between the tunneling splitting levels can be detected as the isolated
off-diagonal peaks in the third-order two-dimensional infrared �2D-IR� spectroscopy for a specific
phase matching condition. Furthermore, this spectroscopy also allows us to directly evaluate the rate
constants for tunneling reactions, which relates to the coherence between the splitting levels; it can
be regarded as a novel technique for measuring chemical reaction rates. We depict the change of
reaction rates as a function of system-bath coupling strength and a temperature through the 2D-IR
signal. © 2005 American Institute of Physics. �DOI: 10.1063/1.1906215�

I. INTRODUCTION

Tunneling process in a dissipative environment has enor-
mous importance for many areas in physics, chemistry, and
biology.1–3 For the purpose of understanding the process, nu-
merous theoretical studies have been devoted from analytical
and computational approaches compared with experimental
results. Nevertheless, many interesting problems are yet left
for study due to the difficulties of theoretical treatments and
experimental observations.

In this paper, we employed a Gaussian–Markovian quan-
tum Fokker–Planck equation to study dissipative tunneling
dynamics including a nonlinear system-bath interaction,
which had not been taken into account in former studies. Our
main purpose is, however, not only to develop a theoretical
method, but also to demonstrate the advantage of analyzing
the tunneling process by means of two-dimensional spectros-
copy. Traditionally the tunneling process has been character-
ized by a chemical reaction rate.4–8 Unfortunately, the
change of chemical reaction rate as a function of temperature
or system-bath coupling does not easily reveal microscopic
details of the underlying mechanism and process involved in
tunneling. In a gas phase, absorption,9,10 electronically

resonant11 or microwave spectroscopy12 may provide impor-
tant information such as the frequency of the tunneling split-
ting levels; however, in a condensed phase, one cannot
clearly extract transition rates between different levels be-
cause the spectra are usually broadened and featureless due
to the environment in which much information is buried.

Both the reaction rate and infrared �IR� absorption spec-
trum are characterized by two-body correlation functions of

physical operators as ��Ô�t� ,Ô��, where Ô is the probability
density or flux for reaction rate,4–6 and the dipole operator
for IR absorption spectrum.13–15 It is generally the case for
one-dimensional observables—those that are characterized
by two-body correlation functions, and hence have one inde-
pendent time or frequency variable—that one cannot
uniquely extract information on the molecular system in the
condensed phase. To solve this problem, one needs to ex-
plore multidimensional observables which can be character-
ized by multibody correlation functions, even though one has
to overcome many theoretical and experimental difficulties.

Among many tunneling processes, here we focus on a
proton transfer �PT� reaction process, which has been a sub-
ject of the great interest in spectroscopy. We then explore
multidimensional vibrational spectrum, which is the optical
analog of the multidimensional NMR techniques and has re-
cently been investigated by many groups.16,17 The distinctive
advantage of the multidimensional vibrational spectroscopy
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is due to the multiple pumping and probing processes, which
can be described by the multibody correlation functions of
the polarizability or the dipole moment as a function of the

relevant vibrational coordinate. For any physical operator Ô
the n-body correlation function is expressed as

CO
�n��tn−1,tn−2,…,t1�

= �����Ô�tn−1�,Ô�tn−2��,…�,Ô�t1��,Ô�� , �1�

where Ô�t� is the Heisenberg operator of Ô and �¯� means

the ensemble average. For Raman and IR case, Ô corre-
sponds to the polarizability and the dipole moment, respec-
tively; the third-order Raman and second-order IR processes
are represented by its three-body correlation function,
whereas the seventh-order Raman and third-order IR are by
its four-body correlation function.15,16 If the system is har-
monic and the polarizability or the dipole moment is the
linear function of molecular coordinate, then the three-body
correlation function will be vanished due to the Gaussian
integrals involved in the thermal average. The four-body cor-
relation function will be also vanished due to the destructive
contribution of the coherence involved in the different Liou-
ville paths of optical process. Thus the presence of the non-
linear coordinate dependence of the polarizability or dipole
and the anharmonicity of potential or system-bath interac-
tion, etc., is essential to have a signal. In linear spectroscopy
which is defined by a two-body correlation function, the
main contribution of the signal arises from harmonic vibra-
tional motion; nonharmonic effects are merely the small cor-
rection of the harmonic contribution; however, in higher-
order vibrational spectroscopy, anharmonicity leads the
leading order contribution. Therefore, one may consider that
linear vibrational spectroscopy is the spectroscopy to see the
character of harmonic vibrational motions, whereas the
higher-order vibrational spectroscopy is the spectroscopy to
detect nonharmonic kinetics.

Consequently, multidimensional spectroscopy has been
proven to be a valuable and versatile tool for diverse topics
in the condensed phases as the anharmonisity of
potentials,18–20 vibrational mode coupling,21–26 vibrational
dephasing mechanisms,27–32 bath-induced coherence transfer
processes,33 and structural changes of large molecules.17,34–39

For fifth-order Raman spectroscopy experiments, signals cor-
responding to various Raman polarizability tensor elements
were measured for intermolecular vibrational modes of liq-
uid CS2 �Refs. 40–42� and solutions of CS2 �Ref. 43� by
minimizing the cascade contributions,44,45 which were under-
estimated in the initial attempts of experiments.46–48 For the
third-order IR experiments, the femtosecond phase-
controlled IR pulses are now available to obtain the hetero-
dyne detected signals from the matter.36 The two-
dimensional plots of the three-pulse vibrational echo
technique were applied to the conformational fluctuation of
an �-helical peptide,49,50 model dipeptides,51,52 molecular
stretching mode,53 and hydrogen bonding interaction be-
tween solute and solvent.54–58

In this paper, we examine this sensitivity to study a dis-
sipative tunneling dynamics. To investigate, we employ one-

dimensional double-well potential system. The simplicity of
the model system, where the reaction coordinate is restricted
to one dimension, may limit the value of any direct compari-
sons to actual future experiments. However, the use of a
simple system is advantageous in clarifying the issues that
must be considered in realistic and experimental cases. Since
we used energy eigenstates representation instead of coordi-
nate states, the extension to multidimensional potential sys-
tem is straight forward, although the number of the eigen-
states to be included increased dramatically as the dimension
of coordinate increases, which makes numerical calculation
very difficult.

To include dissipation, one commonly employs different
models and assumptions for an optical case and a chemical
reaction case. In optics, PT system has been studied by a
discrete energy eigenstate system coupled with a white noise
heatbath in rotating wave approximation �RWA� form; the
dynamics of the system is described by the longitudinal �T1�
and transverse �T2� relaxation times. In addition, the effect of
vibrational dephasing is incorporated by stochastic frequency
modulation which is characterized by T2

* in the motional
narrowing limit. In such limit, the equation of motion re-
duces to the optical Bloch equation or Redfield equation,
which are characterized by the simple relaxation constants
�1=1/T1 and �2=1/2T2+1/T2

*. On the other hand, in the
study of chemical reaction process, the system is expressed
in molecular coordinates linearly coupled �LL interaction� to
the heatbath �Brownian model�. The dynamics of the system
is studied by path-integral approach59 or reduced equation of
motion approach8,60–62 without RWA for colored noise. The
framework of the theory is therefore more general than the
energy eigenstate model; however, the LL interaction leads
to only T1 and T2 relaxation in the white noise case. In order
to include the vibrational dephasing, one therefore includes a
square-linear �SL� coupling27,28,63 in addition to the LL inter-
action. The SL interaction reduces not only vibrational
dephasing but also energy transfer. What is more important
about this interaction is the cross-term contribution between
LL+SL,29,30 which gives rise to such important effect as the
coherent transfer.33,64 We solve this model for colored noise
without RWA at finite temperature.

In this paper, we investigate the nonadiabatic PT reac-
tion system, where the reaction barrier is rather high com-
pared with the thermal activation energy and consequently
the reaction occurs via tunneling, in the condensed phase.
Specifically, we demonstrate the ability of two-dimensional
IR spectroscopy to separate and observe directly the vibra-
tional excitation and relaxation dynamics of interest; this al-
lows us to directly evaluate the rate constants for tunneling
chemical reactions in the dissipative environment.

The paper is organized as follows: In Sec. II we intro-
duce the model for a nonadiabatic PT system in the con-
densed phase. In Sec. III we derive the third-order IR re-
sponse function by the Gaussian–Markovian quantum
Fokker–Planck equation approach. In Sec. IV numerical re-
sults are presented for the two-dimensional �2D� IR signal
and are discussed. Here, it is shown that the bath-induced
vibrational excitation and relaxation dynamics between the
tunneling splitting levels can be detected as the isolated off-
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diagonal peaks in the third-order 2D-IR spectroscopy for a
specific phase matching condition. Furthermore, it is also
demonstrated that this spectroscopy also allows us to directly
evaluate the rate constants for tunneling chemical reactions,
which relates to the coherence between the splitting levels.
Finally, Sec. V is devoted to conclusion remarks.

II. THE DISSIPATIVE PROTON TRANSFER SYSTEM

The PT dynamics in principle is a multidimensional
process.64 We will, however, treat the PT dynamics as a one-
dimensional process in order to keep our model as simple as
possible such that the information content of two-
dimensional IR spectroscopy can be clearly identified. We
consider the one-dimensional double-well system A defined
by the Hamiltonian,

ĤA =
P̂2

2M
+

U0

Q0
4 �Q̂ − Q0�2�Q̂ + Q0�2, �2�

where M , Q̂, and P̂ denote the mass of a proton, the reaction

coordinate, and the conjugate momentum to Q̂, respectively,
and U0 is the height of the reaction barrier separating the two
minima which are located at ±Q0 as shown in Fig. 1. All
other degrees of freedom of the total system, i.e., intramo-
lecular and solvent modes, are comprised in bath modes. In
the energy eigenstates representation, the Hamiltonian of the

system A is expressed as ĤA�j�=Ej�j�. The tunneling pro-
cesses are characterized by the pairs of states separated by
tunneling splitting energy. We introduce a transition fre-
quency between two states �� jk�Ej −Ek. From the instanton
approach,65,66 the tunneling splitting frequency in the vibra-
tional ground state for the system A is obtained as

�10 = �well	 128U0

���well
exp
−

16U0

3��well
� , �3�

where �well���21� is the characteristic dynamical frequency
of the system:

�well =	 8U0

MQ0
2 . �4�

The nonadiabatic or deep tunneling limit of the PT reaction
is characterized by the following condition:67

��10 � kBT � ��well, �5�

where kB and T are the Boltzmann constant and the tempera-
ture, respectively.

The Hamiltonian of the total system is assumed to be of
the form

Ĥtot = ĤA + 
j
� p̂j

2

2mj
+

1

2
mj� j

2
x̂j −
cjV�Q̂�
mj� j

2 �2� , �6�

where the bath degrees of freedom are treated as an ensemble
of harmonic oscillators, and the coordinate, momentum,
mass, and frequency of the jth bath oscillator are given by
x̂j , p̂j ,mj, and � j, respectively.

In Eq. �6�, the system-bath interaction is expressed as

ĤI = − 
j

cjx̂jV�Q̂� , �7�

where cj denotes the coupling strength to the jth bath mode.
For the bath coordinate x̂j we take into account only the

linear dependence; for the system coordinate Q̂ we include
terms up to second order,

V�Q̂� = KLLQ̂ +
KSL

2
Q̂2. �8�

Constants KLL�0 and KSL are introduced to specify the rela-

tive importance of the couplings via the Q̂ and Q̂2 terms,
respectively. We refer to the term proportional to KLL as the
LL coupling term, and the term proportional to KSL as the SL
coupling term. Conventionally, Brownian oscillator models
with only the LL coupling term have been used to explore
the dissipative effects on quantum processes in the con-
densed phase. In spectroscopy, the LL term is responsible for
energy dissipation from the vibrational system to the envi-
ronment, which is referred as the population decay and
dephasing in the white noise limit with RWA, i.e., the T1 and
T2 processes in NMR. This term is, however, insufficient to
induce vibrational pure dephasing due to level fluctuations or
the T2

* process in the white noise limit. In order to introduce
the pure dephasing, we have to incorporate the SL coupling

term cjx̂j ·KSLQ̂2 /2.27,28,63 This term induces frequency
modulations of the relevant system. For instance, for a har-
monic oscillator system with a fundamental frequency �0,
the instantaneous frequency modulations is expressed as

��t� = 	�0
2 + 

j

cjKSLxj�t�/M . �9�

Furthermore, in addition to the LL interaction, this interac-
tion reduces not only vibrational dephasing but also energy
transfer. What is more important about this interaction is the
cross-term contribution between LL+SL,29,30 which gives
rise to important effect for multidimensional spectroscopy.
For the PT system, it is known that such mode promotes the

FIG. 1. Potential Eq. �2� with the lowest eigenstates for Q0=0.76 a0 and
U0=2500 cm−1. These parameters give rise to a tunneling splitting fre-
quency �10=20 cm−1. The dipole-allowed IR transitions are shown as well;
we set �30=3000 cm−1 and �21=2000 cm−1 for clarity. In this study, the four
lowest states have been taken into account.
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transfer event by effectively reducing the reaction barrier.64

The bath dynamics—and hence the system-bath
correlation—can be characterized by the spectral distribution
function defined by

J��� = 
j=1

N
cj

2

2mj� j
��� − � j� . �10�

We should notice that the typical relaxation time for the bath
cannot be negligibly small when we discuss ultrafast phe-
nomena such as proton transfer dynamics. Instead of
Gaussian-white noise, we must therefore consider a colored
noise bath; namely, a Gaussian–Markovian noise bath. The
spectral distribution function, Eq. �10�, for the Gaussian–
Markovian noise bath is given by the Ohmic form with the
Lorentzian cutoff:68

JGM��� =
M	

�


2�


2 + �2 . �11�

Here, the constant 
 represents the width of the spectral dis-
tribution of the bath modes and is related to the correlation
time of the noise induced by the bath:

�c = 1/
 . �12�

To see this relationship, we define the collective bath coor-
dinate of the bath modes as

X̂ = 
j

cjx̂j . �13�

Within the high-temperature approximation ��
�1��
=1/kBT�, the symmetrized correlation function of the collec-
tive bath coordinate takes a single exponential decay form68

1

2
�X̂�t�X̂�0� + X̂�0�X̂�t��B =

M	


�
e−
�t�, �14�

where X̂�t� is the Heisenberg representation of X̂ and �¯�B

means taking the thermal average with respect to the bath
degrees of freedom. Equation �14� states that the bath oscil-
lators disturb the system A with Gaussian–Markovian noise.
	 is related to the system-bath coupling strength. The LL
coupling strength and the SL coupling strength are defined
from Eqs. �8� and �11� by

	LL = KLL	 �15�

and

	SL =
KSL

2

4
	 , �16�

respectively. Therefore, a set of four parameters 	LL, 	SL,
�c=1/
, and � completely specified the system-bath cou-
pling of our model.

III. IR RESPONSE FUNCTION

The response of the molecular system to an external la-
ser field E�r , t� is conveniently described in terms of multi-
body correlation functions. In the third order with respect to
E�r , t�, the relevant macroscopic polarization is formally
given by15

P�3��r,t� = �
0



dt3�
0



dt2�
0



dt1RIR
�3��t3,t2,t1�E�r,t − t3�

�E�r,t − t3 − t2�E�r,t − t3 − t2 − t1� , �17�

with the third-order IR response function

RIR
�3��t3,t2,t1� = 
 i

�
�3

Tr�����̂�t3 + t2 + t1�,

�̂�t2 + t1��,�̂�t1��,�̂�0���̂tot
eq� , �18�

where �̂�t�=eiĤtott/���Q̂�e−iĤtott/� is the Heisenberg represen-

tation of the dipole operator and �̂tot
eq =e−�Ĥtot /Tr�e−�Ĥtot� is the

thermal equilibrium density operator of the total system. In
order to simplify expressions here and hereafter, we intro-
duce the notation,69

Ô� f̂ � �Ô, f̂� , �19�

for a hyperorator Ô� which constructs a commutator �Ô , f̂�
with an operand operator f̂ . Using this notation, we can re-
cast the IR response function given by Eq. �18� into

RIR
�3��t3,t2,t1� = Tr���Q̂�e−iL̂tott3

i

�
��Q̂��e−iL̂tott2

i

�

���Q̂��e−iL̂tott1
i

�
��Q̂���̂tot

eq� , �20�

where iL̂tot��i /��Ĥtot
� is the Liouvillian of the total system.

Here let us introduce the three-dimensional Laplace
transform of RIR

�3��t3 , t2 , t1� as

RIR
�3��s3,s2,s1� = �

0



dt3�
0



dt2�
0



dt1e−s3t3−s2t2−s1t1

�RIR
�3��t3,t2,t1� , �21�

and then Eq. �20� becomes

FIG. 2. Examples of the diagrammatic expression for GJK�s�. A broken line

denotes the one-photon excitation associated with �̂ and �̂.
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RIR
�3��s3,s2,s1� = Tr���Q̂�

1

s3 + iL̂tot

i

�
��Q̂�� 1

s2 + iL̂tot

�
i

�
��Q̂�� 1

s1 + iL̂tot

i

�
��Q̂���̂tot

eq� , �22�

where the fractional operators indicate the corresponding in-
verse operators.

A. In a case of Gaussian–Markovian bath

Because the laser field is assumed to only interact with
the system A via the dipole ��Q�, the reduced description of
the optical processes can be made. By tracing over the opti-
cally inactive bath degrees of freedom from Eq. �22�, we
obtain the reduced response function of the relevant system
as �see Fig. 3 and, Appendixes A and B�

RIR
�3��s3,s2,s1� = 

J=1




K=1




L=1



TrA���Q̂�Ĝ1J�s3�
i

�
��Q̂��ĜJK�s2�� i

�
��Q̂��ĜKL�s1�

i

�
��Q̂���̂L−1

eq � . �23�

Here, TrA�¯� means the trace over the system A’s states; ĜJK�s� is expressed as �see Fig. 2�

ĜJK�s� = 
L=1

min�J,K� � �J − 1�!
�L − 1�! ��=L

J−1

„ẐJ−�+L−1�s��− �̂�… · ẐL−1�s� · �
�=L

K−1

„�− �̂�Ẑ��s�…� , �24�

with

ẐN�s� =
1

s + iL̂A + N
 − �̂
N + 1

s + iL̂A + �N + 1�
 − �̂
N + 2

s + iL̂A + �N + 2�
 − ¯

�̂

�̂

, �25�

where for any operand operator f̂ ,

iL̂Af̂ �
i

�
ĤA

� f̂ , �26�

�̂ f̂ �
i

�
V�Q̂�� f̂ , �27�

�̂ f̂ �
i	


2 �i
 �V�Q̂�

�Q̂
P̂ f̂ + f̂ P̂

�V�Q̂�

�Q̂
� +

2M

��
V�Q̂�� f̂� ,

�28�

and for the system A’s thermal density operator �̂A
�0�,

�̂L−1
eq � lim

s→0
sĜL1�s��̂A

�0�. �29�

In the above, we set the following conditions for N�L:

�
�=L

N

„ẐJ−�+L−1�s��− �̂�… = 1, �30�

�
�=L

N

„�− �̂�Ẑ��s�… = 1. �31�

The operators �̂ and �̂ have appeared corresponding to the
phonon creation and annihilation processes, respectively.
Thus the element �̂N

eq represents the N-phonon dressed equi-
librium state.

Although we are not dealing with the Gaussian-white
noise bath characterized by the Ohmic spectral distribution,

JGW��� =
M	

�
� �= lim


→
JGM���� , �32�

it is worth a mention for later reference. The reduced re-
sponse function with the Gaussian-white noise bath can be
derived by following the procedure described in Appendix A,
but can be quickly obtained by taking the limit, as 
 tends to
infinity, of Eqs. �23�–�28�. Then we have

RIR
�3��s3,s2,s1� = TrA���Q̂�ĜW�s3�

i

�
��Q̂��ĜW�s2�

�
i

�
��Q̂��ĜW�s1�

i

�
��Q̂���̂W

eq� , �33�

with

ĜW�s� = lim

→

Ĝ11�s� =
1

s + iL̂A + �̂W

, �34�

�̂W
eq = lim

s→0
sĜW�s��̂A

�0�, �35�

where �̂W is the relaxation operator given by
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�̂W = − lim

→

�̂
1



�̂ . �36�

The Gaussian-white noise bath is the motional narrowing
�fast modulation� limit of the Gaussian–Markovian noise
bath. In this limit, the contribution of quantum coherences to
Eq. �23� is completely destroyed by the very fast fluctuation,
which causes the reduction of Eq. �23� to Eq. �33�.

B. Two-state approximation

For any physical operator Ô, we consider the norm �Ô�,
which represents the magnitude of Ô. Then,

� � 	��̂� · ��̂� �37�

corresponds to the amplitude of the fluctuation.68,70 When the
condition,

� � 
,�c, �38�

is satisfied, the deeper stages of the continued fraction, Eq.
�25�, can be ignored. Here, �c is the characteristic frequency
of the system A. Note that the condition, Eq. �38�, secures the
Gaussian property of the bath noise. But we need not assume

 so large compared with �, because the continued fraction,
Eq. �25�, converges quickly even for not so large 
. As the
result, we can approximately express the reduced response
function, Eq. �23�, as

RIR
�3��s3,s2,s1� � 

J,K,L=1

2

TrA���Q̂�Ĝ1J�s3�
i

�
��Q̂��ĜJK�s2�

�
i

�
��Q̂��ĜKL�s1�

i

�
��Q̂���̂L−1

eq � , �39�

where

Ĝ11�s� =
1

s + iL̂A − �̂
1

s + iL̂A + 

�̂

, �40�

Ĝ12�s� = Ĝ11�s��− �̂�
1

s + iL̂A + 

, �41�

Ĝ21�s� =
1

s + iL̂A + 

�− �̂�Ĝ11�s� , �42�

and

Ĝ22�s� =
1

s + iL̂A + 

+

1

s + iL̂A + 

�− �̂�Ĝ11�s�

��− �̂�
1

s + iL̂A + 

. �43�

This approximation, Eq. �39�, corresponds to taking into ac-
count only two of the bath states; namely, the phonon
vacuum state and one-phonon excitation state. The condition,
Eq. �38�, can be removed if we regard our bath system as the
noise source of the two-state-jump stochastic model,70,71 al-
though here we included the temperature correction term
which the original stochastic theory does not have.72,73

IV. TWO-DIMENSIONAL IR SIGNAL FROM THE
DISSIPATIVE TUNNELING SYSTEM

In this section, we present 2D IR signals for the dissipa-
tive tunneling process of the proton transfer system.

As an example where the condition of the nonadiabatic
limit, Eq. �5�, holds at the room temperature, we consider the
case Q0=0.76a0 and U0=2500 cm−1. These parameters give
rise to one tunneling doublet �the splitting frequency �10

=20 cm−1� as shown in Fig. 1, where we have set �21

=2000 cm−1 and �30=3000 cm−1 for clarity. Here, we will
calculate the signals over the frequency range as follows:

�21 � � � �30. �44�

Then, assuming that the dipole moment ��Q� of this system
is a linear function of Q, i.e., ��Q�=�0Q, the dipole operator

��Q̂� can be expressed as

��Q̂� � �0 
j=0,1


k=0,1

Q2j+1,2k��2j + 1��2k� + �2k��2j + 1�� ,

�45�

where we have used abbreviated notation, O jk��j�Ô�k� for

any operator Ô, and have used the fact that Q2j−1,2j−1 and
Q2k,2k vanish due to the symmetry of potential. In addition, it

FIG. 3. Diagrammatic expression for the term of �J ,K ,L�= �3,2 ,1� in Eq.

�23�. Here, we have used the diagrammatic expression for Ĝ13�s� , Ĝ32�s�,
and Ĝ21�s� in Fig. 2. The closed circle stands for the interaction with a pulse:

•= i /� ·��Q̂��, while the open circle represents the dipole radiation to be

observed: �=��Q̂�.
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is reasonable to assume that there is no bath-induced transi-
tion between the levels except for between �0� and �1� be-
cause exp�−���� jk���1 holds for j�2 and j�k even at the

room temperature. Therefore, we can express V�Q̂� in Eq. �8�
as

V�Q̂� = KLL
j,k

Qjk�j��k� +
KSL

2 
j,k

Q2
jk�j��k�

� KLLQ10��1��0� + �0��1�� +
KSL

2 
j

Q2
j j�j��j� . �46�

From Eq. �46�, we can show �̂N
eq for N�1.

Equations �45� and �46� enable us to treat the system A
characterized by the symmetric double-well potential, Eq.
�2�, as a four-level system71 which consists of �0�, �1�, �2�,
and �3�; in the Liouville space, any operator can be repre-
sented by a 42�42 matrix in the ��j��k��0�j,k�3 basis. Note
that for 2D-IR spectroscopy, it is usually necessary to con-
sider energy levels higher than �3� due to the excitations with
two vibrational quanta. Spectral peaks which arise from the
processes with two vibrational quanta are, however, almost
time independent and may appear as independent peaks.
Since their contributions are easily separated from others and
are not essential for the following discussion, here we leave
such contributions out and we restrict our discussion only to
the four-level system.

A. Direct observation of the thermal excitation and
relaxation processes

Consider the laser field at the position r consists of three
pulses,

E�r,t� = 
j=1

3

Ej�r,t� �47�

with

Ej�r,t� = Ej�t��eikj·r−i�jt + c.c.� . �48�

Here, k j and � j are the wave vector and frequency, respec-
tively, and Ej�t� is the temporal envelope of the jth incident
pulse.

Although one should appropriately treat colors of laser
fields74,75 and their effects on a phase matching condition for
nonlinear IR measurement,76 here we consider the impulsive
limit of the pulses expressed as �see Fig. 4�

E1�t� = �„t − �tm − T3 − T2 − T1�… , �49�

E2�t� = �„t − �tm − T3 − T2�… , �50�

E3�t� = �„t − �tm − T3�… , �51�

for demonstration purpose, where ��t� is the Dirac delta
function. Then, the polarization, Eq. �17�, in the direction
ks=k1−k2+k3 is given by

P�3��r,tm� = eiks·r−i�stmPks

�3� �52�

with �s=�1−�2+�3 and

Pks

�3� = ei��3−�2+�1�T3e−i��2−�1�T2ei�1T1RIR
�3��T3,T2,T1� . �53�

Here, we assume that the frequencies of the three incident
pulses are tuned to ��21+�30� /2=2500 cm−1. Then, the re-
sponse function RIR

�3��T3 ,T2 ,T1� is given as the sum of the
Liouville space pathways represented by the following
double-sided Feynman diagrams:15

�54�

�55�

In these diagrams, the lower horizontal lines correspond to
the time evolution �from the right to the left� of the ket and
the upper lines to that of the bra. The oblique arrows stand
for the laser interactions. The diagram, Eq. �54�, can be in-
terpreted as follows. At first the system is in the population
state �j��j� �j=0,1�. At t= tm−T3−T2−T1, the ket �j� interacts
with the first laser +k1, and the system is changed into the
coherence state �3− j��j�. During the time interval T1, the
coupling with the bath may change the bra �j� into �k� �k=0,
1 and k� j�. This process is referred to as bath-induced co-
herence transfer �3− j��j�→ �3− j��k� �k� j�. At t= tm−T3

−T2, the bra �k� interacts with the second laser −k2, and the
system is in the state �3− j��3−k� in the next period T2. The

FIG. 4. Pulse configuration for the third-order IR experiment. The system
interacts first with the pulse E1�r , t�, then with E2�r , t�, and finally with
E3�r , t�. T1 ,T2, and T3 represent the first, second, and third delay times,
respectively.
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subsequent events can be interpreted correspondingly. Al-
though Eq. �55� can be interpreted in the same way, note that
there appear not only coherence transfer processes but also
bath-induced conversion from coherence to population pro-
cesses �i��j�→ �f��k� �i� j and f =k� and vice versa �i��j�
→ �f��k� �i= j and f �k� during the T2 period.

The 2D-IR signal to be discussed below is the imaginary
part of the two-dimensional Fourier transform of
−RIR

�3��T3 ,T2 ,T1� with respect to T1 and T3,

S��1,�3;T2� = Im�− RIR
�3���3,T2,�1�� , �56�

with

RIR
�3���3,T2,�1� = �

0



dT3�
0



dT1ei�3T3+i�1T1RIR
�3��T3,T2,T1�

=
1

2�i
�

c−i

c+i

ds2es2T2RIR
�3��− i�3,s2,− i�1� ,

�57�

where the constant c is chosen in such a way that all singular
points of the integrand lie on the left side of the path.

Figure 5 shows the three-dimensional plots of
S��1 ,�3 ;T2� calculated under the two-state-jump approxi-
mation as a function of �1 and �3 at the temperature 300 K
for �a� �10T2=0, �b� �10T2=0.1, �c� �10T2=0.4, and �d�
�10T2=3, where 1/�10=1.66 ps for �10=20 cm−1. The LL
coupling strength, the SL coupling strength, and the correla-
tion time of the bath noise are, respectively, chosen to be

	LL = 2�10, 	SL� = 1, �c =
1



=

1

6�10
, �58�

where we have introduced the dimensionless SL coupling
strength defined by 	SL�=�	SL / �M�10

2�. In Fig. 5, there ap-
pear the cross peaks S0→1 and S1→0 around at ��1 ,�3�
= ��30,�21� and ��21,�30�, which are not observed initially.
These peaks grow with time. Here, note that these peaks
come from the terms of �i , f�= �0,1� and �1, 0� in Eq. �55�.
Then the peak intensities, S0→1��1 ,�3 ;T2� and
S1→0��1 ,�3 ;T2�, are expressed as follows �see Fig. 6�:

S0→1��1,�3;T2� = C 
J,K=1




j,k=0,1

Re���21�Ĝ1J�− i�3��2j��

���1j�ĜJK�T2��0k��

���3k�ĜK1�− i�1���30�����0
eq�00 �59�

and

S1→0��1,�3;T2� = C 
J,K=1




j,k=0,1

Re���30�Ĝ1J�− i�3��3j��

���0j�ĜJK�T2��1k��

���2k�ĜK1�− i�1��21�����0
eq�11, �60�

with

FIG. 5. �Color� Two-dimensional IR signals S��1 ,�3 ;T2� calculated for the system in Fig. 1 under the two-state-jump approximation. The relevant transition
frequencies are �21=2000 cm−1 ,�30=3000 cm−1, and �10=20 cm−1�1/�10=1.66 ps�. The system-bath parameters are 	LL=2�10 ,	SL�=1,
=6�10, and �
=2.41�1020 �300 K�. The normalization of each graph is such that the maximum value of the signal observed at ��1 ,�3�= �3000,2000� cm−1 is unity. The
three incident pulses are assumed to be tuned to 2500 cm−1.
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C �
�0

4Q30
2Q21

2

�3 , �61�

where ĜJK�t� is the inverse Laplace transform of ĜJK�s�. In
the above, we have introduced the Liouville space vector
�jk�� representing a Hilbert space operator �j��k�. The Hermit-
ian conjugate to �mn�� is denoted by ��mn�; a scalar product
is defined as ��jk �mn��=Tr��k��j �m��n��. This behavior of the
signal S��1 ,�3 ;T2� is due principally to the thermal transi-
tion of the population between the tunneling doublet
�0��0�↔ �1��1�. To illustrate this, we consider the 2D-IR sig-
nal with the Gaussian-white noise bath in the absence of the
SL coupling term, i.e., KLL=1 and KSL=0. In this case, using
Eqs. �33�–�36�, we can obtain the simple expressions for
S0→1��1 ,�3 ;T2� and S1→0��1 ,�3 ;T2�,

S0→1
w ��1,�3;T2� =

C��11�Ĝw�T2��00��
Re�F�30���1�F�21���3��

��w
eq�00, �62�

S1→0
w ��1,�3;T2� =

C��00�Ĝw�T2��11��
Re�F�21���1�F�30���3��

��w
eq�11, �63�

with the transition probabilities,

��11�Ĝw�t��00�� = �1 − e−2�	t�n−, �64�

��00�Ĝw�t��11�� = �1 − e−2�	t�n+, �65�

and the matrix elements of �̂w
eq,

��w
eq�00 = n+, ��w

eq�11 = n−, �66�

where we have set

F�30���� � i�� − �30� − �	n−, �67�

F�21���� � i�� − �21� − �	n+, �68�

and

� �
2MQ10

2

��2 , n± �
2 ± ���10

4
. �69�

From Eqs. �62� and �63�, we obtain the intensities of the
peaks:

FIG. 6. Energy-level diagrams contributing to the cross peaks. The diagram
�a� involving the excitation 0→1 is for the signal S0→1��1 ,�3 ;T2�; the
diagram �b� involving the relaxation 1→0 is for the signal S1→0��1 ,�3 ;T2�.

FIG. 7. Total intensity of the signals as the function of time T2 given in Fig.
5, where 1/�10=1.66 ps for �10=20 cm−1. The solid line represents the total
intensity S0→1��30 ,�21;T2�, which corresponds to the transition �0��0�
→ �1��1�; the dotted line represents the total intensity of S1→0��21 ,�30;T2�,
which corresponds to �1��1�→ �0��0�. Since there are contributions from CP
and CCP processes explained in Fig. 8, two lines do not agree.

FIG. 8. Examples of the double-sided Feynman diagrams which represent
the bath-induced coherence transfer �CT� and the bath-induced conversion
from coherence to population �CCP� contributing to S0→1��30 ,�21;T2�.

FIG. 9. The volume of the peak in Fig. 5 is plotted as the function of the
time T2, where 1/�10=1.66 ps for �10=20 cm−1. The solid line is for the
peak of S0→1��1 ,�3 ;T2�, which corresponds to the excitation �0��0�→ �1�
��1�, whereas the dotted line is for the peak of S1→0��1 ,�3 ;T2�, which
corresponds to �1��1�→ �0��0�. By observing the volume of the cross peaks
instead of the total intensity of the signals, we can separate the CT and CPP
contributions from the net transition between the states.
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S0→1
w ��30,�21;T2� =

C

�2	2n+n−
��11�Ĝw�T2��00����w

eq�00,

�70�

S1→0
w ��21,�30;T2� =

C

�2	2n+n−
��00�Ĝw�T2��11����w

eq�11,

�71�

These results clearly show that the thermal excitation from
�0��0� to �1��1� and the relaxation from �1��1� to �0��0� cause
the growth of the cross peaks S0→1

w ��1 ,�3 ;T2� and
S1→0

w ��1 ,�3 ;T2�, respectively. An additional remark which
should be made here is that both intensities are equal for any
T2,

S0→1
w ��30,�21;T2� = S1→0

w ��21,�30;T2� , �72�

which is the outcome of the detailed balance condition:

��11�Ĝw�T2��00����w
eq�00 = ��00�Ĝw�T2��11����w

eq�11. �73�

Next, Fig. 7 gives the plots of S0→1��30,�21;T2� and
S1→0��21,�30;T2� in Fig. 5 as a function of T2. As is evident
from the plots, the intensities of the peaks in our model are
not equal:

S0→1��30,�21;T2� � S1→0��21,�30;T2� . �74�

This is because the growth of the peaks for Gaussian–
Markovian noise bath case in the presence of the SL cou-
pling is due to not only the thermal transition of the popula-
tion, but also the other processes, i.e., the bath-induced
coherence transfer �j��k�→ �l��m� �j�k , l�m�, and the bath-
induced conversion from coherence to population �j��k�
→ �n��n��j�k�, and vice versa33 �see Fig. 8�. In the
Gaussian-white noise case, these processes are completely
destroyed by the very fast fluctuation as mentioned in the
preceding section.

Although the peak intensities involve the contribution
from the thermal transition of population and the coherence
transfer, we can eliminate the later contribution by evaluating
the peak volumes. In Fig. 9, we show the change of the
volumes as the function of time T2 :V0→1�T2� and V1→0�T2�
for the peaks of S0→1��1 ,�3 ;T2� and S1→0��1 ,�3 ;T2�, re-
spectively. Unlike the intensities, the two plots accord well
together for any T2. This accordance indicates that we have

observed only the thermal transition of the population via the
volume of the peaks; this can be proven without the assump-
tion of the two-state-jump approximation in the following
way. From Eq. �59�, the volume of S0→1��1 ,�3 ;T2� is
evaluated as

V0→1�T2� = �
−



d�1�
−



d�3S0→1��1,�3;T2�

= lim
T1,T3→0

�2��2�
−

 d�1

2�
�

−

 d�3

2�
e−i�1T1−i�3T3

�S0→1��1,�3;T2�

= �2��2C · ��11�Ĝ11�T2��00����0
eq�00. �75�

In a similar fashion, the volume of S1→0��1 ,�3 ;T2� is also
calculated as

V1→0�T2� = �2��2C · ��00�Ĝ11�T2��11����0
eq�11. �76�

As is the case with Eq. �72�, the detailed balance condition
leads to the relation:

V0→1�T2� = V1→0�T2� . �77�

Once we evaluate the contribution of thermal transition of
population, we can easily estimate the contribution of the
coherence transfer by comparing V1→0�T2� and S1→0�T2�, etc.
Consequently, the bath-induced vibrational excitation and re-
laxation dynamics can be separated from other processes and
can be directly observed by means of two-dimensional spec-
troscopy with the present pulse configuration.

B. The ability of the two-dimensional IR spectroscopy
for evaluating reaction rate constants

A chemical reaction rate is one of the most important
observables for investigating chemical reaction processes. As
is well known, however, it is not so easy to determine the
rate experimentally because the rate constant is defined by a
probability density and it is usually not a direct observable.
We expect our multidimensional vibrational spectroscopy to
cast a new light on this issue. In this section, we demonstrate
the ability of the 2D-IR spectroscopy for evaluating the
chemical reaction rate.

The rate constant krxn can be represented as the
asymptotic limit of the Kubo-transformed reactive-flux cor-
relation function4 �see Appendix C�,

k�t� =
���̂

˙
R;��̂R�t��

���̂R;��̂R�t��
, �78�

where �̂R=��Q̂� is the unit Heaviside function measuring the
occupancy of the right side of the double well �see Fig. 10�,

��̂R= �̂R− ��̂R�, and ��̂
˙

R= ���̂R , Ĥtot� / i�. In the above, we
have introduced the canonical correlation function77 for any

two operators F̂ and Ĝ,

�F̂;Ĝ� = �
0

� d�

�
��̂tot

eqe�ĤtotF̂e−�ĤtotĜ� . �79�

FIG. 10. The unperturbed �solid line� and perturbed potentials �dashed line�.
The population equilibrated with the perturbation NR�0� relaxes to those of
the unperturbed system NR�� via tunneling with the relaxation rate k�t�.
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Tracing over the bath degrees of freedom from Eq. �78�
leads us to

k�t� =


J=1



TrA���̂RĜ1J�t�
i

�
��̂R

��̂J−1
eq �

�
t



ds
J=1



TrA���̂RĜ1J�s�
i

�
��̂R

��̂J−1
eq � . �80�

In addition, for the present model in the nonadiabatic limit,

Eq. �5�, �̂R can be assumed to be of the form

�̂R =
�0� + �1�

	2
·

�0� + �1�
	2

. �81�

Consequently, the rate k�t� for the nonadiabatic proton trans-
fer reaction can be expressed as �see Fig. 11�

k�t� =
Im�− ��10�Ĝ11�t��10���

�
t



ds Im�− ��10�Ĝ11�s��10���
. �82�

What has to be noticed here is that Eq. �82� cannot be ap-
plied for the case of coherent oscillatory motion, where the

system-bath coupling is so weak that ��10�Ĝ11�t��10�� oscil-
lates between positive and negative values due to the quan-
tum coherence.

Now, we consider the laser field, Eqs. �47�–�51�; the fre-
quencies of the three incident pulses are tuned to �1

��30,�2��32, and �3��21, respectively. The polarization
detected in the direction ks=k1−k2−k3 is given by

P�3��r,tm� = eiks·r−i�stmPks

�3�, �83�

with �s=�1−�2−�3 and

Pks

�3� = ei�−�3−�2+�1�T3e−i��2−�1�T2ei�1T1RIR
�3��T3,T2,T1� ,

�84�

where the response function RIR
�3��T3 ,T2 ,T1� is expressed by

the double-sided Feynman diagram as �see Fig. 12�

�85�

The 2D-IR signal discussed here is the real part of the two-
dimensional Fourier transform of −RIR

�3��T3 ,T2 ,T1� with re-
spect to T1 and T2:

Srate��1,�2;T3� = Re�− �
0



dT2�
0



dT1ei�2T2+i�1T1

�RIR
�3��T3,T2,T1��. �86�

In a similar fashion to the preceding section, the volume
of this 2D signal Srate��1 ,�2 ;T3� is obtained as

Vrate�T3� = �
−



d�1�
−



d�2Srate��1,�2;T3�

=
�2��2�0

4Q10Q21Q32Q30

�3

�Im�− ��10�Ĝ11�T3��10�����0
eq�00. �87�

Making a comparison between Eqs. �82� and �87�, we obtain
the following identity:

k�T3� =
Vrate�T3�

�
T3



dt Vrate�t�
= −

d

dT3
ln��

T3



dt Vrate�t�� , �88�

which provides an exact connection between the reaction rate
and the 2D-IR signal. Notice that as mentioned before, the
definition of the reaction rate, Eq. �82� or Eq. �88�, makes

sense only for nonoscillatory motion of ��10�Ĝ11�t��10�� or
Vrate�T3�. In weak dissipation, Vrate�T3� oscillates between
positive and negative values, and hence Eq. �88� diverges.

Here, let �mol be the time for transient behavior of k�t� to
relax. If the third delay time T3 is greater than �mol, Eq. �88�
can be written as

FIG. 11. Time evolution of the chemical reaction rate calculated from Eq.
�82� for the system-bath parameters 	LL=2.5�10 ,	SL�=0.5,
=6�10, and �
=2.41�1020 �300 K�, where 1/�10=1.66 ps for �10=20 cm−1. After the
transient behavior for short times, we see a plateau regime; k�t� converges to
a constant krxn=0.113�10.

FIG. 12. The energy-level diagram corresponding to the double-sided Feyn-
man diagram, Eq. �85�.
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krxn = −
d

dT3
ln��

T3



dtVrate�t�� , �89�

and can be recast into a very simple form

Vrate�T3� � exp�− krxnT3� , �90�

that is to say, the volume of the 2D-IR signal
Srate��1 ,�2 ;T3� decays exponentially with the reaction rate
constant krxn for the time region T3��mol. This formula is
one of the main results presented in this paper. We can de-
termine the rate constant for a nonadiabatic proton transfer
reaction directly from 2D-IR signals.

Figure 13 shows the three-dimensional plots of
Srate��1 ,�2 ;T3� calculated under the two-state-jump ap-
proximation together with their volumes as a function of �1

and �2 at the temperature 300 K for �a� �10T3=0, �b�
�10T3=0.2, �c� �10T3=10, and �d� �10T3=15, where 1/�10

=1.66 ps for �10=20 cm−1. The LL coupling strength, the SL
coupling strength, and the correlation time of the bath noise
are chosen to be

	LL = 2.5 �10, 	SL� = 0.5, �c =
1



=

1

6 �10
, �91�

respectively. In addition, Fig. 14 shows the change of their
volume Vrate�T3� as the function of time T3. We see that
Vrate�T3� decays exponentially after the transient region,
�10T3��10�mol�2.5. By using the formula, Eq. �90�, and
the volumes of panels �c� and �d� in Fig. 13 the reaction rate
constant krxn can be evaluated as 0.113 �10, and this value
accords well with the value in Fig. 11.

In Fig. 15, we show the rate constant krxn calculated from
Eq. �90� as a function of the LL coupling strength 	LL with
	SL�=0.2 	LL/�10 for the parameters 
=6 �10 and �
=1/ �300 kB�. We observe that in the strong coupling region
the rate constant krxn decreases with the increasing coupling
strength 	LL in the form �	LL

−1. The system-bath coupling
destroys the coherence between the left and right well; the
friction suppresses the transfer event via quantum tunneling
�see also Eqs. �92� and �93��. This behavior of krxn may cor-
respond to the spatial-diffusion-controlled rate in the Kram-
ers’ theory.7,78 On the other hand, in the weak coupling re-
gion, we cannot evaluate the value of krxn because the
volume Vrate�T3� oscillates between the positive and negative
values as mentioned before. In this region, the chemical re-
action rate constant cannot be defined due to the oscillation
of quantum coherence, where the phenomenological rate law,
Eqs. �C1� and �C2�, cannot be applied.

We next consider the temperature dependence of the rate
constant krxn calculated from Eq. �90�. Figure 16 depicts the
plots of krxn as a function of inverse temperature � within the
high-temperature approximation ��
�1 and the nonadia-
batic limit condition 1����well. The closed circle denotes
the crossover inverse temperature �c from the incoherent re-
gion to the coherent region. As is evident from the plots, in
the inverse temperature region below �c, i.e., the incoherent
region, the value of krxn decreases with increasing tempera-
ture. A similar phenomenon is discussed by Topaler and
Makri.79 This is because the friction, which suppresses the
tunneling, increases as the temperature increases. To illus-
trate this, we consider the case of the Gaussian-white noise

FIG. 13. �Color� Two-dimensional IR signal Srato��1 ,�2 ;T3� calculated for the system in Fig. 1 under the two-state-jump approximation. The relevant
transition frequencies are �21=2000 cm−1 , �30=3000 cm−1, and �10=20 cm−1�1/�10=1.66 ps�. The system-bath parameters are 	LL=2.5�10 , 	SL� =0.5,

=6�10, and �=2.41�1020 �300 K�. The normalization of each graph is such that the signal observed at ��1 ,�2�= �3000,2000� cm−1 in the panel �a� is unity.
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bath in the absence of the SL coupling term, i.e., KSL=0,
again. In this case, we can obtain the following simple ex-
pression for the rate constant krxn:

krxn
W =

�10
2

	eff��� + 		eff���2 − �10
2

, �92�

where 	eff��� is the effective coupling strength expressed as

	eff��� =
2MQ10

2

�2 ·
	LL

�
. �93�

Of course, Eq. �92� is valid under the following condition:

	eff��� � �10 ⇔ � �
2MQ10

2

�2�10
	LL � �c

W, �94�

which determines the crossover point for the Gaussian-white
noise bath case, �c

W. Equations �92� and �93� clearly show
that the rise in temperature effectively intensifies the system-
bath coupling strength, and accordingly gives rise to the de-
crease of the rate.

As demonstrated above, two-dimensional IR spectros-
copy can evaluate the rate constant of a nonadiabatic proton
transfer reaction in the condensed phase. Viewed in this

light, multidimensional vibrational spectroscopy can be re-
garded as a novel technique for measuring chemical reaction
rate constants. The evaluation of the rate constants by means
of the multidimensional vibrational spectroscopy may inform
us of phenomena which have been overlooked so far.

V. CONCLUSION

In this paper we investigated the nonadiabatic proton
transfer reaction system in the condensed phase by means of
2D-IR spectroscopy. We considered a double-well potential
system coupled to a colored noise bath with a linear-linear
and square-linear system-bath interaction. We discuss the dy-
namics of the double-well system under infrared �IR� laser
excitations from a Gaussian–Markovian quantum Fokker–
Planck equation approach. 2D-IR signals were calculated
within the two-state-jump approximation for various noise
correlation time, system-bath coupling parameters, and tem-
peratures. We investigated transition rates between the tun-
neling splitting levels as well as the reaction rates, which
relates to the coherence between the splitting levels, with the
use of the third-order optical processes. One of the important
conclusions of this work was that the transition rates and the
chemical reaction rates involved in the tunneling process
were directly evaluated from the isolated peaks in the two-
dimensional frequency domain signals. This became possible
because multidimensional spectroscopy can utilize phase
matching conditions and present the signal in 2D frequency
space to separate the contribution from different Liouville
paths. We should emphasize that we discussed the 2D-IR
signal, not only peak heights but also peak volumes, which
allowed us to eliminate the contribution from the bath-
induced coherence transfer process to the signal and hence
the vibrational excitation and relaxation dynamics induced
by the dissipative environment can be separated from all
other processes. Moreover, the reaction rate constant can be
directly evaluated; the 2D-IR spectroscopy can be regarded
as a novel technique for measuring chemical reaction rate
constants.

FIG. 14. The volume of the 2D signal in Fig. 13 is plotted as the function of
the third delay time T3, where 1/�10=1.66 ps for �10=20 cm−1. After the
transient region T3��mol�2.5/�10, the volume decays exponentially with
the reaction rate constant krxn :Vrate�T3��exp�−krxnT3� for T3��mol.

FIG. 15. The rate constant krxn calculated from Eq. �90� is plotted as a
function of the LL coupling strength 	LL. The system-bath parameters are
	SL�=0.2	LL /�10 ,
=6�10, and �=2.41�1020 �300 K�. In the strong cou-
pling region, the value of krxn decreases with 	LL. In the weak coupling
region below 	LL=0.47�10, on the other hand, the rate constant krxn cannot
be defined due to quantum coherence oscillation. We denote the lower limit
of krxn by the closed circle.

FIG. 16. The rate constant krxn calculated from Eq. �90� are plotted as a
function of � for 	LL=0.75�10 and 	LL=2.5�10 within the high-temperature
approximation and the nonadiabatic limit condition: ��
�1����well. The
other system-bath parameters are 	SL�=0.25	LL /�10 and 
=6�10. The closed
circle denotes the crossover point �c=1/ �kBTc� from the incoherent to the
coherent phase. In the temperature region above Tc, the values of krxn de-
crease with increasing temperature. In the temperature below Tc, on the
other hand, the rate constant krxn cannot be defined.
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The formalism presented in this paper provides a frame-
work for the study of tunneling dynamics in a dissipative
environment and may be extended to deeper potential well
system which involves more than two tunneling splitting lev-
els. In such case, the interplay between the thermal activa-
tion, dissipation, and tunneling processes become an interest-
ing problem, and applications of multidimensional
spectroscopy may provide in-depth understanding of chemi-
cal reaction dynamics in condensed phases. Here, we limited
our study to vibrational spectroscopy of the proton transfer
reaction, but we may apply a similar method for resonant
spectroscopy to study a nonadiabatic electron transfer reac-
tion.

In this paper we outlined a simple case to illustrate the
complex issues associated with the numerous factors contrib-
uting to the tunneling process upon nonlinear spectroscopic
signals. The simplicity of the model system, in particular,
restricting the reaction coordinate to one dimension and as-

suming the short laser pulses with very narrow bandwidth
may limit the value of any direct comparisons to actual fu-
ture experiments. However, for this paper the use of a simple
system was very advantageous in clarifying the issues that
must be considered in realistic and experimental cases. It is
important to investigate more realistic system such as mal-
onaldehyde by means of 2D-IR spectroscopy, which is sen-
sitive to the characters of systems.80 The study for more re-
alistic system to explore the possibility of actual experiments
is left for future studies.
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APPENDIX A: IR RESPONSE FUNCTION FOR GAUSSIAN–MARKOVIAN NOISE BATH

In this appendix, we derive the reduced response function of a quantum system coupled to a Gaussian–Markovian noise
bath. The initial condition of the total system is assumed to be the factorized form as

�̂tot�t → − � = �̂A�− � � �̂B
eq, �A1�

where �̂A�−� is the initial state of the system A and �̂B
eq is the thermal equilibrium state of the bath. However, Eq. �A1� is not

the equilibrium state of the system A+B, because this neglects the correlated effects of the system-bath interaction. Here, note
that the system comes to this correlated equilibrium state after sufficiently long time evolution, even though we started from
the factorized initial condition. We may regard this correlated equilibrium state �at t= tI� as the correlated initial condition of
the total system.60 Then, the IR response function, Eq. �20�, is expressed in the path integral form with the initial condition, Eq.
�A1�, as

�
−



dQ�
−



dQ���Q − Q���
−



dQi�
−



dQi��
Q�−�=Qi

Q�t3+t2+t1+tI�=Q

D�Q�t���
Q��−�=Qi�

Q��t3+t2+t1+tI�=Q�
D�Q��t���„Q�t3 + t2 + t1 + tI�…

�
i

�
X�t2 + t1 + tI�

i

�
X�t1 + tI�

i

�
X�tI�exp
 i

�
SA�Q��FFV�Q,Q��exp
−

i

�
SA�Q����A�Qi,Qi�;− � , �A2�

with

X�t� � �„Q�t�… − �„Q��t�… , �A3�

where SA�Q� is the action defined by

SA�Q� = �
−

t

ds�M

2
Q̇�s�2 − U„Q�s�…� , �A4�

and FFV�Q ,Q�� is the Feynman–Vernon influence functional given by81–83

FFV�Q,Q�� = exp
−
1

�


j

cj
2

2mj� j
�

−

t

ds1�
−

s1

ds2�V„Q�s1�… − V„Q��s1�…�

���V„Q�s2�… − V„Q��s2�…�coth
��� j

2
�cos„� j�s1 − s2�… − i�V„Q�s2�… + V„Q��s2�…�sin„� j�s1 − s2�…�

−
i

�


j

cj
2

2mj� j
2�

−

t

ds�V„Q�s�…2 − V„Q��s�…2�� . �A5�

Within the high-temperature approximation, coth���
��1/ ���
�, we rewrite Eq. �A5� by using Eqs. �8�, �10�, and �11� as
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FFV�Q,Q�� = exp
− �
−

t

ds1�̂�s1�e−
s1�− �
−

s1

ds2e
s2�̂�s2� + C0�� , �A6�

with

��s� �
i

�
�V„Q�s�… − V„Q��s�…� , �A7�

��s� �
i	


2
�i� �V„Q�s�…

�Q�s�
MQ̇�s� +

�V„Q��s�…
�Q��s�

MQ̇��s�� +
2M

��
�V„Q�s�… − V„Q��s�…�� , �A8�

and

C0 =
M

2
	
�V�Qi� + V�Qi���. �A9�

To calculate Eq. �A2� further, we introduce four auxiliary operators:84 �̂n
�3��t3 , t2 , t1� , �̂n

�2��t2 , t1� , �̂n
�1��t1�, and �̂n

eq.
First, we define �̂n

�3��t3 , t2 , t1� by its matrix element as

�n
�3��Q,Q�;t3,t2,t1� = �

−



dQi�
−



dQi��
Q�−�=Qi

Q�t3+t2+t1+tI�=Q

D�Q�t���
Q��−�=Qi�

Q��t3+t2+t1+tI�=Q�

D�Q��t��

�
i

�
X�t2 + t1 + tI�

i

�
X�t1 + tI�

i

�
X�tI��e−
�t3+t2+t1+tI��− �

−

t3+t2+t1+tI

ds e
s�̂�s� + C0��n

�exp
 i

�
SA�Q��FFV�Q,Q��exp
−

i

�
SA�Q����A�Qi,Qi�;− � , �A10�

for integer n�0. Using Eq. �A10�, the third-order IR response function is expressed as

RIR
�3��t3,t2,t1� = TrA���Q̂��̂0

�3��t3,t2,t1��. �A11�

Differentiating �n
�3��q ,q� ; t3 , t2 , t1� with respect to t3, we obtain the following recurrence formula:

�

�t3
�n

�3��Q,Q�;t3,t2,t1�

= − �iLA�Q,Q�� + n
��n
�3��Q,Q�;t3,t2,t1� − ��Q,Q���n+1

�3� �Q,Q�;t3,t2,t1� − n��Q,Q���n−1
�3� �Q,Q�;t3,t2,t1� , �A12�

where

iLA�Q,Q�� =
i

�
�−

�2

2M

 �2

�Q2 −
�2

�Q�2� + U�Q� − U�Q��� �A13�

is the Liouvillian of the system A in the coordinate representation. Relaxation operators ��Q ,Q�� and ��Q ,Q��
are obtained by changing Q�t�→Q ,Q��t�→Q� ,MQ̇�s�→ �� / i�� /�Q, and MQ̇��s�→−�� / i�� /�Q� in Eqs. �A7� and �A8�,
respectively.

In operator form, the recurrence formula, Eq. �A12�, can be expressed as

�

�t3
�̂n

�3��t3,t2,t1� = − �iL̂A + n
��̂n
�3��t3,t2,t1� − �̂�̂n+1

�3� �t3,t2,t1� − n�̂�̂n−1
�3� �t3,t2,t1� , �A14�

where for any operand operator f̂

iL̂Af̂ =
i

�
� P̂2

2M
+ U�Q̂���

f̂ , �A15�

�̂ f̂ =
i

�
V�Q̂�� f̂ , �A16�

�̂ f̂ =
i	


2 �i
 �V�Q̂�

�Q̂
P̂ f̂ + f̂ P̂

�V�Q̂�

�Q̂
� +

2M

��
V�Q̂�� f̂�. �A17�

The Laplace transform of Eq. �A14� with respect to t3 can be expressed in the following matrix form as
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�
�̂0

�3��s3,t2,t1�
�̂1

�3��s3,t2,t1�
�̂2

�3��s3,t2,t1�
]

� = Ĝ�s3��
�̂0

�3��0,t2,t1�
�̂1

�3��0,t2,t1�
�̂2

�3��0,t2,t1�
]

� , �A18�

where Ĝ�s� is the tridiagonal matrix defined by

Ĝ�s� = �
s + iL̂A �̂ 0 0 …

�̂ s + 
 + iL̂A �̂ 0 …

0 2�̂ s + 2
 + iL̂A �̂ �

0 0 3�̂ � �

] ] � � �

�
−1

. �A19�

Second, we define the auxiliary operator �̂n
�2��t2 , t1� by its matrix element as

�n
�2��Q,Q�;t2,t1� = �

−



dQi�
−



dQi��
Q�−�=Qi

Q�t2+t1+tI�=Q

D�Q�t���
Q��−�=Qi�

Q��t2+t1+tI�=Q�
D�Q��t��

�
i

�
X�t1 + tI�

i

�
X�tI��e−
�t2+t1+tI��− �

−

t2+t1+tI

dse
s��s� + C0��n

�exp
 i

�
SA�Q��FFV�Q,Q��exp
−

i

�
SA�Q����A�Qi,Qi�;− � , �A20�

for integer n�0, where the first auxiliary operator �̂n
�3��0, t2 , t1� is given by

�̂n
�3��0,t2,t1� =

i

�
��Q̂���̂n

�2��t2,t1�. �A21�

The similar procedure to Eqs. �A12�–�A18� allows us to write

�
�̂0

�3��0,s2,t1�
�̂1

�3��0,s2,t1�
�̂2

�3��0,s2,t1�
]

� =
i

�
��Q̂��Ĝ�s2��

�̂0
�2��0,t1�

�̂1
�2��0,t1�

�̂2
�2��0,t1�
]

�. �A22�

Finally, we define the auxiliary operator �̂n
�1��t1� by its matrix element as

�n
�1��Q,Q�;t1� = �

−



dQi�
−



dQi��
Q�−�=Qi

Q�t1+tI�=Q

D�Q�t���
Q��−�=Qi�

Q��t1+tI�=Q�
D�Q��t��

i

�
X�tI��e−
�t1+tI��− �

−

t1+tI

ds e
s��s� + C0��n

�exp
 i

�
SA�Q��FFV�Q,Q��exp
−

i

�
SA�Q����A�Qi,Qi�;− � , �A23�

with

�n
�1��0� =

i

�
��Q̂���̂n

eq, �A24�

for integer n�0, where the second auxiliary operator �̂n
�2��0, t1� is given by

�̂n
�2��0,t1� =

i

�
��Q̂���̂n

�1��t1�. �A25�

We follow the procedure applied for Eqs. �A12�–�A22� and get
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�
�̂0

�2��0,s1�
�̂1

�2��0,s1�
�̂2

�2��0,s1�
]

� =
i

�
��Q̂��Ĝ�s1�

i

�
��Q̂���

�̂0
eq

�̂1
eq

�̂2
eq

]

�. �A26�

Using Eqs. �A11�, �A18�, �A22�, and �A26�, we obtain the reduced description for the triple Laplace transform of the
third-order IR response function by

RIR
�3��s3,s2,s1� = 

J=1




K=1




L=1



TrA���Q̂�Ĝ1J�s3�
i

�
��Q̂��ĜJK�s2�

i

�
��Q̂��ĜKL�s1�

i

�
��Q̂���̂L−1

eq � , �A27�

where ĜJK�s� is the element of the matrix Ĝ�s� in the Jth row and the Kth column �see Appendix B�, and �̂L
eq is the density

operator of the correlated equilibrium state expressed as

�̂L−1
eq = lim

s→0
sĜL1�s��̂A�− � . �A28�

APPENDIX B: EVALUATION OF Gjk†s‡

To calculate Eq. �A27�, we have to evaluate the elements
of the matrix Eq. �A19�. For this purpose, we generally con-
sider an inverse matrix of the following tridiagonal matrix:

D0 = �
a0 b0 0 …
c0 a1 b1 …
0 c1 a2 …
] ] ] �

� , �B1�

which can be expressed in the recurrence formula,

�B2�

with

Bn = �bn 0 0 … �, Cn = �cn 0 0 … �T. �B3�

The inverse matrix of Eq. �B2� is given by68

�B4�

with

zn =
1

an − Bn
1

Dn+1
Cn

, �B5�

where fractional expressions mean the corresponding inverse
matrices. Hence, we have


 1

Dn
�

11
= zn =

1

an − bnzn+1cn
, �B6�


 1

Dn
�

J1
= 
 1

Dn+1
�

J−1,1
�− cn�zn, �B7�


 1

Dn
�

1K
= zn�− bn�
 1

Dn+1
�

1,K−1
, �B8�

and


 1

Dn
�

JK
= 
 1

Dn+1
�

J−1,1
cnznbn
 1

Dn+1
�

1,K−1

+ 
 1

Dn+1
�

J−1,K−1
, �B9�

where J�2 and K�2.
By successive applications of Eqs. �B6�–�B9� to the el-

ements of D0
−1 and setting the following condition for N

�L:

�
�=L

N

�zJ+L−�−1�− cJ+L−�−2�� = �
�=L

N

��− b�−1�z�� = 1, �B10�

we obtain


 1

D0
�

JK
= 

L=1

min�J,K� ��
�=L

J−1

�zJ+L−�−1�− cJ+L−�−2��

· zL−1 · �
�=L

K−1

��− b�−1�z��� , �B11�

with

zK =
1

aK − bK
1

aK+1 − bK+1
1

aK+2 − ¯

cK+1

cK

. �B12�

Finally, by putting zN= ẐN�s� ,aN=s+ iL̂A+N
 ,bN=�̂,

and cN= �N+1��̂, we obtain the elements of the matrix
�A19� as
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ĜJK�s� = 
L=1

min�J,K� � �J − 1�!
�L − 1�! ��=L

J−1

�ẐJ−�+L−1�s��− �̂�� · ẐL−1�s� · �
�=L

K−1

��− �̂�Ẑ��s��� , �B13�

with

ẐN�s� =
1

s + iL̂A + N
 − �̂
N + 1

s + iL̂A + �N + 1�
 − �̂
N + 2

s + iL̂A + �N + 2�
 − ¯

�̂

�̂

, �B14�

where we have set the condition for N�L,

�
�=L

N

�Ẑj−�+L−1�s��− �̂�� = �
�=L

N

��− �̂�Ẑ��s�� = 1. �B15�

APPENDIX C: TWO-BODY CORRELATION FUNCTION
FOR REACTION RATE

Let NL�t� and NR�t� denote the population of the left �L�
and right �R� wells, respectively �see Fig. 10�. Then, for the
present closed system, where NL�t�+NR�t� is a constant,
NL�t� and NR�t� obey the phenomenological rate equations,

d

dt
NL�t� = − kR←LNL�t� + kL←RNR�t� , �C1�

d

dt
NR�t� = kR←LNL�t� − kL←RNR�t� , �C2�

kR←L and kL←R being specific rate constants in L→R and
R→L directions. The deviation of NR�t� away from its equi-
librium value NR

eq therefore satisfies a simple linear relax-
ation law

d

dt
�N�t� = − krxn�N�t� , �C3�

with �N�t��NR�t�−NR
eq and krxn�kL←R+kR←L; the solution

to the equation is

�N�t� = �N�0�exp�− krxnt� �C4�

Since we have the relation kR←L /kL←R=NR
eq/NL

eq=1 for the
present system, the determination of krxn is sufficient to find
the rate constants. For simplicity of terminology, hence, we
call krxn the rate constant.85 The equality, Eq. �C4�, is, how-
ever, not correct for all times. For short time, we expect
transient behavior that should not correspond to the exponen-
tial macroscopic decay; the phenomenological rate laws can
only be right on a time scale that does not resolve the short
time transient relaxation8,60,86,87 �see Fig. 11�. The value of
the rate constant krxn should, therefore, be determined by the
asymptotic limit of k�t� defined as

k�t� � −
�d/dt��N�t�

�N�t�
. �C5�

More noteworthy is that if k�t� does not exhibit a plateau,
then the phenomenological rate law in which kL←R and kR←L

are constants is an invalid description of the chemical kinet-
ics.

To apply Eq. �C5�, all that is necessary is to perturb the
population from the equilibrium state.88 If this perturbation is
small enough, �d /dt��N�t� and �N�t� are expected to be pro-
portional to the strength of the perturbation. Here, note that
Eq. �C3� does not depend on the form of perturbation, and
this is guaranteed by the fluctuation-dissipation theorem. The
theorist’s linear response experiment uses a different non-
thermal way to perturb the populations. Unconstrained by the
experimental setup, theorists have at their disposal a whole
slew of ways of perturbing a system. Hence, we introduce
the perturbation for the right well written as

U�Q� → U�Q� − ���Q� , �C6�

where ��Q� is the Heaviside’s step function and � is a small
positive constant. By turning on the perturbation for a suffi-
cient time, the system comes to a perturbed equilibrium state,
where the population of the left well is shifted to the right
well compared with that in the unperturbed equilibrium state.
After the system comes to the perturbed equilibrium state,
the perturbation is turned off �this defines time t=0�. Now
the population, equilibrated with the perturbation, is no
longer in equilibrium and will have to re-equilibrate to that
of the unperturbed system. The change of the population in
the right well �N�t� is now defined by using the density
operator as follows:

�N�t� = Tr��̂tot�t���Q̂�� − Tr��̂tot
eq��Q̂�� , �C7�

where77

�̂tot�t� = �̂tot
eq + �

−

t

dt�e−iĤtot�t−t��/�

�
1

i�
�Ĥext�t��, �̂tot

eq�e−iĤtot�t−t��/�, �C8�

with Ĥext�t�=−���Q̂���−t�. We can, therefore, obtain k�t� as
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k�t� =

Tr���̂Re−iL̂tott
i

�
��̂R

��̂tot
eq�

�
t



ds Tr���̂Re−iL̂tots
i

�
��̂R

��̂tot
eq� , �C9�

where we have set �̂R���Q̂� and ��̂R� �̂R− ��̂R�. Moreover,

by using the Kubo identity for any operator Ô,77

i

�
�e−�Ĥtot,Ô� = e−�Ĥtot�

0

�

d�e�Ĥtot
i

�
�Ô,Ĥtot�e−�Ĥtot,

�C10�

we can recast Eq. �C9� into

k�t� =
���̂

˙
R;��̂R�t��

���̂R;��̂R�t��
, �C11�

where �¯ ; ¯ � is the canonical correlation defined by Eq.

�79� and ��̇R= ���̂ , Ĥtot� / i�. The reaction rates based on the
linear response calculation was given by Yamamoto.4 A va-
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