JOURNAL OF CHEMICAL PHYSICS VOLUME 112, NUMBER 18 8 MAY 2000

Full-dimensional quantum dynamics study on the mode-specific
unimolecular dissociation reaction of HFCO

Takeshi Yamamoto and Shigeki Kato®
Department of Chemistry, Graduate School of Science, Kyoto University, Kitashirakawa, Sakyo-ku,
Kyoto 606-8502, Japan

(Received 17 December 1999; accepted 17 February)2000

The mode specificity of the unimolecular reaction of HFCO is studied by six-dimensional quantum
dynamics calculations. The energy and mode dependency of the dissociation rate is examined by
propagating a number of wave packets with a small energy dispersion representing highly excited
states with respect to a specific vibrational mode. The wave packets are generated by applying a set
of filter operators onto a source vibrational state. All the information necessary for propagating the
wave packets is obtained from a single propagation of the source state, thus allowing a significant
decrease of computational effort. The relevant spectral peaks are assigned using the
three-dimensional CH chromophore Hamiltonian. The resulting dissociation rate of the CH
stretching excited state is in agreement with that obtained from a statistical theory, while the rates
of the out-of-plane bending excited states are about one order of magnitude smaller than the
statistical rates. A local-mode analysis also shows that the relaxation of the out-of-plane excitation
proceeds very slowly within 3 ps. These results clearly indicate weak couplings of the out-of-plane
bending excited states with other in-plane vibrational states, which is in qualitative agreement with
experimental findings. From a computational point of view, a parallel supercomputer is utilized
efficiently to handle an ultra large basis set of an order & Bhid 200 Gflops rate on average is
achieved in the dynamics calculations. ZD00 American Institute of Physics.
[S0021-960600)00918-1

I. INTRODUCTION tions. This reaction has received considerable attention be-

cause of its mode-specific behavior observed in the stimu-

In recent years, accurate quantum dynamics Calcglationlgted emission pumpingSEP experiments by Choi and
have been performed for a variety of small polyatomic sys- 9 In their experiments, highly vibrationally excited

. ; Moore:
tems including three- and four-atom molecules as well as val -~ s generated on th8, surface, and particularly the
gut-of-plane bending mode undergoes extremely high exci-

der Waals clusters? Those rigorous treatments of gas-phase
reactions are of fundamental importance, not only becausg . o i i
they can provide information on the underlying dynamicstat'on' The striking feature observed in the SEP spectra is

and associated quantities from the first-principle calculationst,hat the highly excited states with respect to the out-of-plane

but also the comparison of computational results with experi?€Nding mode, the so-called "extreme-motion” states, suffer
mental ones enables us to assess the reliability of availabf€arly no state mixing with other in-plane vibrational states,
potential surfaces. Another important aspect of those calc@d it was found that this nature becomes more evident as
lations is the role as a benchmark for more approximatdN® t1°ta| energy is increased. On the other hand, Crane
treatments such as trajectory-based propagation métods et all® recently carried out similar SEP experiments on
or mu'ti_configurationa' time_dependent Hartree DFCO and reported that the Stablhty Of the eXtreme—mOtion
approachengowever, the Computationa| cost required for states is destroyed in the case of DFCO. This was attributed
rigorous quantum dynamics calculations increases exponeiP the greatly enhanced resonances between the out-of-plane
tially with basis set size, thus the application to a largerending and CO stretching modes due to the change of their
system becomes more difficult. In fact, rigorous treatmentyibrational frequencies.
of four-atom systems involving heavy atoms and/or with Theoretically, HFCO has long been the subjectabf
large total energy still present a challenge for theoreticalnitio quantum chemical studies, in which various reaction
chemists. pathways and their barrier heights have been estimatéd.
In the present paper we study the dissociation dynamic&lobal analytical fits of theS, potential surface were ob-
of the highly vibrationally excited states of formyl fluoride, tained by Wei and Wyalt and by the present authdrsboth
HFCO, on the ground, potential surface, of which are capable of describing the dissociation channel
HFCO—HF+CO (1) (1). Budenholzer and YA performed a classical trajectory

) ] ) ) calculation for this reaction using a modified version of the
by performing full-dimensional quantum dynamics Ca|CU|a'potentiaI surface by Wei and Wyatt, and found strong mode
specificity in the dissociation rate depending on the initial
¥Electronic mail: shigeki@kuchem.kyoto-u.ac.jp distribution of the vibrational energy. They concluded that
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follows (atomic unitsi=1 is useg??
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FIG. 1. The diatom—diatom Jacobi coordinates used in the dynamics calcu- ~
lations. +TCI‘OSS+V(r11r21R!011021¢)1 (2)
whereuw, w,, andu are the reduced masses associated with

the CH stretching or bending excitation greatly enhance thé1+ "2, @ndR, respectively, while the effective inertia mo-
dissociation rate, while the out-of-plane or CO stretching ex€Ntsl1, 12, andl are given as

citation results in a significantly slower dissociation. Very 1 1 1

recently, Viel and Leforestiét have performed a quantum I R 7+ RZ’

mechanical calculation of vibrational eigenstates at the rela- (MR s
tively low energy region using the adiabatic pseudospectral 1 1 1
(APS) method?® and have tested the accuracy of the two LR 2t =2

analytical potential surfaces. 22 malz  #

In a previous work' we carried out planar four- 1 1 1
dimensional(4D) and five-dimensional5D) quantum dy- = - + -
namics calculations of the reactiéh), where we examined (r1.r2,R.01,05) 111, R)SI 61~ 15(r2, R)siMF 6
dependency of the dissociation rate on vibrational character 2
or total energy of the initial state. Specifically, we generated - W
several initial states with different distribution of vibrational ~
energy and compared the dissociation rates by propagatinghe cross ternT .ssin Eq. (2) is of the form
them in time independently. The resulting time-dependent 1
rates showed a rapid convergence to the same asymptotic T_ _———_1_cos¢F(6;)F(8,)+ (cotd,F(6,)
value with a small fluctuation, which indicated that the in- R
tramolecular vibrational energy redistributidgiVR) above
the dissociation threshold was considerably fast in the planar
model. This observation was also confirmed by directlyand one-dimensional operators in E(®.and(4) are defined
monitoring the time variation of the local-mode energies. as

In the present paper we incorporate the out-of-plane de-
gree of freedom into the dynamics calculations. This allows 6(9k) 1 9
us to compare the dissociation rates from the out-of-plane sin 6y 96y
extreme-motion states with those from other in-plane vibra-

()

+cot 02I5( 61))|5(¢>) +cot6; cotezé(qﬁ)}, (4)

d
sn¢9km9 (k=1,2),

2
tional states such as the CH stretch overtone states. For this f)(¢): J 5,
purpose we adopt basically the same approach as in the pre- ¢
vious work?! but a new technique is introduced to reduce the P
computational effort drastically; i.e., energy dependency of F(ek)_ + =cotf, (k=1,2), (5)
the dissociation rate is estimated from a single wave packet 2
propagation. It should be noted here that the present rate 1
describes the dissociation rate of a locally excited wave F((;S) SInqS cos¢
packet instead of the statistically averaged rate at a given ¢
total energy, which permits us to study the mode dependency 52 1
of the dissociation rates. (¢) COS¢p — PPy smqsﬁ— Zcos¢.

This paper is organized as follows: in Sec. Il we describe
the theoretical framework for calculating the dissociationin this paper we consider the dissociation dynamics for total
rates of locally excited filter states. In Sec. Il we present theangular momentund=0 with A’ vibrational symmetry, and
assignment of spectral peaks using a three-dimensional Ctthus the basis set fap is restricted to even functions.
chromophore Hamiltonian and discuss the obtained decay As for the potential ternV in Eq. (2) we employ the
rates of the out-of-plane bending or CH stretching excitedjlobal analytical function constructed by the present

states. In Sec. IV we conclude. authorst’ which was obtained by fitting to a large number of
ab initio potential energies computed at the level of Hartree—
1. METHOD Fock plus second-order Mer—Plesset perturbation theory.

This potential surface has a deep well representing HFCO,
and the classical barrier height for the reactidn is 51.2

The Hamiltonian describing the dissociation dynamics iskcal/mol. The zero of potential energy is taken at the equi-
written using diatom—diatom Jacobi coordinates in Fig. 1 adibrium geometry of HFCO throughout this paper.

A. Hamiltonian and basis set
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As basis sets for representing a six-dimensional wave, 1 2 o
function, we adopt the potential optimized discrete variabled = — Z_a_R2+ 2 hy
representatioiPODVR)? for all the Jacobi coordinates ex- H K3
cept forR, and the latter coordinate is represented by using 1/1 1
the sinc-DVR?* (This exceptional treatment &is related to ts (|_1_ 1,(r1,R)
a parallelization issue described belpin order to set up the

~ 1/1 ~
)D(91)+ E(I_Z_ —Iz(rz,R))DwZ)

PODVR basis we first obtain the eigenstates of the following n l 1_ If)(¢)+'i’ +Vor(X)
1D reference Hamiltoniah, for each coordinate, : 21 I(ry,r5,R,01,0,) cross’ Veffi 2
. 1 9
h1:_2__2+01(r1)1 . . .
M1 dry whereVeg(X) is the global effective potential,
S Ver) =V~ 3 vy (10
- = - v .
2 20, [?—rg va(ra), eff ) kU Xk
A 1. The matrix representation of the total Hamiltonian is com-
hy=——=—D(0,) +v4(6,), (6)  posed of exact small matrices for the 1D operators in(&g.
214 and the multiplicative factors approximated as diagonal

R 1 . within the DVR scheme. The overall Hermiticity of the
hsg=——D(65)+tvs(6,), Hamiltonian matrix is automatically ensured since all the 1D
2, operators in Eq(5) are Hermitian or anti-Hermitiaff. Al-
R 1 . though the diagonal approximation applied to the multiplica-
hg=——D(d)+vg(d), tive factors causes a loss of accuracy, the error associated
2l with the global potential term can be significantly reduced by
wherel,, I,, andl are the inertia moments in E€B) at the ~ Subtracting the sum of reference potentials from the global
equilibrium geometry of HFCO, angl(x,) represents a 1D Potential as in Eq(10). This reduction of error probably
reference potential function. We then select the lowgst comes from the decreased magnitude and curvature of the
eigenstates d’ﬁk: diagonalize an appropriate coordinate op_effective potentiaV4+(x) compared to thg (_)riginal potential
erator within the chosen eigenstates, and finally obtain th¢/(X). In other words, zeroth-order variation of the global
PODVR basis as a linear combination of the eigenstatesQOtem'el' surface is incorporated in the 1D reference Hamil-
Note here that the PODVR basis functions thus obtained ar@nianshy in Eq. (9). We notice that the above reordering of
localized around the associated eigenvalues of the coordina@Perators as well as the definition of the PODVR basis is
matrix, and these eigenvaluggalled the PODVR grid @analogous to those used in a recent quantum mechanical
points are distributed semiclassically; i.e., the density of thestudy of a HOCI molecul&’
PODVR points becomes larger where the reference potential
is deeper. We can take advantage of this fact in order t
generate a compact multidimensional basis set adaptive t
the global potential features. This is achieved by appropri- In order to examine the mode specificity of the out-of-
ately defining the reference potential in E6), and in prac- plane extreme-motion states observed in experiments, we
tice we choos@(x,) as a minimum energy curve along: compare the dissociation rates initiated from two different
p(x)= min V(X), 7) types pf highlly yibra_tionally excited states, that is, states
all x(j£K) ywth high ex0|tat|on_ in the out-of—plgne bending mode or
in-plane CH stretching mode. For this purpose we adopt a
wherex denotes [y, f2, R, 61, 62, ¢) andV(x) stands for  semiquantitative approach that is an extension of our previ-
the global potential function. With this definitiany(r) be-  ous work?!i.e., instead of computing the individual molecu-
comes a double-well pOtentia| which runs through the inter‘lar eigenstateS, we examine the time evolution of a wave
action zone as well as the product valley. It is also noted thahacket with a relatively small energy dispersion and specific
the sum of the reference potentialSp,(x,), can be re- yibrational character.

garded as a zeroth-order approximation to the global poten-  First, we generate a “source” vibrational statethat is

. Propagation of the filter states

tial function. characterized by excitation of a single vibrational mode by
A six-dimensional wave function is constructed as thethe method described in the next subsection. Roughly speak-
sum of direct products of one-dimensional bases as ing, this state corresponds to a superposition of several
eigenstates of a conveniently chosen zeroth-order Hamil-

|\If):§|‘, C,|ir1>|ir2)|iR)|i,91)|i92>|i¢,), (8)  tonian. Although this source state has a clear vibrational

character, its time evolution does not directly provide useful
wherel denotes the six indices collectivellig) represents information since this state includes a number of molecular
the sinc-DVR basis while the others are the PODVR basegigenstates with various total energies. In order to extract
defined above. When applying the total Hamiltonian onto thénformation on the dynamics associated with each total en-
six-dimensional wave function, we first rewrite the Hamil- ergy, we apply a spectral filtér(E) with a window energye
tonian as to the source vibrational state, thus generating a filter state
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W(E) that has a relatively small energy dispersion, i.e., ~ The second point is to propagate the source stig

W (E)=F(E)®. Our basic strategy for studying the energy by everyT, time step. To be specific, let us expand the time
and mode dependency of the dissociation rate consists ipropagatorU(t) for 0<t<T, in terms of the modified
propagating a set of filter staté¥ (E)} with various win-  Chebyshev polynomiafs?’

dow energies and source states, Ny

v (t|E)=U(t)[F(E)®], (11) U(t)= 2 an(t)Qn(Hpomi¥) (0<t<Ty), 17

and then analyzing the individual wave pack§®(t|E)}  where the expansion coefficients are given as
thus obtained. Herd (t) denotes the time evolution operator
under the absorbing boundary conditigkBC).2° a(t)
In the previous work? several filter states with different "
window energies were explicitly generated and propagated in (18
time independently.(For instance, four filter states were Here Hnorm refers to a scaled Hamiltoniarﬂnormz(lii
propagated independently to examine the CH stretch over- — . —
tone states witly =5, 6, 7, and §.An obvious disadvantage —H)/AH, - with - H = (H et Hinin)/ 2 _and AH = (Hmax .
of such a method is that the necessary computational effort Hinin)/2, a”‘_’H.max and.Hmm are the estimates of the_ maxi-
um and minimum eigenvalues of the total Hamiltonian,

increases proportionally to the number of window energ|e§n

of interest, which makes it quite expensive to analyze théeSpeCt'Ver The modified ~ Chebyshev  polynomials
energy dependency of dynamics. Qn(Hnorm: 7) are defined by the following recurrence rela-

We find that this computational inefficiency can be over-tons:

come by defining the filter operator as Qo(From: ) =1,

~ To : ~ ~ . s
FTO(E): f dt eFt U(t). (12 Q1(Hnorm: ¥) =€ "Hnom, (19
0
A~ A A H ; e 72H ;
When we write the ABC Hamiltonigf asH.:=H —iW with Qn(Hrom )= nomiQn-— 1( rorm: ¥)

W being an absorbing potential, this filter operator can be —e727Qp2(Hnommi 1),
integrated usingJ (t) =exp(—iH.) as

—i(ﬁ+AH cos6)t}.

wheree™? represents a damping function that enforces the
expli (E— |:|c)To}— 1 absorbing boundary condition. By substituting the expansion
, (13 of U(t) in Eq. (17) into the definition of the filter operator in
Eqg. (12), we can see thah’-To(E) can also be expanded in

hence it converges to the ABC Green's functicB(E)  terms of the same polynomials as

Fr(E)= (E-R.)

=i(E—H.) ! whenT, goes to infinity. Now suppose that a Ny
set of filter stateg W (t|E,)} with different window energies Fr (E)= > by(E)Qun(Huom: ¥), (20)
{E,} are generated a(st:To(Ek)@}, and that they are propa- 0 n=0
gated in time as with the coefficientd,,(E) written as
W (t|E)=U(t)[Fr (E)P]. 14 T
(t|E)=U(O[Fr (E) D] (14 o (E)- f at dta 1) o
0
The first key to an efficient calculation is that the time propa-
gator and filter operator commute with each other: or using an integral form of,(t) in Eq. (18) as
~ ~ ~ TO -E t/ ~ 2_ n O ™
[U(t),Fr (E0I=|U(1), | dt’e®ut’) bn(E)= . décogno)
0

:jTOdt’e‘Ekt/[O(t) U(t’)]=0 (15 ><exp[i(E—(ﬁJrAH cosf)}—1 22
0 ’ ’ i{E-(H+AHcos#)}

where we have used the fact that the two ABC propagatorEquatlons(18) and (22) are suited for accurate numerical
U(t) andU(t ) commute as long as bothandt’ are posi- evaluation using high-order Gauss—Chebyshev quadr%ﬁure
tive. Then, we can exchange the order of these operators in Combining Egs(17) and(20), we find that if®(mT) is

Eq. (14) as already known, botlb((m+1)Ty) and{¥(mT,|E,)} with
R A A arbitrary energie§E,} can be simultaneously obtained by
\P(t|Ek)=FTO(Ek)U(t)<I>=FTO(Ek)CD(t). (16)  generating{Q,(Hnom: ¥)®(MTy)} recursively up toNy
terms:

Therefore, ¥ (t|E,) can be obtained by first propagatidy
up to a timet and then applying the filteff 1 (E,) onto the
propagated source stadg(t).

NH
<I>(<m+1>To):n§O an(To)Qn(Hporm: )@ (MTy), (23)
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Ny R sult, the quantum numberin Eg. (26) does not correspond
W(MTo|Ep) = 2 br(En) Qn(Hnom: Y)®(MTy). (24 to a spectroscopically assigned quantum number. The issue
n=0 concerning the assignment of extreme-motion states will be
" . ) discussed in Sec. lIl.
In add|_t|0n, th_e autocorr/elatlon fur)ctlon pf the source s_tate at |y contrast to the out-of-plane case described above, it is
an arbitrary timemTo+1" for 0<t’<T, is obtained using ot straightforward to generate the CH stretching excited
Eq.(17) as state,dcy, since no single Jacobi coordinate can describe
the CH stretching motion. We circumvent this problem by
C(MmTo+t")=(P[D(MTo+t')) employing the following sequential steps; i.e., we first gen-
Ny erate such a state in a bond coordinate system and then trans-
=> an(tl)<q)|Qn(l:|norm; Y)®(MTp)). form the resulting wave function into the Jacobi coordinate
n=0 representation.
(25) In the first step, the CH stretching excited stdtg,, is
defined using the Bond coordinates xB
Hence, this scheme provides the source vibrational state (fcH.'cF.f co:bhcobrco.¢B) as
®(t) and a set of filter statelsV'(t|E,)} at discrete timeg, 6
=mTy(m=0,1.2,...), along with the autocorrelation function B _ (1),B (k),B/ B
of the source stat€(t) at an arbitrary time. We emphasize Pen=N ; #n (rCH))knz ¢0 (X, 8
that no extra computational cost is required for the filter op-
eration itself in the practical implementation; i.e., the netwhere{o"®(xy)} are eigenfunctions of the following 1D
computational effort is only for a single propagation of thelocal-mode Hamiltonians:

source vibrational statep(t). Another advantage of this 1 2
scheme is that the efﬁuency of thg Chebyshev expansion in hdiaB(r )=— . +uiRB(rey)
Eq. (17) becomes nearly optimal, since we takgconsider- Hex IF ex
ably long (~100 fg and the resulting expansion ordd,
becomes as large as 3000. (X=H,F,0 fork=12,3),
C. Source vibrational states a 1 1 d d
I . he®®¥(Oyco) = — : Sin fxco
As the source vibrational statds mentioned above, we 2lxco SiNfxco dbxco dbxco

consider two types of states that are highly excited in the

dia,B, — _
out-of-plane bending mode or CH stretching mode, which Tuic fkeo)  (X=HFE - for k=4.5),

are denoted a®p and®y, respectively. (29
First, we defined®yp as a direct product of one-
dimensional vibrational functions as follows: I dia,B _ 1 i dia,B
h6 (¢B)_ 2| J 2 +U6 (¢B)!
op ddg
5
‘bopzN( > ') 11 qogk)(xk), (26)  Wwith the reduced masses and inertia moments as
n k=1
t ! ! X=H,F,0
whereN is the normalization constant while{(x,) repre- dex Mo My (X=HF.0),
sents thenth eigenstate of a one-dimensional Hamiltonian
pdia ibi i i i i ' i 1 1 1
hy d_escrlblng dlak_)atlc motion associated with each Jacobi -t (X=HP), (30)
coordinatexy, that is, Ixco Mexfex  Mcofco
h%e () = €h? o (). (27) 1 1 1 2

N lop  Ihcosin’ 9HcojL lecoSi? ko Mcd co’
The 1D Hamiltoniarh(® is defined in the same manner as
the 1D reference Hamiltonian in E¢6), but the potential
term is replaced with a 1D diabatic potentiaf®(x,), which
is defined by fixing all other Jacobi coordinates excepifor
at their equilibrium values of HFCO in the 6D potential ; ;
function V(x). Roughly speakingh®® can be regarded as a by superscripts B and J, respectively. _
local-mode Hamiltonian describing a local vibration associ- I_n the secon_d step,_ we transfomﬁH_ln Ea. (2.8) Into
ated withx,, and hencebqp represents a state where the f[hat in the Jacobi _coordmate rep_resentat_ﬁbéH. By impos-
out-of-plane bending mode, which is approximately identi-"9Y the conservation of probability density as
fied asd¢, is highly excited while the other local modes are J 12 : I_ 1B (2 ; B
constra(ij)ned togth)éir zero-point vibrations. It may be worth [C* sin 0y 5in 620x=[bc * sin Gycosin frocdx (31)
noting that these definitions are not intended to provide a
spectroscopically observable local-mode states, and as a rand also using the coordinate transformation rule as

whereMy denotes the mass of atom X. These definitions are
based on the diagonal parts of the full-dimensional kinetic
operator in the bond coordinat&€sNote that we distinguish
quantities associated with the Bond and Jacobi coordinates
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TABLE I. The number of basis functions. The PODVR is used for all the For the first issue we must take into account the fact that

Jacobi coordinates except f& while the sinc-DVR is employed foR. - tha nymber of the Hamiltonian operations needed for a fixed-
Minimum and maximum values of the grids are listed in A and degrees. The

basis functions ofp are restricted to even functions. time propagation via Eq17) increases pr0p0rtiona”y to the
spectral range of the Hamiltonian. As such, reducing the
X n Xmin Xmax spectral range directly leads to a saving of computational
ty 7 108 135 effort. For the present Hamiltonian in E(P), we find that
ra 25 0.76 2.93 the term
R 80 1.30 2.90
1/1 1 .
0, 39 9.1 97.5
i D 4
6, 20 98.6 151.9 201 1(ry,r,,R,64,6,) (¢), (34)
¢ 14 —-62.7 62.7

enlarges the spectral range most significantly, where the larg-
est eigenvalues of the term arise from combinations of the
smallest values of the inertia moment and the largest nega-
tive eigenvalues oD (¢). Since we can expect that compo-
nents with too high eigenvalues would be irrelevant in de-
scribing the dynamics, we cut off such components by
replacing the term in Eq.34) with the following:

1(1 1 )d £l
CDéqu)(B:H[ 2 | |(rl,r2,R,01,92) n»=cut n

The actual implementation of Eq33) requires first trans- WNere dn and [dy) are eigenvalues and eigenvectors of
forming all the Jacobi coordinates on the grid points into theP (#). respectively, while the cutoff functiog[ E;E.,] is
bond coordinates and then interpolating the functional value§hosen a& for E<Eg, andE, otherwise. Within the DVR
of ®B,, at the obtained bond coordinates. Sidef, is writ- ~ SCheme, eigenstates of the term in E3f) are given simply
ten as a direct product of 1D functions as in EBg), the a8

interpolation can be easily and accurately carried out, and || =i i iR o))l dn), (36)
thus the overall transformation is not computationally de-

manding. In addition, the PODVR basis functions in the Jawherel’ stands for the five indices for DVR bases and we
cobi coordinates have an interpolating nature similar to thagdenote the associated eigenenergieg[ds,n]. The modifi-

of the DVR based on the Gaussian quadrature, and this facation in Eq.(35) is justified if the following sum of popu-
is fully utilized in the transformation step. lations of these eigenstates,

dxB= dx’, (32

‘XB

ax’

we can expresé)JcH as a product ofIJ(B:H and an appropriate
correction factor as follows:

axB

SiN OycoSin Orco
ax’

sinéd, sin 6,

. (39

1/2
J _ 39 ; |dn)g

’ 2 ’

D. Computational details % [ [ )= (B n]>Eew, S

As mentioned above we use the sinc-DVR for the scatremains negligible during a time propagation®(t). In the
tering coordinateR and the PODVR for the other Jacobi present case we cho&g,, as 200 kcal/mol. Despite its sim-
coordinates. As a primitive basis for obtaining the eigen-plicity, this procedure was found to reduce the half spectral
states of the 1D reference Hamiltonians in E8), we em-  rangeAH from 750 to 500 kcal/mol, thus leading to a factor
ploy the sinc-DVR forr, andr, first-order associated Leg- of 1/3 reduction of the whole numerical effort. Similar meth-
endre functions ford; and 6,, and cosine functions fop,  ods of energy cutoff have been employed in several previous
respectively. The following coordinate operators, i¢,,r 5, papers’%:3!
cosf;, cost, and cosp, are then diagonalized using the  For the second issue concerning a single multiplication
lowest n, eigenstates oh,, respectively. The number of of the Hamiltonian, we take full advantage of the parallel
PODVR basis along with the minimum and maximum valuessupercomputer, Fujitsu VPP-800, consisting of a number of
of the PODVR grid points are listed in Table I. Although the vector processors, and we use 40 processors in the present
resulting direct product basis set is not truncated and thevork. To parallelize the computer code we divide the full-
number of the whole basis becomes as large as 18, this  dimensional wave function according to the scattering coor-
huge basis set is handled efficiently by using a parallel sudinateR, and hence each processor contains a portion of the
percomputer as described below. The damping funatioh  complete wave function for 2 grid points & With this
in the Chebyshev recursion formula in E4.9) is defined scheme a full-dimensional wave function needs only 60
simply as exp—((R—Rgpd/ARgp9?] for R>R,psand 1 oth-  Mbytes core memory on each processor, compared to the
erwise withR,,=2.7 A andAR,,=0.1A. size of 2.4 Gbytes of the complete wave function. Note that

As is often the case, the central task of the present cakthe interprocessor communication occurs only for the kinetic
culation consists of a large number of repeated operations @nergy operator foR in Eg. (2). In order to reduce the
the Hamiltonian onto a vector. Therefore, from a computa-amount of data transfer associated with this operator, we
tional point of view it is important not only to reduce the utilize a truncated version of the sinc-DVR matrix that is
total number of the Hamiltonian operations but to minimizeobtained by letting the off-diagonal elements witih-j|
the CPU time required for a single operation step. >8 to be zerdi andj denotes indices for thR grid). This
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FIG. 2. Spectrum of the CH stretching source state obtained by FourieF!G- 3. Spectrum of the out-of-plane bending source state. The mode 6
transforming the autocorrelation function of this state. The zero of energy i§leénotes the out-of-plane bending mode. The square modulus of the filter
set at the minimum of the potential surface of HFCO. The zeroth-ordefunction with window energy of 57 kcal/mol is depicted as a dashed curve

assignment, ], represents that the mode(CH stretch is excited withn (the height is scaled
vibrational quanta.

vibrational states(Note that modes 1 and 6 denote the CH
modification is essentially the same as using a 15-point nustretching and out-of-plane bending modes, respectively, and
merical difference formuf% and is useful to avoid all-to-all 6,4 represents a state with 14 quanta in the modeSthce
communication among processors. Since the parallel supethese assignments are not trivial, we first describe a means of
computer used here provides the asynchronous communicassignment in some detail.
tion mechanism that enables a simultaneous execution of Since full-dimensional wave functions of the individual
computation and data transfer, essentially no extra CPU costbolecular eigenstates are not available in this work, it is not
is required for data transfer itself as long as the time requireghossible to make an assignment by inspecting the nodal pat-
for communication does not exceed that for computationtern of the wave functions. Therefore, a means of assignment
This feature leads to a nearly linear scaling with the numbenot explicitly relying on the full-dimensional eigenstates is
of processors, and in fact an approximately 200 Gflops rateequired. Here we utilized the fact that the motion of the H
on average is achieved in the present calculationother — atom can be approximately described by using anly 6,,
words, each vector processor runs with 5 Gfjogdso, it  and ¢ degrees of freedom, and obtained information on the
takes about 40 CPU hours to propagate a wave packet for §pectral peaks in Figs. 2 and 3 by analyzing the eigenstates
ps. Since each processor has a relatively large memory of f a subsystem describing the CH chromophore. First, we
Gbytes, all filter states are stored directly on the coredefined a 3D CH chromophore Hamiltonian by fixing the
memory, which permits an explicit analysis of the con-other Jacobi coordinates at their equilibrium values of HFCO

structed filter states. in the total Hamiltonian as
~ 1 1 -
ll. RESULTS AND DISCUSSION H¥=— — ————————D(6,)
2z dry  215(rp,R)
A. Assignment of spectral peaks
Employing the aforementioned method we propagated - — I5(¢>)
the two source vibrational states in Eq®6) and (28) up to 21(ry,r2,R,01,65)
3 ps. Spectra of these states, or square modulus of the over- 1 o R _ R
lap with molecular eigenstates, were calculated by Fourier + —1{cotd,F(6,)F(¢)+cotd, cotd,G()}
transforming the autocorrelation functions in E25). Figure uR
2 displays the spectrum of the CH stretching source state, +V(T1,r2,R, 01,0,,8). (39)

d .y, Where we can see two clumps of peaks corresponding

to the overtone states with=6 and 7. Since the dissociation Eigenstates of this Hamiltoniadh2°, were obtained by a
threshold is 60.9 kcal/mol in the present potential surfacedirect diagonalization with the same PODVR bases. Next,
the overtone states for=6 and 7 are located just below and We generated the following reduced source state:

well above the dissociation threshold. We also show in Fig. 3

the spectrum of the out-of-plane bending source sthtg,, q)%'%:N( > ¢f16)(¢)) e (r2) 05 (8,), (39
where three clumps of highest peaks along with two clumps "

with moderate heights can be seen. We found that the formevhich was derived from the original source stabep by
highest peaks correspond to the extreme-motion states thdiscarding the 1D vibrational functions for the fixed coordi-
are assigned to g, 645, and 6, respectively, while the nates. Expanding the reduced source state in terms of the 3D
latter moderate peaks have the character,6f 4and 1,6,  chromophore eigenstateBﬁD, we obtained a stick spectrum
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T T TABLE Il. A comparison of the energies and dissociation rates of the out-
616 of-plane extreme-motion states. The calculated energies and rates corre-
spond to the center of peaks indicated by asterisks in Fig. 3 and the time
average ok(t|E) overt=1-3 ps in Fig. 7, respectively. The experimental
620 values are taken from Ref(&.

1,644 E (kcal/mol) logk(s™)]

Assignment Calc. Expt. Calc. Expt.

Spectrum

616 57.4 57.4 7.9 <5.70
1.6 615 62.7 62.6 9.0 =8.70
15645 2714 620 68.0 67.8 9.8 9.84

l WA 1 ) I N T AN 1
55 60 65 70 peaks in Fig. 4. From the nodal patterns we can assign the

Energy (kcal/mol) stick peaks as £,, 1,65,_», and L6,,_4, respectively,

and thus these assignments are given to the original spectrum
FIG. 4. Spectrum of the reduced out-of-plane source state obtained as tha Fig. 3. The energies of £, peaks that are indicated by
square modulus of overlap with the 3D chromophore eigenstates. The aygterisks in Fig. 3 are listed in Table II, which shows that the
scissa is the chromophore eigenenergy plus the zero-point energy for the . .
fixed Jacobi coordinates. agreement between these energies and the experimentally

observed band origins is very good, especially considering

the accuracy of the potential function used. We think that
in Fig. 4, which displays the distribution of overlap modulus this agreement supports the validity of the procedure for the
squared|(®3P/®32)[2, versus the 3D chromophore eigenen-2ssignment employed here. We also applied a similar proce-
ergy plus the zero-point energy for the fixed coordinates. B)ﬂure to the CH stretching source state and assigned the two
comparing this stick spectrum with the original spectrum inclumps of peaks in Fig. 2 as=6 and 7 by actually inspect-
Fig. 3, we find that clear correspondence of peaks exist§1d the relevant 3D wave functions.
between these spectra. In fact, the reduced spectrum in Fig.g pissociation rates
can be regarded as a zeroth-order approximation to the full- , ) o
dimensional case in Fig. 3, and each stick peak in the former W& now discuss the results obtained for the individual
splits into many peaks in the latter due to the interactionf”_ter states. In prder to examine the d|SSQC|at|on dynam|c§ at
between the CH chromophore and the remaining bath modedifferent energies, we applied a set of filter operators with
Interestingly, the extent of state mixing, or splitting of the different window energies{F (E\)}, onto a single source
individual stick peaks, is significantly different betweey,6 State, thus generating the same number of filter states. The
and 1,6,,,_, bands; the latter bands suffer more strongly thewindow energiegE,} were located over the energy range of
effect of state mixing with the bath modes than the former,55—70 kcal/mol with equal spacings of 1 kcal/mol. The role
which indicates much stronger couplings among the in-planef the filter operator can be schematically viewed by plotting
vibrational modes. Figure 5 illustrates several 2D sections ofhe square modulus of the following filter function:
the 3D wave functions corresponding to the strong stick exeli (Ex—E)To]—1

i(E.—E) '

fr (BB = (40

(®) which is obtained by replacing the ABC Hamiltoniddh,
with a real energyE in Eq. (13). One example of the filter
L ] function withE, =57 kcal/mol is plotted as a dashed curve in
Fig. 3. We define the filter widthAE, as the spacing be-
tween the two zeros oh‘fTo(E;Ek)| nearest toE,, thus it
becomes 4/T,. Practically, the choice ok E or T, remains
somewhat arbitrary, and in the present case we cligses
4000 a.u~=100 fs so that\E became about 2 kcal/mdhis
] width is the same as that used in the previous &ork

We defined the survival and dissociation probability of
each filter state as

Ps(t|E0) =P (tIEQ| P (HE)?,

(&)
(&)
2.5

T2
T2
2

1.5

!
100 120 140 160
¢ (degree) 6, (degres)

&)

2

-50 0 50 100 120 140 160
e e (oo Pa(t|Ei) = 1= Py(t|Ey),

FIG. 5. Plots of the CH chromophore eigenstatesand(b) correspond to ! : oL
the 6,4 state, while(c) and(d) represent the 6., state. The contour lines of v_vhere\If(t| Ek) denotes a filter Stat_e n EQJ.4). The varia

the potential surface are with the spacing of 10 kcal/mol, from 10 to 7otion of Pd(t|_E) VsE IS plotted fort=1.0, 1-'{-” _2.0, 2.5, and
kcal/mol. 3.0 ps in Fig. 6, which shows a monotonic increase of the
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FIG. 6. The dissociation probabilitf4(t|E) as a function of window en-  FIG. 7. The decay ratk(t|E) as a function of time. The window energ§
ergy E. Circles and triangles represent the CH stretching and out-of-planés fixed at 57, 63, and 68 kcal/mol for the out-of-plane bending filter states
bending filter states, respectively. The curves are plottet=dr.0, 1.5, 2.0, (solid curveg and 59 apd 66 kcal/mol for the CH stretching filter states
2.5, and 3.0 ps. The dissociation probability increases monotonically witHdashed curvesrespectively.

time. The arrow indicates the dissociation thresh@d.9 kcal/mo).

Fermi resonance, followed by slower energy redistribution
. o N S ) ~_into the remaining bath modes. For thg,filter states, the
dissociation probability with time. Also, the dissociation decay rates exhibit a gradual increase over the entire time,

threshold is marked by the arrow. Figure 6 clearly indicatesyhich reflects a much slower energy transfer from the initial
that the dissociation of the out-of-plane bending filter statesgt-of-plane excitation into the other in-plane vibrational

Wor(t|E), is much slower than that of the CH stretching modes.

filter statesW ¢y (t|E). For examplePg4(t|E) for the out-of- Figure 8 displays the time average kft|E) over t
plane case witHE=68 kcal/mol (which corresponds to the =1-3ps[denoted a%(E)] as a function of window energy
650 band in Fig. 3 is only 2% att=3 ps, while that of the g 1he RRKM rate with tunneling correctid®® is also

CH stretching case already amounts to 25% at the same timgy, .\ a5 a solid curve. We first confine attention to the rates

Also, at the window energy of 63 kcal/mol corresponding 104,46 the dissociation threshold. The time-averaged rate
the 6,5 band, ¥ o(t|E) exhibits almost no dissociation, but ?(E) for the 1, state (- 109 is in good agreement with the
W en(tlE) Qissociates by more than 10%tat3 ps. A s_imi— RRKM rate (~7 101%9 In factI(E) for all the CH stretching
Iar comparison fOT the £ band atE—57_kcaI{moI Is difficult filter states above the dissociation threshold are close to the
with this figure, since the corresponding filter states are IO_RRKM estimates, indicating that the dissociation of those
cated deep in the tunneling region and thus essentially no '
dissociation occurs for those states.

The difference in the dissociation rates can be more T T
clearly seen by examining the time-dependent decay coeffi-

cient, k(t|E,), defined by 1

d
i Ps(tlB = —k(t|EW P(t[Ey). (41)

—
(=]

log] k (sec™) ]

Since P¢(t|E,) is available only at discrete times=mT,
(m=0,1,2,...), we evaluat&(t|E,) approximately using a
finite difference scheme as

O

2 Pm+1,k_ Pm,k

c)-- |
K P+ 1kt Pk To w

whereP,,  is the abbreviation oPs(mTo|Ey). We show in

k

1
m-+ E) To

Fig. 7 the time variation ok(t|E) for fixed energies corre- 55 60 65 70
sponding to the 1and 6, states. It is seen from this figure Energy (kcal/mol)

that the decay ratdg(t|E) for the 1; and 1, states increase
rapidly within 0.5 ps and subsequently fluctuate around theif'G: 8- The time-averaged decay ri&) as a function of window energy
asymptotic values. As discussed in the previous pza“p&bris E. k(E) is a time average df(t|E) overt=1-3 ps. Circles and triangles

. represent the CH stretching and out-of-plane bending filter states, respec-
behavior ofk(t|E) comes from the fast energy exchange jively. The RRKM rate with tunneling correction is shown by the solid

between the in-plane CH stretch and bend through a strongirve. The dissociation threshold is marked by the arrow.
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states can be well characterized by statistical theories. On the T T
other hand, the averaged decay rates of thefid 6, states 40l  out—of-plane bend
are about one order of magnitude smaller than those of the
CH stretching filter states or the RRKM rates. This differ-
ence of rates should not be regarded simply as apparent non
RRKM behavior arising from the different initial distribution
of vibrational energy? since the growth of the rates for the
6., states in Fig. 7 is extremely slow as compared to the
case of initial in-plane excitations studied here and in the
previous worlé! Also, as will be shown by a local-mode
analysis below, the initial out-of-plane vibration of,6 CO streteh s BN
. . 10 & g ~— e

states relaxes only slightly within 3 ps. These features clearly= A~ __a”
indicate that the couplings between the out-of-plane excited
states and other in-plane vibrational states are weak, which is . .
in qualitative agreement with the experimental findings. 55 60 65 70

We compare in Table Il the time-averaged decay rates of Energy (kcal/mol)
6, States with the experimental valueslhe calculated L _

. . FIG. 9. The local-mode vibrational energy versus window endggyb-
rates for g and 6 states are in good_agreement with t_hetained for the out-of-plane bending filter states. Solid and dashed lines in-
experimental ones, but that forgstate is greatly overesti- gicate the local-mode energy &t 0 and 3 ps, while triangles and squares
mated by two or more orders of magnitude than the experi;epresent the out-of-plane bending and CO stretching energies, respectively.
mental one. In additionk(E) for the CH stretching filter
states in Fig. 8 deviates significantly from the RRKM rates
below the dissociation threshold. Hence, it is found that the
calculat.ed decay.rates are larger than the RRKM estimates It'i]\/ely. Since the norm of the filter state decreases with time,
the_ eptwe tunneh_ng region regardlgss OT t.he source State%\'ppropriate normalization is applied to the probabilities
This is not an artifact coming from insufficient accuracy of | _ () . co -
the Chebyshev expansion in Ed.7), which was confirmed {.P” (t.|Ek)}'_ T.he co stretchllng energk,iy , Is also de-
by changing the expansion ordsf, or the parameters in the fined ina similar manner. E|gure 9 shows the Iocal-mode
damping function. One of the possible reasons for this is th&nergies of the qut-of-plangpfllter stated &0 and 3 ps. Itis
deficiency of the potential function; since the dissociation inS€€n from this figure tha;, for 6, states aE=57, 63,
this energy region is dominated by penetration of tails of a&nd 68 kcal/mol remain more than 30 kcal/mol evert at
wave packet through the barrier, the decay rates are Ver73 ps, which indicates the stability of these states against
sensitive to the accuracy of the potential function around théVR. This slow IVR contrasts well with the fast IVR initiated
barrier. Another reason may be that a small amount of higtirom the CH stretching excitation that proceeds considerably
energy components included in each filter state make thwithin 3 ps?!
decay rates larger, which is possible because the magnitude Although all the filter states exhibit a large out-of-plane
of the filter function in Eq(40) decays only algebraically as vibrational energy in Fig. 9, the degree of excitation differs
E—E is increased. _ according to the window energy. As expected from the spec-

Finally, we show the result of a local-mode analysis. Wera| assignment in Fig. FF for the 6,, states exhibit the
consider here the average vibrational energy in the °”t'°frargest values, and those Bt=60 and 65 kcal/mol corre-

plane bending and CO stretching modes, which is computas-ponding to the 16, , states are the second largest. For

tionally convenient because these modes are well characteTrﬁe window energy at which there are only small peaks in
ized by ¢ andr, of the Jacobi coordinates and hence all theFig. 3, e.g., atE—59 or 64 kcal/moI,E\%’ s further de-

calculations can be done within this coordinate system. The ) )
oP creased, and hence the corresponding filter states are more

out-of-plane vibrational energyE., is defined as a i X . ,
weightgd average of eigenene?g;/ie:lé)f the 1D diabatic Hamil€*Cited n th? |n'—plane 'modes. These differences of OUI'_Of'
tonian ﬁgia in Eq. (27): plane excﬂaﬂ_on in the f|_|ter states_ seem Fo cause the oscilla-
tion of k(t|E) in Fig. 8, since the dissociation becomes faster
if the initial in-plane excitation is largefNote in passing
ESH(tE0 =2 eXPR(t[EY), (43 that k(t|E) for the CH stretching case does not exhibit a
i similar oscillation in Fig. 8. Since there are energy regions
wherePﬁf’)(t|Ek) represents a probability for finding tmh Whgre no strong peaks exist in Fig. 2? the_filter state_s in f[hese
eigenstate of.]gia in a filter stateW (t|E,), that is: regions should be more or less excited in other vibrational
modes. The decay rates of these states, however, become
© B S © 5 similar to the RRKM rates probably due to the strong cou-
Pa (t|Ek)_2 (i € KR, €T, [ Con” |- W (E[E))], plings among the in-plane modéwe also applied the local-
' (44) mode analysis to the CH stretching filter states, and the en-
ergy transfer from the initially excited CH stretch to the out-
wherel’ denotes the five indices of PODVR bases collec-of-plane bending or CO stretching modes was found to

ocal-mode energy (kcal/mol)
<
I
]
<

0 ps
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