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1 Introduction

Tunneling phenomenon is peculiar to quantum mechanics and no counterparts exist in classical mechanics. Features of tunneling are nevertheless strongly influenced by underlying classical dynamics [1, 2, 3, 4, 5]. One of the most efficient methods to analyze quantum tunneling processes is the WKB or semiclassical method in which the classical orbits are employed as inputs of approximation. However, since quantum tunneling is an essentially classically forbidden process, real classical orbits have no ability to describe it, instead the complex classical orbits play central roles.

It should be recalled that using complex orbits itself is not new in the WKB theory, rather it goes back to the beginning of the WKB theory, especially a text book example of quantum tunneling in one dimension. Also, a well-known technique using the complex space is the so-called instanton method in which tunneling penetration is evaluated by a classical path moving along the imaginary time [6]. A natural extension to higher-dimensional systems would be possible to a certain extent as long as the system is completely integrable [7, 8]. Complexified tori can bridge classically disconnected regions and a semiclassical argument can be developed on them. However, entirely different situations emerge even when one performs analogous extension to the system slightly perturbed from intergrable systems. This is because complexified tori are destroyed no matter how small the strength of perturbation is and the natural boundary may appear in complex plane.

2 Time-domain Semiclassical Analysis

First, we briefly sketch how one can describe quantum tunneling using the semiclassical technique.

Dynamical Tunneling

The system we are concerned with is the area-preserving map:

\[
F : \begin{pmatrix} p \\ q \end{pmatrix} \mapsto \begin{pmatrix} H'(p) - V'(q) \\ q + H'(p) - V'(q) \end{pmatrix}.
\]  

(1)

Qualitative feature of phase space \((q, p)\) is controlled by the choice of kinetic term \(H(p)\) and also the potential term \(V(q)\).
In generic cases, phase space is composed of quasiperiodic regions \((Q)\) and chaotic regions \((C)\), and these are invariant objects in themselves and disconnected by any classical orbits. However, in quantum mechanics, the tunneling effect allows the transition between two any disconnected components of \(Q\) and \(C\), and quantum tunneling over such dynamical barriers is particularly called *dynamical tunneling* in the literature. More precise specification or definition of quantum tunneling in the present setting is provided later.

**Quantum Propagator**

A standard recipe to construct quantum mechanics of the area-preserving map is first to express unitary operator in the discretized Feynman path integral form. In the momentum \((p-)\) representation, for example, the \(n\)-step quantum propagator is written as

\[
K(p_0; p_n) = \langle p_n | U^n | p_0 \rangle = \int \cdots \int \prod_j dq_j \prod_j dp_j \exp \left[ \frac{i}{\hbar} S(\{q_j\}, \{p_j\}) \right],
\]

where \(S(\{q_j\}, \{p_j\})\) denotes the discretized action along each path. The classical map (1) is recovered by imposing the variational condition \(\delta S(\{q_j\}, \{p_j\}) = 0\).

**Semiclassical Approximation**

In order to include the complex orbits that are inevitable to describe classically forbidden processes, instead of applying the stationary phase method, we evaluate the quantum propagator \(< p_n | \hat{U}^n | p_0 \>\) by the saddle point method. The final expression for the *semiclassical propagator* in \(p\)-representation takes the form as

\[
K^{sc}(p_0; p_n) = \sum_{\gamma} A_\gamma(p_0, p_n) \exp \left\{ \frac{i}{\hbar} S_\gamma(p_0, p_n) \right\},
\]

where the summation is taken over all classical paths \(\gamma\) satisfying given initial and final momenta, \(p_0 = \alpha\) and \(p_n = \beta\). \(A_\gamma(p_0, p_n) = [2\pi \hbar (\partial p_n / \partial q_0)_{p_0}]^{-\frac{1}{2}}\) stands for the amplitude factor associated with the stability of each orbit \(\gamma\), and \(S_\gamma(p_0, p_n)\) is the corresponding classical action.

**Initial Value Representation**

The semiclassical sum (3) contains not only real classical orbits but also complex classical ones, the latters would be responsible for the tunneling process. One physical requirement is that since we take the \(p\)-representation, \(p_0\) and \(p_n\) should be real-valued since they both are observables. This implies that a canonical conjugate variable \(q_0\) does not have any constraint and may take not only real values but also complex ones, so itinerary from \((p_0, q_0)\) to \((p_n, q_n)\) may be complex. To include complex orbits, we extend the initial angle as \(q_0 = \xi + i\eta\) \((\xi, \eta \in \mathbb{R})\). For given \(\alpha, \beta \in \mathbb{R}\), we have a representation for semiclassically contributing complex paths as

\[
\mathcal{M}_n^{\alpha, \beta} \equiv \{(p_0, q_0 = \xi + i\eta) \in \mathbb{C}^2 \mid p_0 = \alpha,\ p_n = \beta\}.
\]

If there exist no classical orbits on the real phase space connecting two states \(p_0 = \alpha\) and \(p_n = \beta\), we should say that this process is classically forbidden, and bridged only by complex classical orbits.
3 Tunneling Orbits in the Linear map

Before going to chaotic maps, we examine the linear map. The linear map is helpful to understand what classical objects represent quantum tunneling and to know what are new ingredients in chaotic maps.

**Solutions**

The linear map is given as

\[
F : \left( \begin{array}{c} p' \\ q' \end{array} \right) \mapsto \left( \begin{array}{c} p + K \sin q \\ q + \omega \end{array} \right),
\]

where \( \omega \) is a fixed rotation number. It is easy to show that \((p_n, q_n)\) are expressed by \((p_0, q_0)\) as

\[
p_n = p_0 + K_n \sin(q_0 + n\omega/2), \quad q_n = q_0 + n\omega,
\]

where \( K_n = K \sin(n\omega/2) / \sin \frac{\pi}{2} \). For a given initial condition \( p_0 = \alpha \in \mathbb{R} \), in order to have \( q_n \in \mathbb{R} \) the initial coordinate \( q_0 = \xi + i\eta \) should satisfy

\[
\xi = (k + \frac{1}{2})\pi - \frac{n\omega}{2} \quad (k : \text{integer}) \quad \text{or} \quad \eta = 0.
\]

**Tunneling Branches**

Figure 1 illustrates a set of initial conditions that contribute to the semiclassical sum (3)

\[
\mathcal{M}_n^{\alpha,*} = \{ q_0 = \xi + i\eta \mid p_0 = \alpha, \ -\infty < p_n < \infty \}.
\]

Here we set \( \alpha = 0 \). The orbits satisfying the former condition in (6) are real orbits, and the latter are complex ones.

Note that tunneling branches appear in a pair-wise manner as shown in Fig. 1; the one giving exponentially decaying and the other exponentially blowing up contribution. The former is a correct tunneling branch and the latter is unphysical and should be removed as a result of Stokes phenomenon. The Stokes phenomenon is quite important in the complex WKB analysis, however, we do not discuss this issue here. (See [9] for example.)

Figure (2) is a schematic sketch demonstrating that pairs of tunneling branches emanating from the real Lagrangian manifold. Note that tunneling tails in the wave-function are reproduced by tunneling branches.

An important remark is that, in order to go into deep tunneling regions, one should take a large \( \text{Im} q_0 = \eta \). That is, the amount of imaginary part necessary to allow the tunneling transition is gained in the imaginary part of the initial condition. We can say, otherwise, that no dynamics is involved in the tunneling process of linear map and only the initial condition controls it. It is worthwhile to note that \( \text{Im} q_0 = \eta \) play an analogous role of imaginary time that is used in the so-called instanton method [6]. The instanton orbit runs in the imaginary direction in complex time domain, and the higher potential barriers one wants to go beyond, the deeper imaginary time domain one has to use.
Figure 1: The initial value plane introduced as (7). The lines running in the vertical direction give the tunneling contributions.

4 Tunneling Orbits in Ideally Chaotic Maps

In contrast to the previous one, tunneling orbits in chaotic maps behave quite differently. We first see how tunneling orbits appear in the most generic situations, mixed systems.

Tunneling Orbits in The Standard Map

There are a variety of chaotic maps in the form (1) that realize mixed-type phase space. We here consider the standard map: $H(p) = p^2/2$, $V(q) = K \sin q$. Figure 3 shows a typical mixed phase space with some moderate parameter value and the corresponding initial value set $\mathcal{M}_n^\alpha,*$. In the semiclassical propagator, the initial state is taken as an ellipse approximating a KAM curve, not $p_0 = \text{const}$ as in the linear map. In the initial set $\mathcal{M}_n^\alpha,*$, two curves running in the vertical direction that exactly corresponds to the tunneling branches shown in Fig. 1. The mechanism of tunneling induced by such branches are essentially the same as the one taking place in the linear map. However, in case of the standard map, there are a huge number of branches not touching on the real axis, $\eta = 0$. All these are due to that the system is not completely integrable and the map generates chaos not only in real but also in complex plane.

We skip all the details concerning the mechanism creating tunneling tails in quantum wavefunctions [4]. Of significantly importance is that specific sequences of branches, which, as shown in Fig. 3, usually form successive chain-like structures, control the tunneling processes, meaning that we have only to focus on these specific structures. We remark that the existence of these chained objects is not limited to the standard map.

The Hénon Map

Next, we consider the Hénon map, in which both kinetic and potential terms are polyno-
Figure 2: (a) The real Lagrangian manifold and tunneling branches. An exact form of the real Lagrangian manifold is expressed as \( p_n = p_0 + K_n \sin(q_n - n\omega/2) \). (b) The wavefunction in the \( p \)-representation (schematic). (c) The real Lagrangian manifold and pairs of tunneling branches (schematic).

There are several reasons to employ the Hénon map: the most relevant one is that complex dynamics has been and is being most extensively investigated, a part of which is introduced below. This is important because the understanding of what is going on in complex phase space is crucial.

A canonical form of the Hénon map is given as \( f : (x, y) \mapsto (y, y^2 - x + a) \), but an alternative form obtained by an affine change of variables as \((p, q) = (y - x, x - 1)\) together with a parameter \(c = 1 - a\) fits the present purpose:

\[
F : \begin{pmatrix} q \\ p \end{pmatrix} \mapsto \begin{pmatrix} q + p \\ p - V'(q + p) \end{pmatrix}, \quad V(q) = -\frac{q^3}{3} - cq. \tag{8}
\]

The Hénon map has a nonlinear parameter \(a\) (or \(c\)) controlling the dynamics qualitatively. When \(a \gg 1\), the so-called horseshoe condition is satisfied and the mapping is conjugate to the symbolic dynamics with the binary full shift [10]. All the stable and unstable manifolds intersect transversally when the horsehoe is realized and the system keeps hyperbolicity up to the first tangency point [11]. Non-wondering set forms fractal repeller on the real plane.
Figure 3: (a) Phase space for standard map with $K = 1.5$. An ellipse in the lower torus region is the initial condition. (b) The initial value set $\mathcal{M}_n^{\alpha,*}$ at $n = 6$ and its magnification.

The Horseshoe Limit: An Ideal Setting

The horseshoe limit provides an ideal situation where the chained structure observed in generic case appears in a genuine manner.

Figure 4 demonstrates the set $\mathcal{M}_n^{\alpha,*}$ when the parameter $c$ is within the horseshoe locus. We notice that a similar chained structure as found in Fig. 3 is formed. A relation between $\mathcal{M}_n^{\alpha,*}$ and invariant objects in dynamical systems is read by putting the intersection of the (complex) stable manifold $W^s(p)$ of periodic orbits $p$ with the initial value plane $\mathcal{I} = \{(q,p) \in \mathbb{C}^2 \mid p_0 = \alpha \}$. The intersection points are aligned along the chain and the labels inserted in the figure denote the binary coding for periodic orbits from where the stable manifolds $W^s(p)$ emanate. That is, for example, the dot labeled as (000) is a point at which the stable manifold of the periodic orbit whose binary coding is (000) intersects with the initial value plane $\mathcal{I}$. Recall that, in the horseshoe parameter locus, all the periodic orbits are contained in $\mathbb{R}^2$. The chained structure is associated with invariant structures in phase space in this way. As a result, the itinerary of the orbits launched on the chained structure is governed by the stable manifold attached to it. As shown in Fig. 4(b), the orbits whose initial conditions are put on the set $\mathcal{M}_n^{\alpha,*}$ approach exponentially to the real plane, reflecting that the
orbits closely follow the orbits on the stable manifolds. Otherwise stated, the tunneling orbits forming chained structures are guided by the stable manifolds of the periodic orbits [12]. In a similar manner, on the chained structure found in generic mixed case (Fig. 3), the orbits starting from it also approaches the real plane exponentially. Other orbits, not forming the chain, do not shows such behavior and are not attracted from the real plane.

**Tree Structure in Hyperbolic Case**

It is instructive to see the situation where the system is hyperbolic but not in the horseshoe locus. Such a situation may not be so common. For instance, in the standard map, except for the so-called anti-integrable limit, phase space is composed of quasiperiodic and chaotic components. In the Hénon map, there indeed exist parameter loci in which the dynamics on the real plane is hyperbolic but cannot be reduced to the binary full shift as the horseshoe limit does so. The existence of such parameter loci was suggested in [14], and recently shown rigorously via computer-assisted proof [15].

The reason why hyperbolic but not horseshoe cases are so important in our issue is that it can be a model to examine how tunneling orbits behave when the non-wondering set is no more confined on the real plane, and thereby real and complex saddles coexist.

In the horseshoe locus, as depicted in Fig. 4, each chain runs only in the vertical direction. However, as seen in Fig. 5, the tree structure begins to develop in $\mathcal{M}^\alpha_{n,*}$ . Furthermore, though not shown here, as the time step proceeds, we can see that the number of generation increases. Here we use the term generation as a rank in the hierarchical tree structures. The chained branch running in the perpendicular direction

---

**Figure 4:** (a) The initial value set $\mathcal{M}^\alpha_{n,*}$ at $n = 3$ for the Hénon map in the horseshoe parameter locus. The dots represent the primary intersection points (see the definition in the text) of (complex) stable manifolds and the initial value plane $T$. (b) The distance from the real plane as a function of the time step $n$. The orbits are launched from the points on $\mathcal{M}^\alpha_{n,*}$ and close to the intersection points.
is the first generation and horizontal one the second generation and so on.

![Diagram of the Hénon map](https://example.com/diagram.png)

**Figure 5:** (a) The initial value set $\mathcal{M}_{n}^\alpha,\ast$ at $n = 20$ for the Hénon map in the parameter locus at which the map is hyperbolic but not has the horseshoe structure. The dots shown are some of primary intersection points of (complex) stable manifolds and the initial value plane $\mathcal{I}$. The right hand figure is a magnification of the left one.

**Primary Intersection Points**

To explain the implication of the tree structure, we introduce the ordering for intersection points of stable manifolds and the initial value plane $\mathcal{I}$. Here, the primary intersection is defined as an intersection point at which the stable manifold $W^s(p)$ emanating from a saddle $p$ (period $n$) first intersects with $\mathcal{I}$. More precisely, we specify the ordering of the intersection as follows: it is known that there is a conjugation map $\Phi$ from $\mathbb{C}$ to $W^s(p)$ such that

$$\Phi^{-1}F^n\Phi = F_{sn}$$

where $F_{sn}(\zeta) = \lambda^{-1}\zeta$  \hspace{1cm} (9)

for $\zeta \in \mathbb{C}$. Here $\lambda$ denotes the maximal eigenvalue of the tangent map of $F^n$ at $p$. The coordinate $\zeta$ is normalized in the sense that the map $F^n$ is expressed by a linear transformation. Putting an appropriate domain, say $\mathcal{D}$ on the $\zeta$-plane, containing $p$ as the origin of $\zeta$-plane and $\mathcal{D}' = \mathcal{D} - F_{sn} \mathcal{D}$, the $\zeta$ plane is decomposed into a family of disjoint domains $\mathcal{D}_m = F_{sn}^{-m}(\mathcal{D}')$ ($m \in \mathbb{Z}$). Here, the primary intersection is defined as an intersection point between $\mathcal{I}$ and $W^s(p)$ in $\mathcal{D}_m$ with the minimal $m$ in the $\zeta$ coordinate.

The dots shown in Fig. 5 are some of primary intersection points so defined. As in the horseshoe case, each intersection point is attached to a curve of $\mathcal{M}_{n'}^\alpha,\ast$. In contrast to the horseshoe case, however, the orbits launched at points on the tree-shaped $\mathcal{M}_{n'}^\alpha,\ast$ do not approach the real plane monotonically. To see the difference, we observe the behavior of the orbits whose initial conditions are close to the primary intersection points. We plot in Fig. 6(a) the distance from the real plane as a function of time step $n$ and the corresponding schematic representation of the set $\mathcal{M}_{n'}^\alpha,\ast$ is given as Fig. 6(b).
Figure 6: (a) The distance from the real plane as a function of time step \( n \). The orbits are launched from the points on \( M_n^\alpha \) and close to the primary intersection points in the tree structure. (b) Tree structure and the primary intersection points (schematic).

**Itineracy in The Complex Phase Space**

For the interpretation of the origin of the behavior observed in Fig. 6(a), the following theorem is crucial:

**Theorem**[Bedford-Smillie] For any saddle \( p \), \( \overline{W^s(p)} = J^+ \) and also \( \overline{W^u(p)} = J^- \).

Here \( J^\pm = \partial K^\pm \) and \( K^\pm = \{ (p,q) : \|F^n(p,q)\| \text{ is bounded } (n \to \pm\infty) \} \). Since \( K^\pm = J^\pm \) in the hyperbolic case, the above theorem claims that any stable manifold is dense in the forward bounded orbits \( K^+ \).

Now, let \( r_i \) and \( c_j \) be the saddles in the real and complex plane, respectively. We then introduce the primary intersections between \( \mathcal{I} \) and \( W^s \) of these two kinds of saddles, say \( r_1 \) and \( c_1 \); they are denoted by \( X_1(\in W^s(r_1) \cap \mathcal{I}) \) and \( Y_1(\in W^s(c_1) \cap \mathcal{I}) \), respectively (see Fig. 7).

Consider a side branch in the second generation, which is attached to the intersection point denoted by \( Y_1 = W^s(c_1) \cap \mathcal{I} \). Since \( Y_1 \) is located close to \( X_1 \), the trajectories starting at \( X_1 \) and \( Y_1 \) trace similar itinerary in the very initial time stage. But the orbit launched at the \( Y_1 \) finally approaches \( c_1 \) by definition and cannot reach the real phase space. However, the fact \( \overline{W^s(p)} = J^+ \) implies that in a very close neighborhood of \( Y_1 \) there exists an intersection \( X_2' \in W^s(r_2) \cap \mathcal{I} \) of a real saddle \( r_2 \) (\( r_2 \) can be \( r_1 \)). Let the primary intersection of \( W^s(r_2) \) and \( \mathcal{I} \) be \( X_2 \), then the trajectory from \( X_2 \) converges directly to \( r_2 \), whereas the trajectory from \( X_2' \) first approaches \( c_1 \) because \( X_2' \) is very close to \( Y_1 = W^s(c_1) \cap \mathcal{I} \) and next converge to \( r_2 \), which means that \( X_2' \) is the secondary intersection of \( W^s(r_2) \) with \( \mathcal{I} \). In other words, the trajectory from \( X_2 \) makes a side trip in the complex domain before accessing to the real plane.

In the same way, there should exist \( Y_2' = W^s(c_2) \cap \mathcal{I} \) which is located just at the
side of $X'_2$, where $c_2$ denotes another complex saddle. The side chain of the third order is realized very close to the tertiary intersection $X''_2$ of the intersection $I \cap W^s(r_3)$, if $n$ is taken large enough. Inductively, the $m$-th order generation, germinates from the $(m - 1)$-th order generation.

$$0 < h_{top}(F|_{\mathbb{R}^2}) < \log 2$$ and let $p_i$ ($1 \leq i \leq N$) be saddle periodic points in $\mathbb{C}^2 \setminus \mathbb{R}^2$. Take any positive integers $k_i$ and any neighborhood $U_i$ of $p_i$ ($1 \leq i \leq N$). Then, there exists a point $z \in \mathbb{C}^2 \setminus \mathbb{R}^2$ such that its orbit stays in $U_i$ at least $k_i$-times iterates and $\lim_{n \to \infty} d(F^n(z), \mathbb{R}^2) = 0$.

As predicted by the theorem $\overline{W^s(p)} = J^+$ and numerical observations imply that there exist a rich variety of tunneling paths wandering over complex phase space before reaching close to the real plane. Ishii gave a rigorous statement supporting such an aspect [12]. It assures the existence of orbits that allow trajectories exhibiting chaotic itinerancy over the complex saddles:

**Theorem [Ishii]** Let $0 < h_{top}(F|_{\mathbb{R}^2}) < \log 2$ and let $p_i$ ($1 \leq i \leq N$) be saddle periodic points in $\mathbb{C}^2 \setminus \mathbb{R}^2$. Take any positive integers $k_i$ and any neighborhood $U_i$ of $p_i$ ($1 \leq i \leq N$). Then, there exists a point $z \in \mathbb{C}^2 \setminus \mathbb{R}^2$ such that its orbit stays in $U_i$ at least $k_i$-times iterates and $\lim_{n \to \infty} d(F^n(z), \mathbb{R}^2) = 0$.

The convergent theorem of currents is a central result of Bedford and Smillie and many results follow from it [17, 16, 18]. The above theorem essentially uses the results of [18]. An important fact is, as mentioned below, that the convergent theorem applies not only to hyperbolic but also to any cases including mixed phase space. Therefore, it is natural to expect that the behavior just sketched above is not limited to the hyperbolic case. In fact, the orbits launched at a chained branch in the higher generation, for example as given in Fig. 3, exhibit essentially in the same behavior.
Why Are Chained Structures So Important?

Up to now, we only saw the behavior of complex orbits that contribute to the semiclassical propagator (3). The readers may have questions as to why the chained structures found commonly in the initial value plane is so important in our tunneling problem. We have entirely skipped this topic.

The main reason is that, as shown in Fig. 4, the orbits forming the chain structure approach the real plane exponentially. Correspondingly, the imaginary part of action, Im $S_n$, converges rapidly and we may expect that $|\text{Im } S_n|$ takes the smallest values as compared with those for the orbits taking side trip, unless some nontrivial cancellation mechanism works in itinerating orbits. Since the weight of each term in the semiclassical sum (3) is almost controlled by Im $S_n$, the orbits that gain the minimal Im $S_n$ are most dominant contributors in the sum. This is a rough reasoning for the importance of the chained objects. It is not yet clear that the orbits wandering in complex space, as found in Fig. 6(a), play some roles in the tunneling problem. If they make non-negligible contributions, we may say that genuine complex chaos appears in quantum tunneling. More detailed arguments of observability of complex chaos in quantum tunneling will be discussed in [13].

5 Tunneling Orbits in Mixed Phase Space

Initial and Final Manifolds in Semiclassical Dynamics

As often emphasized, the most natural and important situation is that KAM curves and chaotic regions coexist in phase space. That is, the transition from KAM regions to chaotic seas has particularly to be investigated. To focus our problem more sharply, we again make clear the setting of the semiclassical argument.

So far, we have taken $p$-representation like eq. (2). However, we can freely replace it to other representations. For example, we may take the coherent representation $K(q_n, p_n; q_0, p_0) = \langle q_n, p_n | \hat{U}^n | q_0, p_0 \rangle$. Here $|q, p = |\alpha\rangle$ denotes the coherent state with $a = (q + ip)/\sqrt{2}$. We have a similar semiclassical expression as

$$K^{sc}(q_n, p_n; q_0, p_0) = \sum_{\gamma} A_{\gamma}(p_0, q_0) \exp \left\{ \frac{i}{\hbar} S_{\gamma}(p_0, q_0) \right\}, \quad (10)$$

where the sum is taken over all classical paths satisfying given initial and final coherent states, i.e., $q_0 + ip_0 = q_\alpha + ip_\alpha$, $q_n - ip_n = q_\beta + ip_\beta$. Note that the variables $q_\alpha, p_\alpha, q_\beta, p_\beta$ take real values whereas $q_0, p_0, q_0, p_0$ can take complex ones [19, 20]. Introducing the variables $Q = q + ip$ and $P = q - ip$ where $q, p \in \mathbb{C}$, semiclassically contributing complex paths are given as

$$\mathcal{M}_{n}^{\alpha, \beta} \equiv \{(Q_0, P_0) \in \mathbb{C}^2 | Q_0 = \alpha, P_n = \beta, \alpha = q_\alpha + ip_\alpha, \beta = q_\beta - ip_\beta, \}. \quad (11)$$

Note that in any representation the manifold of initial or final states is one-dimensional complex manifold, thereby the space of the search parameter forms one-dimensional complex plane. This is interpreted as a manifestation of uncertainty principle of quantum mechanics.

Convergent Theorem and Mixing Property in Complex Phase Space
The *semiclassical dynamics* is therefore just to follow the time evolution of a one-dimensional complex manifold with a boundary condition imposed on the final state. The final state is also expressed as one-dimensional complex manifold. We again recall that the asymptotic behavior of wide classes of manifolds is well controlled using potentially theoretic arguments of complex dynamical systems [17, 16, 18]. More precisely, the following *convergent theorem of currents* tells us how one-dimensional manifold behaves asymptotically:

**Theorem [Bedford-Smillie]**

For a complex one-dimensional locally closed sub-manifold $M$ in either $J^\pm$ or an algebraic variety, there is a constant $\gamma > 0$ so that

$$\lim_{n \to +\infty} \frac{1}{2^n} [F^{\pm n} M] = \gamma \cdot dd^c G^\pm (x, y)$$

in the sense of current, where $[M]$ is the current of integration of $M$, i.e. $[M](\phi) \equiv \int_M \phi|_M$. In this statement, $G^\pm (x, y)$ represents the Green function given by

$$G^\pm (x, y) \equiv \lim_{n \to \pm \infty} \frac{1}{2^n} \log^+ \|F^n(x, y)\|,$$

where $dd^c$ is the complex Laplacian,

$$dd^c u \equiv 2i \sum_{j, k} \frac{\partial u}{\partial z_j \partial \overline{z}_k} dz_j \wedge d\overline{z}_k$$

The statement claims that an arbitrary algebraic curve in $\mathbb{C}^2$, for example our initial manifold given as $p_0 = \alpha \in \mathbb{R}$, converges to the support of $dd^c G^\pm (x, y)$. Moreover,

**Theorem [Bedford-Smillie]** $\mu$ is mixing and the hyperbolic measure.

Here $\mu \equiv \mu^+ \wedge \mu^-$ and $\mu^\pm$ is induced by the Green function as

$$\mu^\pm \equiv \frac{1}{2\pi} dd^c G^\pm (x, y).$$

The complex equilibrium measure $\mu$ thus defined becomes a unique maximal entropy probability measure [17, 16, 21, 18].

**Implications in The Tunneling Problem**

Since the asymptotic behavior is so described by the convergent theorem, we obtain theorems on the relation between tunneling orbits and the Julia set in the forward direction by taking into account the final states also [12]. The result indeed supports and is consistent with numerical observations illustrated in Figs. 3, 4, and 6. In this sense, we can say that, in contrast to tunneling orbits in the linear map, the complex orbits behind tunneling processes in chaotic systems have truly different characters.

As stressed in section 3, tunneling penetration does not occur as a result of dynamics in the linear map, but gaining the imaginary part of the initial condition makes it possible. On the hand hand, in the Hénon map, due to the mixing property stated above, arbitrary neighborhoods of the points in the Julia set are connected by the dynamics in complex plane. To see more explicitly how the mixing property plays
the role, the coherent state representation is useful since the coherent state is a minimal wavepacket, and is an object close to an orbit in classical dynamics. For any neighborhood \( U_\alpha, U_\beta \) of initial and final points, \((q_\alpha, p_\alpha) \) and \((q_\beta, p_\beta) \) in the coherent representation, there exist a time step \( N \) such that \( f^N(U_\alpha) \cap U_\beta \neq \emptyset \). Since the neighborhood \( U_\alpha \) should be taken as an open set in \( \mathbb{C}^2 \), the orbit connecting between \( U_\alpha \) and \( U_\beta \) may not be contained in the initial manifold \( \mathcal{M}_n^{\alpha, \beta} \). However, we can find another initial state \((q'_\alpha, p'_\alpha) \) that can be taken arbitrarily close to the original point \((q_\alpha, p_\alpha) \) which contains a desired orbit. In other words, although one cannot say that a set \( \mathcal{M}_n^{\alpha, \beta} \) always contains a connecting orbit, there is a wavepacket arbitrarily close to the original one whose initial plane \( \mathcal{M}_n^{\alpha', \beta'} \) contains such a connecting orbit. The tunneling transition, reflecting the mixing property of the complex measure \( \mu \), takes place in this way.

**Complexified KAM Curves and Natural Boundaries**

As mentioned, theorems of Bedford and Smillie are suggestive and certainly give a fundamental principle for the semiclassical description of quantum tunneling processes. However, only to know the existence of invariant measure having such nice properties is not enough to get further predictive view in tunneling phenomena. Since the most important process, that is, the transition from the region dominated by KAM curves to chaotic regions, necessarily involves many delicate issues in the problem of nearly integrable Hamiltonian dynamics, so more precise information on complex structures in such regions is strongly required.

In particular, we need to discuss the role of complexified KAM curves. To this end, the works done by several authors who studied the domain of analyticity of complexified KAM curves become significant clues [22, 23]. The aim in those works was to specify a critical value of the perturbation parameter \( K_c \) at which the last KAM circle disappears, and also to study the universality of the critical function \( K(\omega) \): the breakdown threshold of the KAM curve with rotation number \( \omega \). Here we will see that this subject is indeed of fundamental importance in the tunneling problem.

A standard recipe to consider the analyticity domain of KAM curves is first to express KAM curves parametrically as

\[
C_\omega : \begin{pmatrix} p \\ q \end{pmatrix} = \begin{pmatrix} 2\pi \omega + u(\varphi, \omega) - u(\varphi - 2\pi \omega, \omega) \\ \varphi + u(\varphi, \omega) \end{pmatrix}, \tag{16}
\]

where \( u(\varphi, \omega) \) is determined by the following functional equation:

\[
u = 0,1,\ldots\infty \sum_{k=1}^{\infty} K^k \sum_{\nu \leq k} e^{i\nu \varphi} u^{(k)}(\omega). \tag{18}\]

As first suggested in Ref. [22], making analytical continuation of the Lindstedt series to the complex plane, one can do it at most to a certain domain of \( \varphi \)-plane and there possibly exist a natural boundary. The existence of the natural boundary implies that
KAM circles cannot be globally invariant in complex plane. Numerical observations suggest the shape of the boundary is fractal in $(q,p)$-plane. We schematically draw an aspect in Fig. 8.

Mixing in the Complexified KAM Regions

The orbits on KAM curves are bounded both in the forward and backward directions, so they are contained in the filled-in Julia set $K = K^+ \cap K^-$. Note that numerical tests suggest that $K^\pm$ have no interior points [9]. There is no rigorous proof validating those numerical results, but if $K^\pm$ have no interior points, $J = K$ follows.

Next we ask the relation between $J$ and $J^* = \text{supp} \mu$. In case the system is hyperbolic, $J = J^*$ holds, but in general it was at most proved that $J^* \subset J$. In non-hyperbolic or mixed systems, both possibilities remain: (i) $J = J^*$ or (ii) $J \neq J^*$. If the former holds, it immediately follows that $\{\text{KAM curves}\} \subset J^*$. Since the mixing property holds on $J^*$, a more specified situation just mentioned above is realized, that is the mixing property of complex dynamics allows the connection between two separated regions via the real dynamics. On the other hand, if the case (ii) is true, it can happen that such orbits do not necessarily exist.

It is not an easy task to check which situation is really the case even numerically. What we have presented in Fig. 9 is a typical behavior of the orbits sandwiched between complexified KAM curves. Here we put an initial point $(q_0, p_0)$ such that $(\text{Re } q_0, \text{Re } p_0)$ is on a certain KAM circle and $|\text{Im } q_0|, |\text{Im } p_0| \ll 1$. The orbit so located very close to the real plane initially rotate along a KAM curve that is closest to the initial point but it gradually leaves the real plane. Then it moves in complex phase space in a spiral way. In almost all cases, however, the orbits moving up in such a way diverge to infinity finally. More precisely, until a certain finite boundary, orbits rotate along the wall of

Figure 8: Natural boundaries of KAM circles (schematic). The complex orbits which describe tunneling processes are also inserted in the figure. Those orbits launched almost around natural boundaries and go down to the real plane. The distance from the real plane decreases exponentially, just as shown in Fig. 4(b) and the bold line of Fig. 6(a).
complexified KAM curves as shown in Fig. 8, but once they reach the boundary, they quickly fly away to infinity. The fact that typical orbits behave in this way is entirely consistent with the fact that $K^\pm$ has no interior points because arbitrary chosen initial points in complex plane should belong to $\mathbb{C}^2 \setminus K$.

On the other hand, if the initial point is chosen very carefully, we can find the orbits such that they initially leave the real plane and tend to boundaries in a similar way as above, but they again go back to and approaches the real plane. Figure 9 exactly demonstrates such an example. An important fact is that, as shown in Fig. 9(b), once the orbit goes back close to the real plane, it rotates along the KAM curve that is different from the initially located one. Several different circles observed in Fig. 9(b) is projections of an orbit belonging to different time intervals. This numerical experiment strongly implies that KAM curves on the real domain are indeed bridged via complex orbits in the Julia set.

We should note, however, that this result does not necessarily suggest $J = J^*$. If $J = J^*$, due to the result of Bedford and Smillie again, there must exist saddle periodic points in any close neighborhood of complexified KAM circles, which is just the wall surface of cylinders shown in Fig. 8. Such an aspect cannot not be so easily verified even numerically.

Figure 9: (a) Temporal behavior of an orbit that is put close to the real plane. $(\text{Re} q_0, \text{Re} p_0)$ is on a KAM curve on the real plane. In the temporal behavior, when $\text{Im} q_n$ is almost zero, $\text{Im} p_n$ takes also almost zero. Thus, the orbit is very close to the real plane each time focusing of $\text{Im} q_n$ occurs. (b) Projection of an orbit on to $(q_n, p_n)$ plane.

**Natural Boundaries of KAM Curves and The Julia Set**

As mentioned, a semiclassical state is identified as a one-dimensional complex manifold. For the moment, we forget restrictions originating from quantum mechanics and concentrate only on the semiclassical dynamics, that is, the dynamics of one-dimensional complex manifolds.

Suppose, as a Gendanken Experiment, an initial semiclassical manifold put exactly on a certain KAM curve with a rotation number $\omega$. The complexification is made by
extending the angle variable $\varphi$ in the Lindstedt series (18) to the complex plane as $\varphi = \varphi' + i \varphi''$. The initial value plane thus complexified is nothing but an analytical extension of the KAM curve with a given rotation number $\omega$. Since KAM curves with different rotation numbers give different invariant sets, the transition between them is still forbidden so long as the Fourier expansion (18) provides a complex analytic function. However, natural boundaries possibly appear, thereby we cannot extend the initial value plane beyond them. The best possible way to make the orbits be confined within a KAM curve would be the procedure described here.

On the other hand, the convergent theorem applies at least to complex algebraic curves. If we take a complex algebraic curve as an initial semiclassical set, forward iteration of it, roughly speaking, tends to $J^-$ and the backward to $J^+$. Therefore, such classes of complex one-dimensional curves are not confined in KAM curves and necessarily spread over chaotic seas.

If not only algebraic curves but also any semiclassical states cannot stay within KAM curves, we may say that the transition between (real) classically forbidden regions takes place in the purely classical dynamics. To make the situation more transparent, we have to clarify the relation between natural boundaries of KAM curves and the Julia set. This would become a core question.

Estimating the imaginary action $\text{Im} S_n$ is the most relevant task in the semiclassical analysis of quantum tunneling. Numerical experiments, together with an analysis for the linear model discussed in section 3, suggest that this is roughly proportional to the length of integrable branches in the initial value plane $\mathcal{M}_n^{\alpha}$. More precisely, as shown in Fig. 3 two integrable branches emanating from the real branch $\eta = 0$ extends in the imaginary direction and they disappear in the aggregated region in which chained structure are hidden. The length of integrable branches is then almost equal to the imaginary part of the lower boundary of those aggregated branches. It was also found numerically that natural boundaries of complexified KAM curves are almost located along the lower boundary of aggregated branches [13]. Therefore, $\text{Im} S_n$ must be closely connected with the width of the analyticity domain of KAM curves, that is, the radius of convergence of Lindstad model must control the tunneling action. If this is indeed the case, it can happen that the tunneling probability varies irregularly as a function of the rotation number $\omega$ since the radius changes in a fractal manner. So, it would become extremely important for the quantum tunneling problem to study how the nature of natural boundaries affect the tunneling action $\text{Im} S_n$.

The present note is written on the basis of the collaboration with Y. Ishii and K.S. Ikeda. The author thanks E. Bedford for his stimulating suggestions.
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