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Abstract
A pattern matrix algorithm for multichain Markov decision processes with average criteria proposed in our previous work[10] will be modified by use of the so-called vanishing discount approach by letting \( \tau \to 0 \) for the \( (1 - \tau) \) discount case.
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1 Introduction and notation
In this paper, we are concerned with the structured pattern matrix algorithm for multichain finite state Markov decision processes (MDPs) with an average reward criterion. The efficient algorithm for finding an optimal policy in average reward MDPs have been studied by many authors (cf. [5, 9, 13, 14, 15, 19]). For the unichain or communicating case, the optimal policy can be found by solving a single optimality equation (cf. [15]). However, for the multichain case, the optimal policy is characterized by two equations, called the multichain optimality equations, which are solved, for example, by linear programming (cf. [6, 15]) or policy iteration algorithms (cf. [7, 9, 15]).

The value iteration method based on classification of the state space into closed communicating subsets and transient one has been given by Schweitzer[17] and Ohno[14]. Ohno[14] has given the stopping rule to find an \( \varepsilon \)-optimal policy in a finite number iterations using by Schweitzer’s value iteration method. Recently, Leizarowitz[13] has extended the above algorithm to the case of compact state space. In our previous work[10], we have proposed an algorithm for the multichain finite state MDPs in which the state classification is done by use of the corresponding pattern matrices and the idea of value iteration algorithm. However, the finding of an optimal policy for each communicating subset is supposed to use the policy improvement.

The objective of this paper is to propose the modified algorithm in which, to obtain an optimal policy for each communicating class. we use the so-called vanishing discount approach by considering the corresponding \( (1 - \tau) \) discounted expected reward as letting \( \tau \to 0 \).

In the reminder of this section, we will define finite state MDPs to be examined and describe the basic results for the average and discounted case.

We define a controlled dynamic system with a finite state space denoted by \( S = \{1, 2, \ldots, N\} \). Associated with each state \( i \in S \) is a non-empty finite set \( A(i) \) of available actions. When the system is in state \( i \in S \) and action \( a \in A(i) \) is taken, then the system
moves to a new state $j \in S$ with probability $q_{ij}(a)$ where $\sum_{j \in S} q_{ij}(a) = 1$ for all $i \in S$ and $a \in A(i)$ and the reward $r(i, a)$ is earned. The process is repeated from the new state $j \in S$. This structure is called a Markov decision process, denoted by an MDP $\Gamma = (S, \{A(i) : i \in S\}, Q, r)$, where $Q = \{q_{ij}(a) : i, j \in S, a \in A(i)\}$ and $r = r(i, a) \in \mathbb{R}$ for all $i \in S$ and $a \in A(i)$ and $\mathbb{R}$ is the set of all real numbers. The set of admissible state-action pairs will be denoted by

$$\mathcal{K} = \{(i, a) : i \in S, a \in A(i)\}.$$  

The sample space is the product space $\Omega = \mathcal{K}^\infty$ such that the projection $(X_t, \Delta_t)$ on the $t$-th factor describes the state and action at the $t$-th time of the process ($t \geq 0$). A policy $\pi = (\pi_0, \pi_1, \ldots)$ is a sequence of conditional probabilities with $\pi_t(A(x_t) | x_0, a_0, \ldots, x_t) = 1$ for all histories $(x_0, a_0, \ldots, x_t) \in \mathcal{K}^t S(t \geq 0)$ where $\mathcal{K}^0 S = S$. The set of all policies is denoted by $\Pi$. A policy $\pi = (\pi_0, \pi_1, \ldots)$ is called randomized stationary if there is a conditional probability $\gamma = (\gamma(i | \cdot) : i \in S)$ given $S$ exists, for which $\pi(i | x_0, a_0, \ldots, x_t) = \gamma(i | x_t)$ for all $t \geq 0$ and $(x_0, a_0, \ldots, x_t) \in \mathcal{K}^t S$. Such a policy is simply denoted by $\gamma$. We denote by $F$ the set of functions on $S$ with $f(i) \in A(i)$ for all $i \in S$. A randomized stationary policy $\gamma$ is called stationary if there exists a function $f \in F$ such that $\gamma(\{f(i)\}|i) = 1$ for all $i \in S$, which is denoted simply by $f$. For each $\pi \in \Pi$, the probability measure $P_\pi(\cdot | X_0 = i)$ on $\Omega$ is defined in a usual way. The problem we are concerned with is the maximization of the long-run expected average reward per unit time, which is defined by

\begin{equation}
(1.1) \quad \psi(i, \pi) = \liminf_{T \to \infty} \frac{1}{T} E_\pi \left( \sum_{t=0}^{T-1} r(X_t, \Delta_t) \mid X_0 = i \right),
\end{equation}

where $E_\pi(\cdot | X_0 = i)$ is the expectation w.r.t. $P_\pi(\cdot | X_0 = i)$.

A policy $\pi^* \in \Pi$ satisfying that

\begin{equation}
(1.2) \quad \psi(i, \pi^*) = \sup_{\pi \in \Pi} \psi(i, \pi) := \psi^*(i) \quad \text{for all } i \in S
\end{equation}

is called to be average optimal or simply optimal.

The structured algorithm treated with in this paper is based on a communicating model introduced by Bather[1]. We say that the MDP $\Gamma$ is communicating if there exists a randomized stationary policy $\gamma = (\gamma(i | \cdot) : i \in S)$ satisfying that the transition matrix $Q(\gamma)$ induced by $\gamma$ defines a irreducible Markov chain where $Q(\gamma) = (q_{ij}(\gamma))$ with $q_{ij}(\gamma) = \sum_{a \in A(i)} q_{ij}(a) \gamma(a | i)$ for all $i, j \in S$. Let $B(S)$ be the set of all function on $S$. The following fact is well known.

**Lemma 1.1** (cf. [15]). Suppose that there exists a constant $g$ and a $v \in B(S)$ such that

\begin{equation}
(1.3) \quad v_i = \max_{a \in A(i)} \{r(i, a) + \sum_{j \in S} q_{ij}(a) v_j\} - g \quad \text{for all } i \in S.
\end{equation}

Then, $g$ is unique and $g = \psi^*(i) = \psi^*(i, f)$ for all $i \in S$, where $f(i)$ is a maximizer in the right-hand side of (1.3) for all $i \in S$. 

The expected total \((1 - \tau)\)-discounted reward is defined by

\[
(1.4) \quad v_\tau(i, \pi) = E_\pi \left( \sum_{t=0}^{\infty} (1 - \tau)^t r(X_t, \Delta_t) \biggm| X_0 = i \right)
\]

for \(i \in S\) and \(\pi \in \Pi\),

and \(v_\tau(i) = \sup_{\pi \in \Pi} v_\tau(i, \pi)\) is called a \((1 - \tau)\)-discounted value function, where \((1 - \tau) \in (0, 1)\) is a given discount factor.

For any \(\tau \in (0, 1)\), we define the operator \(U_\tau : B(S) \to B(S)\) by

\[
(1.5) \quad U_\tau u(i) = \max_{a \in A} \left\{ r(i, a) + (1 - \tau) \sum_{j \in S} q_{ij}(a) u(j) \right\}
\]

for all \(i \in S\) and \(u \in B(S)\).

We have the following.

**Lemma 1.2** ([15]). It holds that

(i) the operator \(U_\tau\) is a contraction with the modulus \((1 - \tau)\) and

(ii) the \((1 - \tau)\)-discount value function \(v_\tau(i)\) is a unique fixed point of \(U_\tau\), i.e.,

\[
(1.6) \quad v_\tau = U_\tau v_\tau,
\]

(iii) \(v_\tau(i) = v_\tau(i, f_\tau)\) and \(\lim_{\tau \to 0} \tau v_\tau(i) = \psi^*(i)\), where \(f_\tau\) is a maximizer of the right-hand side in (1.6).

In Section 2, the methods of classifying the set of states by use of the corresponding pattern matrices is proposed, which is used to find an optimal policy by the value iteration algorithm in Section 4. In section 3, an optimal policy for each communicating class is obtained by use of the vanishing discount approach by letting \(\tau \to 0\). In Section 5, a numerical example is given to comprehend our structured algorithm.

## 2 Classification of the states

In this section, from our previous work [10], we quote the method of classifying the state space and finding the maximum sub-MDPs by use of the corresponding pattern matrices, whose idea is essentially the same as [13, 17].

For a non-empty subset \(D\) of \(S\), if, for each \(i \in D\), there exists a non-empty subset \(\overline{A}(i) \subset A(i)\) with \(\sum_{j \in \overline{D}} q_{ij}(a) = 1\) for all \(a \in \overline{A}(i)\), we can consider the sub-MDP with the restricted state space \(\overline{D}\) and available action space \(\overline{A}(i)\) for \(i \in \overline{D}\), which is denoted by \(\overline{\Gamma} = (\overline{D}, \{\overline{A}(i) : i \in \overline{D}\}, Q_D, r_D)\) where \(Q_D\) and \(r_D\) are restriction of \(Q\) and \(r\) on \(\{(i, a) : i \in \overline{D}, a \in \overline{A}(i)\}\). For any sub-MDP \(\overline{\Gamma} = (\overline{D}, \{\overline{A}(i) : i \in \overline{D}\}, Q_D, r_D)\), a non-empty subset \(\overline{D}\) of \(D\) is a communicating class in \(\overline{\Gamma}\) if \(\overline{D}\) is closed, that is, \(\sum_{j \in \overline{D}} q_{ij}(a) = 1\) for all \(i \in \overline{D}\) and \(a \in \overline{A}(i)\) and the sub-MDP \((\overline{D}, \{\overline{A}(i) : i \in \overline{D}\}, Q_D, r_D)\) is communicating. Also, \(\overline{D}\) is maximum communicating class if it is not strictly contained in any communicating class.
For any positive integer $l$, let $\mathbb{C}^l$ and $\mathbb{C}^{l\times l}$ be the sets of $l$-dimensional row vectors and $l \times l$ matrices with $\{0,1\}$-valued elements, respectively. The sum ($+$) and product ($\cdot$) operators among elements in $\mathbb{C}^l$ and $\mathbb{C}^{l\times l}$ is defined by $a+b = \max\{a,b\}$ and $a \cdot b = \min\{a,b\}$ for $a,b \in \{0,1\}$.

For each $i \in S$ and $a \in A$, we define $m_i(a) = (m_{i1}(a), m_{i2}(a), \ldots, m_{IN}(a)) \in \mathbb{C}^N$ by

\[
(2.1) \quad m_{ij}(a) = \begin{cases} 
1 & \text{if } q_{ij}(a) > 0, \\
0 & \text{if } q_{ij}(a) = 0, \quad (j \in S).
\end{cases}
\]

For a sub-MDP $\overline{\Gamma} = (D, \{A(i) : i \in D\}, Q_D, r_D)$ with $D = \{i_1, i_2, \ldots, i_l\}$, we put $m_i(\overline{\Gamma}) = (m_{i1}(\overline{\Gamma}), m_{i2}(\overline{\Gamma}), \ldots, m_{il}(\overline{\Gamma})) = \sum_{a \in \overline{A}(i)} m_i(a|\overline{\Gamma}) \ (i \in D)$. where $m_i(a|\overline{\Gamma}) = (m_{i1}(a), m_{i2}(a), \ldots, m_{il}(a)) \ (i \in D, a \in \overline{A}(i))$. Using $m_i(\overline{\Gamma}) \ (i \in D)$, we define a pattern matrix $M(\overline{\Gamma})$ for the sub-MDP $\overline{\Gamma}$ by

\[
(2.2) \quad M(\overline{\Gamma}) = \begin{pmatrix} m_{i1}(\overline{\Gamma}) \\ \vdots \\ m_{il}(\overline{\Gamma}) \end{pmatrix} \in \mathbb{C}^{l\times l}.
\]

We note that for $i, j \in D$, $m_{ij}(\overline{\Gamma}) = 1$ means that there exists $a \in \overline{A}(i)$ with $q_{ij}(a) > 0$.

The pattern matrix defined above is called a communication matrix (cf. [13]). However, since $M(\overline{\Gamma})$ determines the behaviour pattern of the sub-MDP $\overline{\Gamma}$, we call it a pattern matrix in this paper. For the pattern matrix $M(\overline{\Gamma})$, we define $M(\overline{\Gamma}) \in \mathbb{C}^{l\times l}$ by

\[
(2.3) \quad M(\overline{\Gamma}) = \sum_{k=1}^{N} M(\overline{\Gamma})^k.
\]

Then, we have the following.

**Lemma 2.1.** For a non-empty subset $\overline{D}$ of $D$, $\overline{D}$ is a communicating class if and only if, for each $i \in \overline{D}$,

\[
\overline{m}_{ij}(\overline{\Gamma}) = \begin{cases} 
1 & \text{if } j \in \overline{D}, \\
0 & \text{if } j \notin \overline{D},
\end{cases}
\]

where $\overline{m}_{ij}(\overline{\Gamma})$ is the $(i, j)$ element of $\overline{M}(\overline{\Gamma})$ and $\overline{M}(\overline{\Gamma}) = (\overline{m}_{ij}(\overline{\Gamma}))$.

By reordering the states in $D$, $\overline{M}(\overline{\Gamma})$ can be transformed to the standard form:

\[
(2.4) \quad \overline{M}(\overline{\Gamma}) = \begin{pmatrix} E_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & E_d \\ \overline{R} & \cdots & \overline{K} \end{pmatrix} \quad (d \geq 1),
\]

where $E_j$ is a square matrix whose elements are all 1 ($1 \leq j \leq d$) and $[\overline{R} \ \overline{K}]$ does not include a sub-matrix having the above form.

For any sets $U, V$, if $U \cap V = \emptyset$, we write the union $U \cup V$ by $U + V$.

Here, we get the classification of the state space.
Theorem 2.1. For a sub-MDP $\overline{\Gamma} = (D, \{\overline{A}(i) : i \in D\}, Q_{D}, r_{D})$, the state space $D$ is classified as follows:

\[(2.5) \quad D = U_{1} + U_{2} + \cdots + U_{d} + L \quad (d \geq 1),\]

where $U_{j}$ is a communicating class for $\overline{\Gamma}$ $(1 \leq j \leq d)$ and $L$ is not closed.

The algorithm of obtaining the state-decomposition (2.5) through (2.4) by use of the pattern matrix will be called Algorithm A.

When the not-closed class $L$ in (2.5) is non-empty, we go on with the state classification of $L$ by finding the maximum sub-MDP. The basic idea of the following algorithm is the same as in [13], called Algorithm B hereafter.

Algorithm B:

1. Set $K_{1} = L$ and $n = 1$.

2. Suppose that $\{K_{i} : 1 \leq i \leq n\}$ with $K_{1} \supsetneq K_{2} \supsetneq \cdots \supsetneq K_{n}$ ($K_{n} \neq \emptyset$) is given. Then, set $V = S - K_{n}$ and each $i \in K_{n}$, set $A_{1}(i) = A(i) - T(i)$, where $T(i) = \{a \in A(i) | \sum_{j \in V} m_{ij}(a) = 1\}$. Set $K_{n+1} = \{i \in K_{n} | A_{1}(i) \neq \emptyset\}$.

3. The following three cases happen:

   Case 1: $K_{n+1} \neq \emptyset$ and $K_{n} \supsetneq K_{n+1}$.
   For this case, put $n = n + 1$ and go to Step 2 with $\{K_{i} : 1 \leq i \leq n + 1\}$.

   Case 2: $K_{n+1} = K_{n}$.
   For this case, set $D := K_{n+1}$. Then, $\overline{\Gamma} = \{\overline{D}, \{A_{1}(i) : i \in \overline{D}\}, Q_{\overline{D}}, r_{\overline{D}}\}$ is a maximum sub-MDP in $L$. Apply Algorithm A for this sub-MDP $\overline{\Gamma}$.

   Case 3: $K_{n+1} = \emptyset$. Stop the algorithm.
   For this case, the set $L$ does not include any sub-MDP and it holds that

\[(2.6) \quad \max_{i \in L, \pi \in \Pi} P_{\pi}(X_{n} \in L|X_{0} = i) < 1.\]

Starting with the MDP $\Gamma = (S, \{A(i) : i \in S\}, Q, r)$ given firstly, we apply Algorithm A and B iteratively, so that we get the following.

Theorem 2.2. Let $\Gamma = (S, \{A(i) : i \in S\}, Q, r)$ be the fixed MDP. Then, there exists a sequence of sub-MDPs

$\Gamma_{k} = (S_{k}, \{A_{k}(i) : i \in S_{k}\}, Q_{S_{k}}, r_{S_{k}}) \quad (k = 0, 1, \ldots, n^{*})$

satisfying the following (i)-(ii).

(i) $S_{0} = S \supsetneq S_{1} \supsetneq \cdots \supsetneq S_{n^{*}}$. 

(ii) The state space $S$ is decomposed to:

$$S = U_0 + U_1 + \cdots + U_n + L,$$

where

$$U_k = U_{k1} + U_{k2} + \cdots + U_{kl_k} \quad (0 \leq k \leq n^*),$$

$U_{kj} (1 \leq j \leq l_k)$ is a maximum communicating class (m.c.c.) for the sub-MDP $\Gamma_k$, and $L$ is a transient class, that is, for any $i \in L$ and $a \in A(i)$, there exists an integer $n \geq 1$ such that

$$\max_{i \in L, \tau \in \Pi} P_\tau(X_n \in L|X_0 = i) < 1.$$

3 Optimal policies for the communicating class

In this section, we show the method of finding an optimal policy for the communicating class by letting $\tau \rightarrow 0$ in the discount criterion case.

For the communicating case, we have the following.

**Lemma 3.1** ([11]). Suppose that $Q = (q_{ij}(a))$ is communicating. Then, there is a constant $M$ such that

$$\limsup_{\tau \rightarrow 0} |v_\tau(i) - v_\tau(j)| \leq M \quad \text{for all } i, j \in S.$$

Let $P(S)$ be the set of all probability distributions on $S$. i.e.,

$$P(S) = \left\{ \mu = (\mu_1, \mu_2, \ldots, \mu_N) \mid \mu_i \geq 0, \sum_{i=1}^{N} \mu_i = 1 \text{ for all } i \in S \right\}.$$

Let $Q = (q_{ij}(a))$. For any $\tau \in (0, 1)$ and $\mu = (\mu_1, \mu_2, \ldots, \mu_N) \in P(S)$, we perturb $Q$ to $Q^{\tau, \mu} = (q_{ij}^{\tau, \mu}(a))$ which is defined by

$$q_{ij}^{\tau, \mu}(a) = \tau \mu_j + (1 - \tau)q_{ij}(a) \quad \text{for } i, j \in S \text{ and } a \in A.$$

The matrix expression of (3.2) is $Q^{\tau, \mu} = \tau e \mu + (1 - \tau)Q$, where $e = (1, 1, \ldots, 1)^t$ is a transpose of $N$-dimensional vector $(1, 1, \ldots, 1)$. Then, we find that (1.6) in Lemma 1.2 can be rewritten as follows.

$$v_\tau(i) = \max_{a \in A} \left\{ r(i, a) + \sum_{j \in S} q_{ij}^{\tau, \mu}(a)v_\tau(j) \right\} - \tau \sum_{j \in S} \mu_j v_\tau(j) \quad \text{for all } i \in S.$$

For any fixed $i_0 \in S$, let $u_\tau(j) := v_\tau(j) - v_\tau(i_0)$ for all $j \in S$. Then, from (3.3), we get

$$u_\tau(i) = \max_{a \in A} \left\{ r(i, a) + \sum_{j \in S} q_{ij}^{\mu, \tau}(a)u_\tau(j) \right\} - \tau \sum_{j \in S} \mu_j v_\tau(j) \quad (i \in S).$$
From Lemma 3.1, for each \( j \in S \), \( u_{\tau}(j) \) is uniformly bounded and continuous in \( \tau \in (0,1) \), so that we can imagine that \( u_{\tau} \to u \) as \( \tau \to 0 \) for some \( u \in B(S) \). Also, by Lemma 1.2 (iii), \( \tau \sum_{j \in S} \mu_{j}v_{\tau}(j) \) in (3.3) converges to \( \psi^{*} = \sum_{j \in S} \mu_{j}v_{\tau}^{*}(j) \). Thus, since \( q_{\tau}^{i}(a) \to q_{ij}(a) \) as \( \tau \to 0 \), we get the following average optimality equation:

\[
(3.5) \quad u(i) = \max_{a \in A} \left\{ r(i,a) + \sum_{j \in S} q_{ij}(a)u(j) \right\} - \psi^{*} \quad (i \in S).
\]

Observing that both \( S \) and \( A \) are supposed to be finite sets, for sufficiently small \( \tau > 0 \), we have that \( f_{\tau} = f^{*} \), where \( f^{*} \) is a maximizer of the right-hand side of (3.5), which is average optimal.

From the above discussion, we have the following.

**Theorem 3.1.** Suppose that \( Q = (q_{ij}(a)) \) is communicating. Then, it holds that

(i) \( \psi^{*}(i)(:= \psi^{*}) \) is independent of \( i \in S \) and there exist a \( u \in B(S) \) satisfying (3.5),

(ii) for any \( \mu \in P(S) \), \( \tau \sum_{j \in S} \mu_{j}v_{\tau}(j) \) in (3.3) converges to \( \psi^{*} \) as \( \tau \to 0 \), and

(iii) there exists \( \tau_{0} \in (0,1) \) such that \( f_{\tau} \) in Lemma 1.2 (iii) is average optimal for any \( \tau \in (0, \tau_{0}) \).

For sufficiently small \( \tau > 0 \), applying Theorem 3.1 to each communicating sub-MDP \( \Gamma_{kj} = (U_{kj}, \{A_{k}(i) : i \in U_{kj}\}, Q_{kj}, r_{kj}) \), we get an optimal stationary policy \( f_{kj} \) and a nearly optimal average reward \( g_{kj} \) for sub-MDP \( \Gamma_{kj} \), called relatively o.p. and relatively n.a.r., respectively, which is summarized in Table 1.

We note that a stationary policy \( f_{0j} \) is absolutely optimal on \( U_{0j} \) \((1 \leq j \leq l_{0})\) because optimization is done in the MDP \( \Gamma \).

## 4 Algorithm for obtaining an optimal policy

In this section, from[10] we review a value iterative algorithm based on data in Table 1 to find an (absolutely) optimal policy for the MDP \( \Gamma \), and show the effectiveness of the algorithm.

Let \( K_{L} := \{(i,a) : i \in L \text{ and } a \in A(i)\} \) and \( B(L) = \{v : L \to \mathbb{R}\} \). For any function \( d \) on \( K_{L} \), the map \( T_{d} : B(L) \to B(L) \) will be defined as

\[
(4.1) \quad T_{d}v(i) = \max_{a \in A(i)} \left\{ d(i,a) + \sum_{j \in L} q_{ij}(a)v(j) \right\} \quad (i \in L).
\]

The map \( T_{d} \) is shown to be monotone and \( n \)-step contractive(cf. [1, 10]) where \( n \) is given in (2.9). For each function \( d \) on \( K_{L} \), the unique fixed point of \( T_{d} \) will be denoted by \( v[d] \).

Let \( K = \{(s,j) : 0 \leq s \leq n^{*}, 1 \leq j \leq l_{*}\} \) where \( n^{*} \) and \( l_{*} \) are given in Theorem 2.2.

For \( D \subset S \), let \( q_{i}(D|a) := \sum_{j \in D} q_{ij}(a) \). In the ensuing discussion, we give the value iteration algorithm, called **Algorithm C**\(^{r} \), with data in Table 1.

**Algorithm C**\(^{r} \).
1. Set $n = 1, g_{s_j}(1) = g_{s_j}^{*}$ for $(s, j) \in \mathcal{K}$ and $g_{i}(1) = \nu\{d_{i}\}(i)$ for $i \in L$, where $d_{i}(i, a) = \sum_{(s, j) \in \mathcal{K}} q_{i}(U_{s_j}|a)g_{s_j}(1)$.

2. Suppose that $\{g_{s_j}(n) : (s, j) \in \mathcal{K}\}$ and $\{g_{i}(n) : i \in L\}$ are given $(n \geqq 1)$.

Let for $i \in S - L$,

$$g_{i} = \max_{a \in \Lambda_{i}(i)} \{d_{i}(i, a) + \sum_{j \in L} q_{ij}(a)g_{j}(n)\},$$

where $d_{i}(i, a) = \sum_{(s, j) \in \mathcal{K}} q_{i}(U_{s_j}|a)g_{s_j}(n)$.

Let $g_{s_j}(n + 1) = \max_{i \in \mathcal{L}_j} g_{i}$ and $g_{i}(n + 1) = \nu\{d_{i}\}(i)$ for $i \in L$.

3. Let $n = n + 1$ and go to Step 2.

Concerning with Algorithm $C^\tau$, we have the following.

**Lemma 4.1** ([10]). In Algorithm $C^\tau$, we have:

(i) It holds that

$$g_{s_j}(n + 1) \geqq g_{s_j}(n) \text{ for } (s, j) \in \mathcal{K}, \text{ and}$$

$$g_{i}(n + 1) \geqq g_{i}(n) \text{ for } i \in L.$$

(ii) The Algorithm $C^\tau$ converges, i.e., when $n \to \infty g_{s_j}(n) \to \overline{g}_{s_j}$ for $(s, j) \in \mathcal{K}$ and $g_{i}(n) \to \overline{g}_{i}$ for $i \in L$.

For $\overline{g}_{s_j}$ and $\overline{g}_{i}$ in Lemma 4.1, we have the following.

$$\overline{g}_{s_j} = \max_{a \in \Lambda_{i}(i)} \{d(i, a) + \sum_{j \in L} q_{ij}(a)\overline{g}_{j}\} \text{ for } i \in U_{s_j} \text{ and } (s, j) \in \mathcal{K},$$

and

$$\overline{g}_{i} = \max_{a \in \Lambda_{i}(i)} \{d(i, a) + \sum_{j \in L} q_{ij}(a)\overline{g}_{j}\} \text{ for } i \in L,$$

where $d(i, a) = \sum_{(s, j) \in \mathcal{K}} q_{i}(U_{s_j}|a)\overline{g}_{s_j}$.

Let $f^*$ be any stationary policy such that

$$f^*(i) = \begin{cases} f_{0j}(i) & \text{for } i \in U_{0j} (1 \leqq j \leqq l_0) \\ \text{any maximizer in (4.5) and (4.6)} & \text{for } i \in S_1. \end{cases}$$

Since $\overline{g}_{s_j}, \overline{g}_{i}$ and $f^*$ in (4.5)–(4.7) are depending on $\tau \in (0, 1)$, we denote them by $\overline{g}_{s_j}^\tau, \overline{g}_{i}^\tau$ and $f^\tau$, respectively. Then, we have the following from Theorem 3.1.

**Theorem 4.1.** It holds that

(i) there exists $\tau_0 \in (0, 1)$ such that $f^\tau$ is average optimal for any $\tau (0 < \tau < \tau_0)$, and

(ii) as $\tau \to 0, \overline{g}_{s_j} \to \psi^*(i)$ for $i \in U_{s_j}, (s, j) \in \mathcal{K},$ and $\overline{g}_{i}^\tau \to \psi^*(i)$ for $i \in L$. 


5 A numerical example

Here, in order to comprehend our modified algorithms working effectively we will consider a numerical example as follows, which is dealt with in [10]. In our previous work [10], the finding of an optimal policy for each communicating subset is supposed to use the policy improvement. In this paper, we use the nearly optimal policy \( \tilde{f}_\tau \) and nearly optimal average reward \( \tilde{g}_{s,j}^\tau, (s, j) \in \mathcal{K} \) in each communicating sub-MDPs with sufficiently small \( \tau > 0 \).

Let \( S = \{1, 2, 3, 4, 5, 6, 7, 8\} \) and \( A(1) = \{1, 2\}, A(2) = \{1\}, A(3) = \{1, 2, 3\}, A(4) = \{1, 2\}, A(5) = \{1, 2\}, A(6) = \{1, 2, 3\}, A(7) = \{1, 2\} \) and \( A(8) = \{1, 2, 3\} \), whose transition probability matrix \( Q = (q_{ij}(a)) \) and rewards \( r = r(i, a), i, j \in S, a \in A(i) \) are given in Table 2.

First, applying the **Algorithm A** we have the classification of the states:

\[
S = U_{01} + U_{02} + L,
\]

where \( U_{01} = \{3, 6, 8\}, U_{02} = \{2, 4\}, L = \{1, 5, 7\} \). Next, we apply **Algorithm B** to the set of transient states \( L = \{1, 5, 7\} \). Then, we find the maximum sub-MDP

\[
\Gamma_1 = (S_1, \{A_1(i), i \in S_1\}, Q_{S_1}, r_{S_1})
\]

where \( S_1 = \{5, 7\}, A_1(5) = \{1\}, A_1(7) = \{3\} \) and \( Q_{S_1}, r_{S_1} \) are restrictions of \( Q, r \) on \( i, j \in S_1 \) and \( a \in A(i), i \in S_1 \), respectively. Applying **Algorithm A** to \( \Gamma_1 \), we find that \( \Gamma_1 \) is communicating and hence we set \( U_{11} = \{5, 7\} \). In the end, the decomposition of \( S \) in (2.7) is shown as

\[
S = U_{01} + U_{02} + U_{11} + L \text{ with } L = \{1\}.
\]

Next, for each communicating class we calculate a nearly optimal policy (n.o.p., for short) and nearly optimal average reward (n.a.r., for short) through the vanishing discount approach. We set discount rate \( \tau = 0.0001 \) and \( g_{s,j}^\tau, (s, j) \in \mathcal{K} \) are replaced by arithmetic mean of \( \tau \bar{v}_\tau(i), i \in U_{s,j} \) where \( \tau \bar{v}_\tau(i) \) is n.a.r. by value iteration with repeating the steps \( n \) until \( \max_{i \in U_{s,j}} |\bar{v}_{\tau+1}^\tau(i) - \bar{v}_{\tau}^\tau(i)| < \varepsilon : = 10^{-6} \). Then, data in Table 1 is given in Table 3.

Applying **Algorithm C** to Table 3, we have n.o.p. and n.a.r. as in Table 4. Moreover, if we use the policy iteration algorithm for each m.c.c. in order to get relatively a.r., then applying **Algorithm C** in [10], the optimal policy (o.p., for short) and optimal average rewards (o.a.p., for short) can be found as in Table 4 such that

\[
f^*(3) = f^*(6) = f^*(8) = 2, f^*(2) = 1, f^*(4) = 2, f^*(5) = 1, f^*(7) = 3, f^*(1) = 2
\]

and

\[
\psi^*(3) = \psi^*(6) = \psi^*(8) = 11.333333, \psi^*(2) = \psi^*(4) = 9.714286, \\
\psi^*(5) = \psi^*(7) \cong 10.793648, \psi^*(1) \cong 10.793650.
\]

It is noted that in **Algorithm C**', the process are lumped as Table 5. On the other hand, by using the iterative method ([8]) with the same rule \( \varepsilon = 10^{-6} \) for repeating the algorithm we have the following result as in Table 6 through **Algorithm C** in [10].
While the algorithm in the iterative method([8]) calculates nearly optimal average rewards directly, the vanishing discount approach calculates nearly optimal discount reward \( \tau \), firstly, and then n.a.r. is given by \( \tau \). Hence, for sufficiently small \( \tau > 0 \), vanishing discount approach can get more significant digits which is close to the optimal value than the method in [8] if we repeat the value iteration algorithm until \( \max_{\epsilon \in \kappa_{\tau}} |\overline{\pi}^{n+1}(\epsilon) - \overline{\pi}(\epsilon)| < \varepsilon \). Moreover, our modified algorithm only use value iteration method, so that it is easily to calculate the nearly optimal values with smaller numbers of multiplication per iteration than other algorithms. Table 7 shows the results of applying the Algorithm C for some cases of \( \tau \). Table 4 illustrates that our modified algorithm works well in this example.
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<table>
<thead>
<tr>
<th>m.c.c.</th>
<th>$U_{01}, \ldots, U_{0n}$</th>
<th>$U_{11}, \ldots, U_{1n}$</th>
<th>$\ldots$</th>
<th>$U_{n1}, \ldots, U_{nn}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>relatively o.p.</td>
<td>$f_{01}, \ldots, f_{0n}$</td>
<td>$f_{11}, \ldots, f_{1n}$</td>
<td>$\ldots$</td>
<td>$f_{n1}, \ldots, f_{nn}$</td>
</tr>
<tr>
<td>relatively n.a.r.</td>
<td>$g_{01}, \ldots, g_{0n}$</td>
<td>$g_{11}, \ldots, g_{1n}$</td>
<td>$\ldots$</td>
<td>$g_{n1}, \ldots, g_{nn}$</td>
</tr>
</tbody>
</table>

Table 1: Relatively o.p. and n.a.r.
<table>
<thead>
<tr>
<th>state</th>
<th>action</th>
<th>transition probabilities $q_{ij}(a)$</th>
<th>reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td></td>
<td></td>
<td>r(i,a)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0 1/2 1/4 0 0 1/4 0 0</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1/8 0 0 1/4 0 1/4 1/8 1/4</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0 7/10 0 3/10 0 0 0 0</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0 0 1/2 0 0 1/4 0 1/4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0 0 1/8 0 0 1/8 0 3/4</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0 0 3/16 0 0 3/4 0 1/16</td>
<td>2.5</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0 3/5 0 2/5 0 0 0 0</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0 2/5 0 3/5 0 0 0 0</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0 0 0 0 1/2 0 1/2 0</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1/8 1/2 0 0 1/8 1/8 1/8 0</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0 0 1/4 0 0 1/2 0 1/4</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0 0 1/8 0 0 1/4 0 1/4</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0 0 5/8 0 0 1/4 0 1/8</td>
<td>2.25</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1/4 0 0 0 1/4 0 1/2 0</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1/4 0 0 1/4 0 3/4 0 1/8</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0 0 0 0 1/4 0 3/4 0</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0 0 1/2 0 0 0 1/2 0</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0 0 1/16 0 0 1/16 0 7/8</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 2: A numerical example

<table>
<thead>
<tr>
<th>m.c.c.</th>
<th>$U_{01} = {3, 6, 8}$</th>
<th>$U_{02} = {2, 4}$</th>
<th>$U_{11} = {5, 7}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>relatively n.o.p.</td>
<td>$\mathcal{F}(3) = \mathcal{F}(6) = \mathcal{F}(8) = 2$</td>
<td>$\mathcal{F}(2) = 1, \mathcal{F}(4) = 2$</td>
<td>$\mathcal{F}(5) = 1, \mathcal{F}(7) = 3$</td>
</tr>
<tr>
<td>relatively n.a.r.</td>
<td>11.332634</td>
<td>9.714254</td>
<td>10.666710</td>
</tr>
</tbody>
</table>

($\mathcal{F}_{ij}$ is abbreviated to $\mathcal{F}$)

Table 3: Relatively n.o.p. and n.a.r. for each maximum communicating subclass

<table>
<thead>
<tr>
<th>m.c.c. and $L$</th>
<th>$U_{01} = {3, 6, 8}$</th>
<th>$U_{02} = {2, 4}$</th>
<th>$U_{11} = {5, 7}$</th>
<th>$L = {1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>n.o.p.</td>
<td>$\mathcal{F}(3) = \mathcal{F}(6) = \mathcal{F}(8) = 2$</td>
<td>$\mathcal{F}(2) = 1, \mathcal{F}(4) = 2$</td>
<td>$\mathcal{F}(5) = 1, \mathcal{F}(7) = 3$</td>
<td>—</td>
</tr>
<tr>
<td>n.a.r.</td>
<td>11.332634</td>
<td>9.714254</td>
<td>10.793171</td>
<td>10.793171</td>
</tr>
<tr>
<td>o.p.</td>
<td>$f^<em>(3) = f^</em>(6) = f^*(8) = 2$</td>
<td>$f^<em>(2) = 1, f^</em>(4) = 2$</td>
<td>$f^<em>(5) = 1, f^</em>(7) = 3$</td>
<td>$f^*(1) = 2$</td>
</tr>
<tr>
<td>o.a.r.</td>
<td>11.333333</td>
<td>9.714286</td>
<td>10.793648</td>
<td>10.793650</td>
</tr>
</tbody>
</table>

Table 4: The table of n.o.p. and n.a.r. with $\tau = 0.0001$, and o.p. and o.a.r.
### Table 5: Lumped transition matrix

<table>
<thead>
<tr>
<th>$i$</th>
<th>$a$</th>
<th>$U_{01}$</th>
<th>$U_{02}$</th>
<th>$U_{10}$</th>
<th>$L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 6: The table of n.o.p. and n.a.r. with $\tau = 0.0001$ by using the iterative method in [8].

<table>
<thead>
<tr>
<th>m.c.c. and $L$</th>
<th>$U_{01} = {3, 6, 8}$</th>
<th>$U_{02} = {2, 4}$</th>
<th>$U_{11} = {5, 7}$</th>
<th>$L = {1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>relatively n.o.p.</td>
<td>$\tilde{f}(3) = \tilde{f}(6) = \tilde{f}(8) = 2$</td>
<td>$\tilde{f}(2) = 1, \tilde{f}(4) = 2$</td>
<td>$\tilde{f}(5) = 1, \tilde{f}(7) = 3$</td>
<td>---</td>
</tr>
<tr>
<td>relatively n.a.r.</td>
<td>11.330055</td>
<td>9.715645</td>
<td>10.667990</td>
<td>---</td>
</tr>
<tr>
<td>n.o.p.</td>
<td>$\tilde{f}(3) = \tilde{f}(6) = \tilde{f}(8) = 2$</td>
<td>$\tilde{f}(2) = 1, \tilde{f}(4) = 2$</td>
<td>$\tilde{f}(5) = 1, \tilde{f}(7) = 3$</td>
<td>---</td>
</tr>
<tr>
<td>n.a.r.</td>
<td>11.330055</td>
<td>9.715645</td>
<td>10.791915</td>
<td>10.791918</td>
</tr>
<tr>
<td></td>
<td>$\tau = 0.01$</td>
<td>$\tau = 0.001$</td>
<td>$\tau = 0.0001$</td>
<td>$\tau = 0.00001$</td>
</tr>
<tr>
<td>-----</td>
<td>--------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td></td>
<td>n.o.p.</td>
<td>n.a.r.</td>
<td>n.o.p.</td>
<td>n.a.r.</td>
</tr>
<tr>
<td>$U_01$</td>
<td>3</td>
<td>2</td>
<td>11.225940</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2</td>
<td>11.212615</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2</td>
<td>11.352416</td>
<td>2</td>
</tr>
<tr>
<td>$\psi_\tau^*$</td>
<td>11.263657</td>
<td>11.326355</td>
<td>11.332634</td>
<td>11.333262</td>
</tr>
<tr>
<td>$U_02$</td>
<td>2</td>
<td>1</td>
<td>9.732574</td>
<td>1</td>
</tr>
<tr>
<td>$U_{11}$</td>
<td>5</td>
<td>1</td>
<td>10.684384</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1</td>
<td>10.657806</td>
<td>1</td>
</tr>
<tr>
<td>$\psi_\tau^*$</td>
<td>10.671095</td>
<td>10.667110</td>
<td>10.666710</td>
<td>10.666670</td>
</tr>
</tbody>
</table>

Table 7: Table of the results for applying the Algorithm $C^\tau$