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Abstract. Trager’s algorithm for factoring a univariate polynomial over an algebraic number field computes the norm of the polynomial and then factors the norm over the integers. It has been observed by the author as well as others that the norm tends to factor modulo a prime into more irreducible factors than one would expect from a typical random polynomial over the integers, but no explanation has previously been given. In this paper, an exact formula is derived for the average number of irreducible factors of the norm modulo a prime. For large primes, the asymptotic average is larger than corresponding average for random polynomials with integer coefficients.

1. Introduction

Let $M(t) \in \mathbb{Z}[t]$ be an irreducible polynomial of degree $n \geq 2$ and let $\alpha$ be a root of $M$. Let $F(\alpha, x)$ be a univariate polynomial of degree $d \geq 2$ over the algebraic number field $\mathbb{Q}(\alpha)$. By clearing denominators, we may assume that $F$ has coefficients in the set $\mathbb{Z}[\alpha]$. Trager’s algorithm [8] factors $F$ by first computing the norm

$$N(x) = \text{res}_t(M(t), F(t, x - st)),$$

(1)

for $s = 0, 1, 2, \ldots$, until $N(x)$ is squarefree. If $C(x)$ is an irreducible factor of $N(x)$, then $G(\alpha, x + s\alpha)$, where $G(\alpha, x) = \gcd(C(x), F(\alpha, x - s\alpha)),$ is an irreducible factor of $F$; each of the irreducible factors of $F$ can be computed in this way. Thus, the problem of factoring $F$ has been reduced to the problem of factoring $N$, a polynomial with rational integer coefficients.

Good implementations of Trager’s algorithm factor the norm $N$ using some variant of the Berlekamp-Zassenhaus algorithm [3, 2]. The first step of that algorithm factors $N$ modulo a prime $p \in \mathbb{Z}$ that divides neither the leading coefficient nor the discriminant of $N$; this
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choice of $p$ ensures that $N \mod p$ will have degree $nd = \deg N$ and will be squarefree. It has been observed previously by the author as well as others that the norm $N$ tends to factor modulo $p$ into more irreducible factors than one would expect from a typical random polynomial of degree $nd$ over $\mathbb{Z}$. Abbott et al. [1] give a heuristic explanation for this observation for the case when the input polynomials have a certain special form. In this paper we derive an exact formula for the average number of irreducible factors of the norm modulo a prime $p$, assuming the polynomials $M$ and $F$ are chosen at random. It will follow from the exact formula that the average tends to $H_n H_d$, as $p \to \infty$, where $H_k = 1 + 1/2 + \cdots + 1/k$ is the $k$th harmonic number. In comparison, a polynomial of degree $nd$ with random integer coefficients factors into an average of $H_{nd}$ irreducible factors modulo $p$, as $p \to \infty$. Notice that $H_n H_d > H_{nd}$, for all $n \geq 2$ and $d \geq 2$.

2. Squarefree polynomials over finite fields

In this section we will derive an exact formula for the average number of irreducible factors of a random squarefree polynomial over a finite field. The formula will be used in the next section, where we present the main result of this paper. Knopfmacher and Knopfmacher [5] present formulas for the mean and variance of the number of irreducible factors of arbitrary polynomials, that is, not necessarily squarefree, but the case of squarefree polynomials has apparently not been discussed in the literature.

Let $\text{GF}(q)$ be the finite field with $q$ elements, where $q$ is a prime power. Let $\pi(q, r)$ be the number of irreducible polynomials over $\text{GF}(q)$ of degree $r$. One has

$$\pi(q, r) = \frac{1}{r} \sum_{d|r} \mu(d) q^{r/d},$$

where $\mu$ is the Möbius function (see [5] or [7, p. 624]). Denote by $\sigma(q, n)$ the number of monic squarefree polynomials over $\text{GF}(q)$ of degree $n$. Then

$$\sigma(q, n) = \begin{cases} 1 & : \quad n = 0, \\ q & : \quad n = 1, \\ q^n - q^{n-1} & : \quad n > 1. \end{cases}$$

**Theorem 1** Let $A(q, n, r)$ denote the average number of monic irreducible factors of degree $r$ of a random squarefree polynomial over $\text{GF}(q)$ of degree $n$. Then

$$A(q, n, r) = \frac{\pi(q, r)}{\sigma(q, n)} \sum_{i=1}^{\lfloor n/r \rfloor} (-1)^{i+1} \sigma(q, n - ir).$$

**Proof.** Let $g$ be a monic irreducible polynomial over $\text{GF}(q)$ of degree $r$. Let $\delta_g(q, n)$ be the total number of monic squarefree polynomials over $\text{GF}(q)$ of degree $n$ that are divisible by $g$. Since a squarefree polynomial $f$ of degree $n$ is divisible by $g$ if, and only if, $f = gh$
for some squarefree polynomial $h$ of degree $n - r$ that is not divisible by $g$, we have the recursion
\[
\delta_g(q, n) = \begin{cases} 
0 & : n < r, \\
1 & : n = r, \\
\sigma(q, n - r) - \delta_g(q, n - r) & : n > r,
\end{cases}
\]
whose solution is
\[
\delta(q, n) := \delta_g(q, n) = \sum_{i=1}^{\lfloor n/r \rfloor} (-1)^{i+1} \sigma(q, n - ir).
\]
Now $A(q, n, r)$ can be written as
\[
A(q, n, r) = \frac{1}{\sigma(q,n)} \sum_g \delta_g(q, n)
= \frac{\pi(q,r)}{\sigma(q,n)} \delta(q, n),
\]
the sum being over all irreducible polynomials $g$ over GF$(q)$ of degree $r$.

The average number of monic irreducible factors of a random squarefree polynomial over GF$(q)$ of degree $n$ will be the sum of the averages for each degree, namely
\[
\sum_{r=1}^{n} A(q, n, r).
\]
Note that $A(q, n, r) \to 1/r$ as $q \to \infty$, so that $\sum_{r=1}^{n} A(q, n, r) \to H_n$. As expected, the asymptotic average is the same as that for arbitrary polynomials.

3. The average number of modular factors

In this section, we derive an exact formula for the average number of modular factors that appear in Trager's algorithm applied to random input.

We first define our model of randomness. Let $p \in \mathbb{Z}$ be a prime. An integer $a$ is random with respect to $p$ if the residue $a$ mod $p$ is equally likely to be any of the values 0, 1, $\ldots$, $p - 1$. If $P \subset \mathbb{Z}$ is a finite set of distinct primes, then we say that an integer $a$ is random with respect to $P$ if the integer $a$ is random with respect to $p$, for each $p \in P$. Let $m$ be the product of the primes in $P$, and let $b = \lfloor (m - 1)/2 \rfloor$. By the Chinese remainder theorem, an integer $a$ that is chosen uniformly at random from the set $S = \{-b, -b + 1, \ldots, -1, 0, 1, \ldots, b - 1, b\}$ will be a random integer with respect to $P$. For the rest of the paper, we will assume that we are given the set $P$, and we will denote an arbitrary element of $P$ by $p$. By a random integer we will mean an integer chosen uniformly at random from the set $S$.

Let $M(t) \in \mathbb{Z}[t]$ be a polynomial of degree $n \geq 2$, whose coefficients are independently chosen random integers. We will assume that $M$ is irreducible over the integers; with high probability this assumption will be true, and the probability will approach 1 as the product
of the primes in $P$ approaches infinity (see [7, exercise 4.6.2-27]). By our assumption that $M$ is irreducible, if $\alpha$ is a root of $M$, then the algebraic number field $\mathbb{Q}(\alpha)$ is well defined. Let $\tilde{F}(\alpha, x) \in \mathbb{Q}(\alpha)[x]$. Then $\tilde{F}$ can be written as $\tilde{F} = (1/c)F$, where $c \in \mathbb{Z}$ and $F(\alpha, x) \in \mathbb{Z}[\alpha][x]$. Let $F$ have degree $d \geq 2$ with coefficients, viewing $F$ as a bivariate polynomial in $\alpha$ and $x$, that are independently chosen random integers.

With these definitions, we can now state our main result.

**Theorem 2** Let $M(t)$ and $F(\alpha, x)$ be defined as above. If $N(x)$ is the norm of $F$, and $p$ is a prime dividing neither the leading coefficient nor the discriminant of $N$, then $N$ will have an average of

$$
\sum_{k=1}^{n} \sum_{r=1}^{d} A(p, n, k)A(p^k, d, r)
$$

factors modulo $p$.

One has the following immediate corollary.

**Corollary 1** With the hypotheses of Theorem 2, the norm $N$ will have an average of $H_nH_d$ factors modulo $p$, as $p \to \infty$.

The rest of the paper is devoted to proving Theorem 2. We will need the following lemmas.

**Lemma 1** If $u$ is a random integer with respect to $p$, then so is $au + b$, for integers $a$ and $b$, with $a \not\equiv 0 \pmod{p}$.

*Proof.* Since $a$ is invertible modulo $p$, there is a one-to-one correspondence between the values of $(au + b) \mod p$ and those of $u \mod p$.

**Lemma 2** Fix the minimal polynomial $M$ and let $p$ be a prime not dividing the leading coefficient $\ell$ of $M$. If $F(\alpha, x)$ is a polynomial over $\mathbb{Z}[\alpha]$ whose coefficients are random with respect to $p$, then so is $\ell^eF(\alpha, x - \alpha)$, where the integer $e \geq 0$ is such that $\ell^eF(\alpha, x - \alpha) \in \mathbb{Z}[\alpha][x]$.

*Proof.* First note that if $d > n - 1$, then the coefficients of $F(\alpha, x - \alpha)$, after reduction modulo $M$, will be elements of $(1/\ell^{d-n+1})\mathbb{Z}[\alpha]$. Therefore we will have $\ell^{d-n+1}F(\alpha, x - \alpha) \in \mathbb{Z}[\alpha][x]$. If $d \leq n - 1$, then reduction modulo $M$ is not necessary, and $F(\alpha, x - \alpha) \in \mathbb{Z}[\alpha][x]$.

Let $F(\alpha, x) = \sum_{i=0}^{d} a_i x^i$ and $F(\alpha, x - \alpha) = \sum_{i=0}^{d} b_i x^i$, with $a_i, b_i \in \mathbb{Q}(\alpha)$. Then $b_d = a_d$ and, for $i = 0, 1, \ldots, d - 1$, the coefficient $b_i$ will be equal to $a_i$ plus some function of the coefficients $a_{i+1}, \ldots, a_d$, but not of $a_0, \ldots, a_i$. The assertion now follows from Lemma 1.

What the previous lemma is saying is that the even though we may need to apply a non-trivial preliminary transformation to $F$ to obtain a squarefree norm—that is, we need $s > 0$ in equation (1)—the transformed polynomial will still behave like a random polynomial. This not obvious. For example, the polynomials described by Kaltofen et
Lemma 3 Let $S$ and $T$ be polynomials in $\text{GF}(p)[t]$. If $T$ is fixed and $S$ has coefficients that are distributed uniformly and independently at random, then the remainder of $S$ modulo $T$ has coefficients that are distributed uniformly and independently at random.

**Proof.** Let $m = \deg S$ and $n = \deg T$, and let $Q$ and $R$, respectively, be the quotient and remainder of $S$ modulo $T$, so that $S = QT + R$, with $\deg R < n$. If $m < n$, then $R = S$ and we are done, so assume that $m \geq n$. Let $S(t) = a_m t^m + \cdots + a_1 t + a_0$. From the equation $R = S - QT$ we see that the coefficient of $t^i$ in $R$, for $i = 0, 1, \ldots, n - 1$, is the difference of $a_i$ and the coefficient of $t^i$ in $QT$. Furthermore, the coefficients of $Q$, and therefore of $QT$, are independent of $a_i$, for $i = 0, 1, \ldots, n - 1$. An application of Lemma 1 completes the proof.

We now come to the proof of the main theorem.

**Proof.** [Proof of Theorem 2] By Lemma 2, we can restrict our attention to random polynomials whose norms are squarefree.

Suppose that the minimal polynomial $M$ factors modulo $p$ into irreducible factors $M_1, M_2, \ldots, M_s$. Let $k_i = \deg M_i$, for $i = 1, \ldots, s$. Reduce the coefficients of $F$ modulo both $p$ and $M_i$ to get $F_i(\alpha_i, x) \in \text{GF}(p^{k_i})[x]$, where $\alpha_i$ is a root of $M_i$. By Lemma 3, the coefficients of $F_i(\alpha_i, x)$ will be random elements of $\text{GF}(p^{k_i})[x]$. Therefore, by Theorem 1, the polynomial $F_i$ will have an average of

$$
\sum_{r=1}^{d} A(p^{k_i}, d, r)
$$

irreducible factors. Since resultants are multiplicative, the norm will have the (partial) factorization $N \equiv N_1 N_2 \cdots N_s \pmod{p}$, where $N_i \equiv \text{res}_t(M_i(t), F(t, x)) \pmod{p}$, for $i = 1, \ldots, s$. The factor $N_i$, which in general will not be irreducible, is the norm of the polynomial $F_i(\alpha_i, x)$. From Theorem 2.2 of [8], which also holds for finite fields, there is a one-to-one correspondence between the factors of $N_i$ over $\text{GF}(p)$ and the factors of $F_i$ over $\text{GF}(p^{k_i})$. Therefore, the average number of factors of $N_i$ will also be given by (2), and the average number of factors of $N \pmod{p}$ will be the average value of

$$
\sum_{i=1}^{s} \sum_{r=1}^{d} A(p^{k_i}, d, r).
$$

The theorem now follows from the fact that $M \pmod{p}$ will have an average of $A(p, n, k_i)$ irreducible factors of degree $k_i$. □
4. Concluding remarks

We have shown that a norm has, on the average, more modular factors than a random polynomial having the same degree. This suggests that factoring norms is harder than factoring “ordinary” polynomials. Fortunately, since norms have a certain structure, there is a device that can be used to limit the number of modular-factor products that have to be examined during the trial-division step of the Berlekamp-Zassenhaus algorithm [3].

Theorems 2 can be used in the design and analysis of algorithms for factoring polynomials. For example, the lifting method presented in [2] has a running time that depends on the number of factors being lifted. Theorem 2 can thus be used to get a bound on the average lifting time.

To get some idea of the magnitudes of the numeric values of the formulas, we give in Table 1 the values for the special case where \( d = n \), that is, the polynomial being factored has the same degree as the minimal polynomial. The first column gives the values of \( n \). The second column gives the values of the formula of Theorem 2 evaluated at \( d = n \) and \( p = 3 \). The third column gives the value of the formula of Theorem 1 evaluated at \( n \to n^2 \) and \( q = 3 \). Similarly for the fourth and fifth columns, except that we evaluate the formulas at \( p, q = 23 \). The last two columns give the asymptotic values for \( p \to \infty \). These are simply the values of \((H_n)^2\) and \(H_{n^2}\), respectively. Every number in Table 1 is the exact value rounded to two decimal places.

Note that we have the approximation

\[
H_n = \ln n + \gamma + o(1),
\]

where \( \ln \cdot \) is the natural logarithm function and \( \gamma = 0.57721 \ldots \) is Euler’s constant. (See Knuth [6, p. 74].) Therefore, the numbers given in the last two columns of Table 1 have values \( \Theta(\ln^2 n) \) and \( \Theta(\ln n) \), respectively, for large \( n \).

### Table 1. Numeric values of the average number of factors.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( p = 3 ) norm</th>
<th>( p = 3 ) random</th>
<th>( p = 23 ) norm</th>
<th>( p = 23 ) random</th>
<th>( p \to \infty ) norm</th>
<th>( p \to \infty ) random</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>4.14</td>
<td>3.32</td>
<td>5.07</td>
<td>3.75</td>
<td>5.21</td>
<td>3.82</td>
</tr>
<tr>
<td>10</td>
<td>6.91</td>
<td>4.66</td>
<td>8.36</td>
<td>5.12</td>
<td>8.58</td>
<td>5.19</td>
</tr>
<tr>
<td>20</td>
<td>10.74</td>
<td>6.03</td>
<td>12.67</td>
<td>6.50</td>
<td>12.94</td>
<td>6.57</td>
</tr>
<tr>
<td>40</td>
<td>15.64</td>
<td>7.41</td>
<td>17.97</td>
<td>7.89</td>
<td>18.31</td>
<td>7.96</td>
</tr>
</tbody>
</table>
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