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Abstract

This paper presents testing preorders for real-time communicating processes with “time-out” as the time constraint primitive where the time domain is the real numbers. The testing preorders presented here are a natural extension of De Nicola and Hennessy’s for untimed communicating processes.

We give fully abstract characterizations of the testing preorders in order to ease a proof by focusing the “essential pattern” of tests to establish the preorders. Next, by applying Holmer-Larsen-Wang’s “symbolic” method to our preorders, we give the symbolic alternative characterizations where we treat time intervals instead of time itself. For the regular class of real-time, since timeout points are finitely represented, these symbolic characterizations give a proof technique for the testing preorders. Finally, we illustrate our proof technique by some examples.

1 Introduction

Recently the communicating process model has been extended so that it can deal with the “timed” behavior. The communicating process calculi such as CCS[15], CSP[13] and ACP[2] only deal with the temporal behavior of communication where only the pattern of events are treated. Although this abstraction is useful and the calculi have been successfully investigated, it is often important to observe the timed behavior in the practical point of view. For instance, when modeling a communication protocol, the “time-out” behavior is sometimes essential to show for the protocol to work correctly. To fulfill this requirement, many extended calculi of real-time communicating processes have been proposed to deal with the timed behavior [1][4][7][8][11][16][19][20][23].

We regard the time domain as non-negative real numbers and our calculus is extended by a “time-out combinator”, that is a binary combinator as an extension of the choice combinator of CCS. As the semantics for the calculus, we define testing preorders by extending those for (untimed) CCS by De Nicola and Hennessy[10][18].

We first present alternative characterizations that are fully abstract to the testing preorders, focusing the essential event patterns in the same manner as for the untimed communicating processes. Alternative characterizations provide very useful proof technique for testing preorders. But these first characterizations are not quite adequate since it requires the infinite checking procedure with respect to time. For this purpose, we next present “symbolic” alternative characterizations that are fully
abstract to the first characterizations by abstracting some finite number of time intervals from the time domain. This abstraction can be finitely possible for the regular class of real-time communicating processes. These second characterizations provide a proof technique for the regular class of real-time communicating processes.

The time-out combinator, written by \( \triangleleft_d \), is a binary infix combinator where \( d \) is a non-negative real number. A real-time communicating process \( P \triangleleft_d Q \) behaves like \( P \) if \( P \) commits any observable event within time \( d \), and behaves like \( Q \) otherwise. Exactly after time \( d \), the behavior is nondeterministically either like \( P \) or like \( Q \). Namely, \( P \triangleleft_d Q \) makes a choice after time \( d \) and is considered as an extension of the choice operator of CCS. This kind of time-out combinator is introduced as the primitive in the literature and is shown that the combinator can model the variety of timed behavior.

Following the testing principle, a real-time communicating process is seen as a kind of black box and known only by interacting with synchronous communications. An examiner of a real-time communicating process, called a “timed test”, is also a process with time constraints and some successful terminating states. While testing, the examiner may perform an interaction in an eager way, i.e. an observable event interacts as soon as it becomes available both for the process and for the examiner. We also assume that the passage of time is identical on both sides.

As are done for the untimed processes, we define the testing preorders \( \subseteq_{\text{may}} \) and \( \subseteq_{\text{must}} \) to understand the timed behavior of the process being examined, where \( \subseteq_{\text{may}} \) and \( \subseteq_{\text{must}} \) characterize the possibility and the necessity of interaction respectively. In the untimed case, \( \subseteq_{\text{may}} \) is alternatively characterized by the inclusion of the languages of events, and \( \subseteq_{\text{must}} \) by the possibility and necessity after a sequence of events. Also for the real-time communicating processes, we can give such alternative characterizations where \( \subseteq_{\text{may}} \) is the inclusion of the languages of timed events and \( \subseteq_{\text{must}} \) by the possibility and necessity accompanied time after a sequence of timed events.

However, when we consider the alternative characterizations as a proof technique for the testing preorder, these characterizations are inadequate. Since we take the time domain as the nonnegative real number, we have to consider the infinitely many timed events to see when the events happen. Again, we consider when are the “essential timing” to characterize the preorders. Focusing on that the essential timing is the time-out point that can be known from the syntax of a real-time communicating process, we will give the finite characterizations for the regular class of real-time communicating processes. This idea for real-time communicating processes is originally presented for bisimulation semantics in [17]. We apply the idea to the testing semantics and develop the “symbolic” alternative characterizations as a proof technique.

The structure of the paper is as follows. In section 2, we define a calculus for timed processes. In section 3, testing preorders are introduced in a standard manner and the first type of alternative characterizations is presented. Section 4 presents a symbolic alternative characterization. In 5, we compare our result with others and present concluding remarks.

2 Timed Process Calculus

Let \( \mathbb{R}^+ \) be the set of positive real numbers and \( \mathbb{R}^{\geq 0} = \mathbb{R}^+ \cup \{0\} \). A set of observable actions is given by \( \text{Act} \) ranged over by \( a, b, a_i, b_i, \ldots \). \( \Delta = \{\epsilon(c) \mid c \in \mathbb{R}^+\} \) is defined
as a set of delay labels following [23]. We write \( \mathcal{A} \) for \( \text{Act} \cup \Delta \), ranged over by \( \xi \). A set of process variables is given by \( V \) ranged over by \( x, y, \ldots \). We assume a constant \( \infty \) that extends \( \mathbb{R}^{\geq 0} \), satisfying the following conditions for all \( r \in \mathbb{R}^{\geq 0} \) with respect to the arithmetic operations:

- \( r < \infty \)
- \( r + \infty = \infty + r = \infty \)
- \( \infty - r = \infty \)

And we write \( \mathbb{R}^{\infty} \) for \( \mathbb{R}^{\geq 0} \cup \{ \infty \} \). A class of timed process expressions is defined by the following BNF:

\[
E ::= \text{nil} | a.E | E_1 + E_2 | E_1 \oplus E_2 | E_1 \triangleleft_{d} E_2 | x \mid \text{rec}:x.E
\]

where \( a \in \text{Act} \), \( d \in \mathbb{R}^{\geq 0} \) and \( x \in V \). We write \( \mathcal{P} \mathcal{E} \) for the set of timed process expressions. All occurrences of \( x \) in the context \( \text{rec}:x.E \) are bound, and free otherwise. For \( E,F \in \mathcal{P} \mathcal{E} \), \( E[F/x] \) denotes the timed process expression where all free occurrences of \( x \) in \( E \) are simultaneously replaced by \( F \). A timed process expression is closed if it contains no free occurrence of process variables. Following [17], we require the action guardedness condition for a timed process expression, that is defined as follows:

**Definition 1** A process variable \( x \) is guarded in \( E \) if all occurrences of \( x \) appear in the form of \( a.F \) which is a subexpression of \( E \). We say \( E \) is guarded when all the process variables appearing in \( E \) are guarded in \( E \) and \( x \) is guarded in \( F \) where every subexpression of \( E \) in the form \( \text{rec}:x.F \).

As a basic operational semantics, we define a transition system \( \langle \mathcal{P} \mathcal{E}, \to, \mathcal{A} \rangle \) with the derivation relation \( \to \subseteq (\mathcal{P} \mathcal{E} \times \mathcal{P} \mathcal{E}) \cup (\mathcal{P} \mathcal{E} \times \mathcal{A} \times \mathcal{P} \mathcal{E}) \) shown in table 1. We denote \( E \to E' \) if \( (E,E') \in \to \) and \( E \xrightarrow{\xi} E' \) if \( (E,\xi,E') \in \to \).

\( E \) is called a regular timed process if it is closed and guarded. The set of regular timed processes is denoted by \( \mathcal{P} \).

From the construction of the SOS rules and the definition of \( \mathcal{P} \), we get the following closure property of the closed timed process.

**Lemma 1** If \( P \in \mathcal{P} \), then \( \{ E \mid P \to E \} \cup \{ E \mid P \xrightarrow{\xi} E, \xi \in \mathcal{A} \} \subseteq \mathcal{P} \).

Henceforth, we focus on the sub-LTS \( \langle \mathcal{P}, \to, \mathcal{A} \rangle \) to exactly model the timed processes. For this sub-LTS, we use the following notation:

- \( P \to \) if for some \( P' \) \( P \to P' \).
- \( P \xrightarrow{\xi} \) if for some \( P' \) \( P \xrightarrow{\xi} P' \).
- \( P \xrightarrow{\rightarrow^*} P' \) if \( P(\rightarrow)^* P' \).
- \( P \xrightarrow{c} P' \) if \( P(\rightarrow)^c \circ (\rightarrow)^* P' \).
- \( P \Rightarrow d P' \) if \( P \Rightarrow d P' \) for \( c_i \in \mathbb{R}^{\geq 0} \) where \( 1 \leq i \leq n \) and \( d = \sum_{i=1}^{n} c_i \).
- \( P \Rightarrow^d P' \) if \( P \Rightarrow d \circ \Rightarrow^d P' \).
<table>
<thead>
<tr>
<th>Inaction</th>
<th>[ \text{nil} \xrightarrow{\epsilon(c)} \text{nil} ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix</td>
<td>[ a.E \xrightarrow{a} E ] [ a.E \xrightarrow{\epsilon(c)} a.E ]</td>
</tr>
<tr>
<td>Time-out</td>
<td>[ E \xrightarrow{a} E' ] [ E \xrightarrow{\epsilon(c)} E' ] if ( d \geq c ) [ E \xrightarrow{\epsilon(c)} E' \xrightarrow{d-c} F ]</td>
</tr>
<tr>
<td>External Choice</td>
<td>[ E \rightarrow E' ] [ F \rightarrow F' ] [ E + F \rightarrow E' + F ] [ E + F \rightarrow E + F' ]</td>
</tr>
<tr>
<td>Internal Choice</td>
<td>[ E \xrightarrow{a} E' ] [ E + F \xrightarrow{a} E' ] [ E + F \xrightarrow{\epsilon(c)} E' ] [ E + F \xrightarrow{\epsilon(c)} E' + F' ]</td>
</tr>
<tr>
<td>Recursion</td>
<td>[ \text{rec}:x.E \rightarrow E[\text{rec}:x.E/x] ]</td>
</tr>
</tbody>
</table>

Table 1: Operational Semantics by derivations
\[ S(P) = \{a \in \text{Act} \mid P(\to)^* \circ x a \}. \]

The derivation relation have the following basic properties ([7][17][23]):

Lemma 2  
1. (transition liveness) \( P \to \) or \( P \xrightarrow{\epsilon(c)} \) for some \( c \in \mathbb{R}^+ \).
2. (time determinacy) \( P \xrightarrow{\epsilon(c)} P' \) and \( P \xrightarrow{\epsilon(c)} P'' \) imply \( P' = P'' \).
3. (time continuity) For \( c_1, c_2 \in \mathbb{R}^+ \), \( P \Rightarrow_{c_1} P' \) if and only if \( P \Rightarrow_{c_1+c_2} P' \) and \( P \Rightarrow_{c_2} P'' \) for some \( P'' \).
4. (maximal progress) \( P \to \) implies \( P \not\to \).
5. (strong persistency) Whenever \( P \xrightarrow{\epsilon(c)} P' \) for some \( c \in \mathbb{R}^+ \), \( P \xrightarrow{a} \) if and only if \( P' \xrightarrow{a} \).

Proof: Induction on the structure of \( P \). □

Note that the strong persistency property holds because the time-out operator performs the empty unobservable transition. Thus, if we take the weak transition, the property does not hold as in[16].

3 Testing Preorders

3.1 Timed tests

We define the class of timed tests as the examiner by the following BNF:

\[
T ::= \text{nil} \mid a.T \mid w.T \mid T_1 + T_2 \mid T_1 \ominus T_2 \mid T_1 \oplus T_2
\]

where \( a \in \text{Act} \), \( d \in \mathbb{R}^\geq 0 \) and \( w \notin \text{Act} \). The set of all timed tests is denoted by \( T \). The operational semantics for the timed tests is given by a transition system \( \langle T, \to, A \cup \{w\} \rangle \) where \( \to \) is defined by table 1 in addition to the following SOS rule:

\[
\begin{array}{c}
w.T \xrightarrow{w} T
\end{array}
\]

A timed test is essentially same as a timed process besides that it has no recursion power and there is a special action prefix \( w \) to indicate the successful termination of interaction. This means that a process is observed by a finite sequence of observable actions.

3.2 Interaction System

The interaction system is a composition of a timed process and a timed test. The interaction between a timed process and a timed test is formally defined as follows:

Definition 2 An interaction system for \( P \) and \( T \), written as \( I(P, T) \), is a transition system \( \langle I, \to_I \rangle \) where the states \( I = P \times T \) and the transition relation \( \to_I \subseteq I \times \mathbb{R}^\geq 0 \times I \) defined by table 2. Following the literature [10], [18], we write \( P \parallel T \) for a state \( \langle P, T \rangle \in I \). We write \( P \parallel T \xrightarrow{c} P' \parallel T' \) when \( \langle P \parallel T, c, P' \parallel T' \rangle \in \to_I \).
Definition 3 For an interaction system $\mathcal{I}(P, T)$, a state $P \parallel T$ is successful whenever $T \xrightarrow{\omega}$. A (possibly infinite) sequence of transitions:

$$P_0 \parallel T_0 \xrightarrow{c_1} P_1 \parallel T_1 \xrightarrow{c_2} \cdots \xrightarrow{c_n} P_n \parallel T_n \xrightarrow{c_{n+1}} \cdots$$

is a computation from $P_0 \parallel T_0$ if one of the following conditions is satisfied:

1. The sequence is finite and the last state is successful
2. The sequence is infinite and $\Sigma_i c_i$ is infinite.

A computation satisfying (1) is called successful.

Note that different from the untimed case, the dead-locked failure does not happen due to the transition liveness property. We exclude the “Zeno-phenomenon” by condition (2).

We now establish testing preorders as usual.

Definition 4 Let $P \in P$ and $T \in T$.

1. $P$ may $T$ if some computation from $P \parallel T$ is successful.
2. $P$ must $T$ if every computation from $P \parallel T$ is successful.

Definition 5 Let $\mathcal{E} \subseteq T$.

1. $P \sqsubseteq^\mathcal{E}_{\text{may}} Q$ if for all $T \in \mathcal{E} \ P$ may $T$ implies $Q$ may $T$.
2. $P \sqsubseteq^\mathcal{E}_{\text{must}} Q$ if for all $T \in \mathcal{E} \ P$ must $T$ implies $Q$ must $T$.
3. $P \sqsubseteq^\mathcal{E} Q$ if $P \sqsubseteq^\mathcal{E}_{\text{may}} Q$ and $P \sqsubseteq^\mathcal{E}_{\text{must}} Q$.

When $\mathcal{E} = T$, we simply write $P \sqsubseteq_{\text{may}} Q$, $P \sqsubseteq_{\text{must}} Q$ and $P \sqsubseteq Q$.

\footnote{If necessary, we also use this notation for $(P, \mathcal{E}, \to, \Delta)$.}
3.3 Alternative Characterizations

Here we give the alternative characterizations for the testing preorders defined above. The characterizations are the direct extensions of those for the untimed communicating processes by reflecting the "essential" pattern of testing.

A finite sequence of pairs \( \langle d_i, a_i \rangle \) where \( d_i \in \mathbb{R}^+ \) and \( a_i \in \text{Act} \):

\[
\langle d_1, a_1 \rangle \langle d_2, a_2 \rangle \cdots \langle d_n, a_n \rangle
\]
is called a \textit{timed word} and a set of timed words is called a \textit{timed language}. The empty timed word is denoted by \( \lambda \) and the set of all timed word is denoted by \( L_{\text{Act}} = (\mathbb{R}^0 \times \text{Act})^* \). When \( P_{d_1}^{a_1} \circ P_{d_2}^{a_2} \cdots \circ P_{d_n}^{a_n} P' \), we write \( P \rightarrow P' \) for a timed word \( \sigma = \langle a_1, d_1 \rangle \langle a_2, d_2 \rangle \cdots \langle a_n, d_n \rangle \).

First we show that \( \sqsubseteq_{\text{may}} \) is characterized by the inclusion relation between timed languages.

**Definition 6** Let \( P \in \mathcal{P} \). The timed language of \( P \) is defined by \( L(P) = \{ \sigma | P \rightarrow \} \).

For a timed word \( \sigma \), a timed test \( T_0(\sigma) \) is recursively defined with respect to \( \sigma \) as follows:

\[
T_0(\lambda) = \text{w.nil} \\
T_0(\langle d, a \rangle \sigma') = \text{nil} \triangleleft_{d} (a.T_0(\sigma') \triangleleft_{0} \text{nil})
\]

We write \( T_0 = \{ T_0(\sigma) | \sigma \in L_{\text{Act}} \} \).

**Lemma 3** \( P \sqsubseteq_{\text{may}} Q \) if and only if \( P \sqsubseteq_{\text{may}} Q \).

**Proof:** The only-if part is obvious since \( T_0 \subseteq T \). For if part, suppose \( P \sqsubseteq_{\text{may}} T \). Then, there exists a successful computation from \( P \parallel T \). For the computation, there exists a transition of \( T \) such that \( T \rightarrow T' \Rightarrow d T'' \parallel \sigma \Rightarrow_{d} Q' \Rightarrow_{d} T'' \parallel \). Thus, \( P \sqsubseteq_{\text{may}} T_0(\sigma) \). By the assumption, \( Q \sqsubseteq_{\text{may}} T_0(\sigma) \). Then, \( Q \parallel T \Rightarrow T' \Rightarrow_{d} \sigma \Rightarrow_{d} Q' \parallel T'' \Rightarrow_{d} \) and by the transition liveness property (lemma 2(1)) \( Q \sqsubseteq_{\text{may}} T \).

**Lemma 4** \( \sigma \in L(P) \) if and only if \( P \sqsubseteq_{\text{may}} T_0(\sigma) \).

**Theorem 1** \( P \sqsubseteq_{\text{may}} Q \) if and only if \( L(P) \subseteq L(Q) \).

**Proof:** The theorem follows from lemma 3 and 4. \( \square \)

Next we show an alternative characterization of the must preorder.

**Definition 7** \( P \ll_{\text{must}} Q \) if the following holds:

For \( \sigma \in L(Q) \) and \( c \in \mathbb{R}^0 \), \( Q \rightarrow c \Rightarrow S(P') \subseteq S(Q') \) implies \( S(P') \subseteq S(Q') \) for some \( P' \) such that \( P \rightarrow c \Rightarrow P' \).

Let \( \gamma \in \mathbb{R}^+ \), \( \sigma \in L_{\text{Act}} \) and \( a \in \text{Act} \). For a finite subset of \( \text{Act} \), \( A = \{ a_1, \ldots, a_n \} \) and \( d \in \mathbb{R}^0 \), timed tests \( T_1(\sigma, a, d) \) and \( T_2(\sigma, A, d) \) are recursively defined as follows:

\[
T_1(\lambda, a, d) = \text{nil} \triangleleft_{d} (a.\text{nil} \triangleleft_{\gamma} \text{w.nil})
\]

\[
T_1(\langle d_1, a_1 \rangle \sigma, a, d) = \text{nil} \triangleleft_{d_1} (a_1.T_1(\sigma, a, d) \triangleleft_{\gamma} \text{w.nil})
\]

\[
T_2(\lambda, A, d) = \text{nil} \triangleleft_{d} ((a_1.\text{w.nil} + \cdots + a_n.\text{w.nil}) \triangleleft_{\gamma} \text{nil})
\]

\[
A = \{ a_1, a_2, \ldots, a_n \}
\]

\[
T_2(\langle d_1, a_1 \rangle \sigma, A, d) = \text{nil} \triangleleft_{d_1} (a_1.T_2(\sigma, A, d) \triangleleft_{\gamma} \text{nil})
\]
We write $T_\varepsilon(\gamma) = \{T_1^\varepsilon(\sigma, a, d), T_2^\varepsilon(\sigma, A, d) \mid \sigma \in L_{\text{Act}}, \text{finite}A \subseteq \text{Act}, a \in \text{Act}, d \in \mathbb{R}^+\}$.

We shall show $T_\varepsilon(\gamma)$ is essential to verify $\sqsubseteq_{\text{must}}$ if $\gamma$ is small enough to distinguish processes.

Lemma 5 For $\gamma \in \mathbb{R}^+$, $P \sqsubseteq_{\text{must}}^{T_\varepsilon(\gamma)} Q$ implies $L(Q) \subseteq L(P)$.

Proof: By induction on the length of $\sigma$, it is shown that $P \text{ must } T_1^\varepsilon(\sigma, a, d)$ if and only if $\sigma \langle d, a \rangle \in L(P)$.

Let $\sigma = \sigma' \langle d, a \rangle \in L(Q)$. Then, for all $\gamma \in \mathbb{R}^+$, $Q \text{ must } T_1^\varepsilon(\sigma, a, d)$. By the assumption $P \text{ must } T_1^\varepsilon(\sigma, a, d)$. Thus, $\sigma \in L(P)$.

Lemma 6 For $\gamma \in \mathbb{R}^+$, $P \sqsubseteq_{\text{must}}^{T_\varepsilon(\gamma)} Q$ implies $P \sqsubseteq_{\text{must}} Q$.

Proof: Suppose for all $\gamma \in \mathbb{R}^+$, $P \sqsubseteq_{\text{must}}^{T_\varepsilon(\gamma)} Q$ and $P \not\sqsubseteq_{\text{must}} Q$. Let $Q \not\Rightarrow a \Rightarrow d Q'$, then $P \not\Rightarrow a \Rightarrow d P'$ for some $P'$ such that $S(P') \not\subseteq S(Q')$.

Take $a$ such that $a \in S(P')$ and $a \notin S(Q')$. Then, either $Q' \not\sim a$ or $Q' \sim a$ for some $c \in \mathbb{R}^+$. For the former case, for all $\gamma \in \mathbb{R}^+$, $T_2^\gamma(\sigma, \{a\}, d)$ and $P \text{ must } T_2^\gamma(\sigma, \{a\}, d)$. For the latter case, take the least $c'$ for such $c$. Then, for $\gamma < c'$, $Q \text{ must } T_2^\gamma(\sigma, \{a\}, d)$ and $P \text{ must } T_2^\gamma(\sigma, \{a\}, d)$. This complete the proof since a contradiction is derived for both cases.

Lemma 7 $P \sqsubseteq_{\text{must}} Q$ implies $P \sqsubseteq_{\text{must}} Q$.

Proof: Suppose $P \sqsubseteq_{\text{must}} Q$ and we show that $Q \text{ must } T$ implies $P \text{ must } T$ for all $T \in T$. Let $Q \text{ must } T$, then there exists an infinite computation from $Q\|T$ such that $Q\|T \not\Rightarrow a_1 \cdots a_n Q_n\|T_n \not\Rightarrow a_{n+1} \cdots$ where $n$ is such that for all $m > n$ $S(T_{m-1}) = S(T_m)$, $S(Q_m) \cap S(T_m) = \emptyset$ and $T_n \not\Rightarrow$. Such $n$ exists since a timed test is finite. Thus, for some $\sigma \in L_{\text{Act}}$ and $d$, $Q \not\Rightarrow a \Rightarrow d Q_n$. By the definition of $\sqsubseteq_{\text{must}}$, there exists $P_k$ such that $P \not\Rightarrow a \Rightarrow d P_k$ and $S(P_k) \subseteq S(Q_n)$. Thus, there exists a sequence of transition: $P\|T \not\Rightarrow a_1 \cdots a_n P_k \|T_n$. And $T_n$ will not change in the following transitions since $S(P_k) \subseteq S(Q_n)$. This concludes $P \text{ must } T$.

Theorem 2 $P \sqsubseteq_{\text{must}} Q$ if and only if $P \sqsubseteq_{\text{must}} Q$.

Proof: For "only-if" part, $P \sqsubseteq_{\text{must}} Q$ implies $P \sqsubseteq_{\text{must}}^{T_\varepsilon(\gamma)} Q$ for all $\gamma$ since $T_\varepsilon(\gamma) \subseteq T$.

By lemma 6, $P \sqsubseteq_{\text{must}} Q$. "if" part is lemma 7.

From theorem 1, theorem 2 and lemma 5, we obtain the following characterization for the testing preorder.

Corollary 1 $P \sqsubseteq Q$ if and only if $L(P) = L(Q)$ and $P \sqsubseteq_{\text{must}} Q$.

For the alternative characterizations shown above, we have the following useful lemma to prove the preorders for regular timed processes.

Lemma 8 Let $\text{rec}: x.E, P \in \mathcal{P}$. Then,

1. $L(E[P/x]) \subseteq L(P)$ implies $L(\text{rec}: x.E) \subseteq L(P)$

2. $E[P/x] \sqsubseteq_{\text{must}} P$ implies $\text{rec}: x.E \sqsubseteq_{\text{must}} P$
\[ M(x) = 0 \quad M(\text{nil}) = \infty \]
\[ M(a.E) = \infty \quad M(E_1 \triangleleft_d E_2) = \min(M(E_1), d) \]
\[ M(E_1 + E_2) = \min(M(E_1), M(E_2)) \quad M(E_1 \oplus E_2) = 0 \]
\[ M(\text{rec}:x.E) = M(E) \]

Table 3: Life Function \( M \)

4 Symbolic Alternative Characterizations

This section gives "symbolic" alternative characterizations as a proof technique. Due to the dense property of a time domain, the alternative characterizations in the previous section still require an infinite checking procedure with respect to time. But there are only finite number of points at which a real-time communicating process may change its behavior through the timeout combinator by the construction of a process. For example, the characterization of \( a.\text{nil} \triangleleft_b \text{b.nil} \) can be divided into the three cases: before time 5, exactly at time 5 and after time 5. Based on this observation, we will define characterizations with respect to time intervals that are "essential" to observe the behavior of a process.

4.1 Symbolic Transition Relation

We define the life time function \( M : \mathcal{P}\mathcal{E} \rightarrow \mathbb{R}^\infty \) by table 3. We also define a symbolic delay relation \( \sim^d \subseteq \mathcal{P} \times \mathcal{P} \) as follows:

- \( P \sim^0 P' \) if \( P(\rightarrow)^* P' \)
- When \( M(P) = d < \infty \), \( P^{\epsilon(d)} P'' \) and \( P'' \sim P' \) imply \( P^{d+d'} \sim P' \)

If \( P \sim^d P' \) for some \( P' \), then we simply write \( P \sim^d \).

Lemma 9 When \( P \in \mathcal{P} \), \( \{d \mid P \sim^d\} \) is finite.

Proof: Suppose \( \{d \mid P \sim^d\} \) is infinite. By the construction of \( \sim^d \), there must be an infinite derivation from \( P \) only by \( \rightarrow \) and \( \epsilon(c) \). But this is impossible because of the guardedness condition and the definition of computation.

In the rest of this subsection, we present the basic properties with respect to the labeled transition system \( \langle \mathcal{P}, \rightarrow, \mathcal{A} \rangle \).

Lemma 10 \( M(P) = d \) and \( 0 < d < \infty \) imply \( P^{\epsilon(d)} \).

Lemma 11 \( P \rightarrow \) implies \( M(P) = 0 \).

Lemma 12 When \( P^{\epsilon(c)} P' \), one of the followings holds:

1. \( M(P) = \infty \)
2. \( P \sim P' \) and \( M(P') = 0 \)
3. There exists $d$ such that $P \xrightarrow{d} P', M(P') > 0$ and $d \leq c < d + M(P)$

A timed action is a triple $(d, a, t) \in \mathbb{R}_{\geq 0} \times \text{Act} \times \mathbb{R}^\infty$ to express that action $a$ is enabled after time $d$ for time $t$. We write $a_d^t$ for a timed action $(d, a, t)$. The set of all timed actions is denoted by $\mathcal{A}_T$, ranged over by $\mu, \nu$. A relation $\preceq$ over $\mathcal{A}_T$, $a_d^t \preceq a_e^u$ holds if $e \leq d$ and $d + t \leq u + e$. $a_d^t \preceq a_e^u$ is said that $a_d^t$ covers $a_e^u$, meaning that action $a$ in $a_d^t$ is possible whenever action $a$ is enabled in $a_e^u$. We write $a_d^t \sim a_e^u$ when $d < e + u$ and $e < d + t$, meaning that action $a$ may be enabled both in $a_d^t$ and $a_e^u$ at the same time.

A sequence of timed actions is called a symbolic timed word. We use the notation for a symbolic timed word. The empty symbolic timed word is denoted by $\lambda_e$. And the set of all symbolic timed words is denoted by $\mathcal{L}_T$.

- Let symbolic timed words $\sigma_s = \mu_1 \mu_2 \cdots \mu_n$ and $\sigma'_s = \mu'_1 \mu'_2 \cdots \mu'_n$. $\sigma_s \sim \sigma'_s$ if $\mu_i \sim \mu'_i$ for $1 \leq i \leq n$.
- Let $\Sigma_s \subseteq \mathcal{L}_T$.

\[
\Sigma_s \uparrow \lambda_e = \{\sigma_s \in \Sigma_s | |\sigma_s| = 1\}
\]

\[
\Sigma_s \uparrow \mu'\sigma':= \Sigma'_s(\mu') \uparrow \sigma'_s
\]

where $\Sigma'_s(\mu') = \{\sigma_s | \mu \sigma_s \in \Sigma_s, \mu' \preceq \mu\}$.

- Let $A_T \subseteq \mathcal{A}_T$. $A_T$ covers $a_d^t$ if there exists $a_{d_i}^{t_i} \in A_T$ such that $d_1 \leq d$, $d + t \leq d_n + t_n$, $d_i \leq d_{i+1} \leq d_i + t_i$ for $1 \leq i < n$.

**Definition 8** A symbolic transition relation $\xrightarrow{a_d^t}$ is defined as follows:

$P \xrightarrow{a_d^t} P'$ if for some $P'' P \xrightarrow{d} P'', P'' \xrightarrow{a} P'$ and $M(P'') = t$

Let $\sigma_s = \mu_1 \mu_2 \cdots \mu_n \in \mathcal{A}_T$. We write $P \xrightarrow{\sigma_s} P'$ if $P \xrightarrow{\mu_1} \cdots \xrightarrow{\mu_n} P'$.

Intuitively, $P \xrightarrow{a_d^t} P'$ means that $P$ waits for time $d$ and do an action $a$ before $t$ to become $P'$. This notion is justified by the time-determinacy property and the time continuity property.

**Lemma 13** $P \xrightarrow{a} P'$ and $M(P) > 0$ imply $P \xrightarrow{\alpha_d} P'$ for all $d$ such that $0 \leq d < M(P)$.

**Lemma 14** Let $P \xrightarrow{a_d^t} P'$.

1. $t = 0$ implies $P \xrightarrow{a_d} P'$

2. $t > 0$ implies $P \xrightarrow{\alpha_d} P'$ for all $d'$ such that $d \leq d' < d + t$

The derivation by the symbolic transition relation is finite.

**Lemma 15** Let $P \in \mathcal{P}$. $\{(P', \mu) \mid P \xrightarrow{\mu} P', \mu \in \mathcal{A}_T\}$ is finite.

**Proof:** From lemma 9, $d's$ for $\mu = a_d^t \in \{\mu \mid P \xrightarrow{\mu}\}$ are finitely many. And by the construction of $M(P)$, $t's$ must appear in a timeout operator $\alpha_t$ or $\infty$. And $P$ is finite branching with respect to communication. □
4.2 Symbolic Characterization of $\sqsubseteq_{\text{may}}$

Definition 9 The symbolic timed language of $P$ is defined as follows:

$$L_s(P) = \{\sigma_s \mid P \xrightarrow{\sigma_s}\}$$

A symbolic timed word specifies a timed language by the timeout points. For example, $L_s(a.\text{nil} \xrightarrow{a} \text{b.nil}) = \{\lambda_s, a_0^d, b_0^\infty\}$ which specifies the timed language

$$\{\lambda, \langle a, t\rangle, \langle b, u\rangle \mid 0 \leq t \leq 5, u \geq 5\}.$$ 

Definition 10 The covering relation $\sqsubseteq$ is defined as follows:

1. $\lambda_s \in \Sigma_s$ implies $\lambda_s \sqsubseteq \Sigma_s$
2. $(\Sigma_s \uparrow \sigma_s)$ covers $\mu$ implies $\sigma_s \mu \sqsubseteq \Sigma_s$

We write $\Sigma'_s \sqsubseteq \Sigma_s$ if for all $\sigma_s \in \Sigma'_s$, $\sigma_s \sqsubseteq \Sigma_s$.

Intuitively $L_s(P) \sqsubseteq L_s(Q)$ means that the timed language specified by $L_s(P)$ is covered by some timed language specified by $L_s(Q)$.

In the rest of this subsection, we shall show that the covering relation characterizes $\sqsubseteq_{\text{may}}$. First we show the adequacy of the characterization.

Before showing the adequacy result, we show the following technical lemma.

Lemma 16 Let $P \xrightarrow{a} d P'$ and $\{Q_1, \ldots, Q_n\} \subseteq \mathcal{P}$, then, $L_s(P) \sqsubseteq \bigcup_{i}L_s(Q_i)$ implies $L_s(P') \sqsubseteq \bigcup_{i}\{Q' \mid Q_i \xrightarrow{a} d Q'\}$.

Proof: Let $P''$ such that $P \Rightarrow d P'' \xrightarrow{a} P'$. By repeated applications of Lemma 11 and Lemma 12, either of the following (1) or (2) holds:

1. $M(P'') = 0$ and $d = d'$
2. $M(P'') > 0$ and $d' \leq d < d' + M(P'')$

We prove for each cases:

(1): $M(P'') = 0$ and $d = d'$

- If $\lambda_s \in L_s(P')$: Since $a_0^d \in L_s(P)$, $L_s(P) \sqsubseteq \bigcup_{k=1}^{n}L_s(Q_k)$. Following from this, $(\bigcup_{k=1}^{n}\{L_s(Q_k)\}) \sqsubseteq \bigcup_{k=1}^{n}L_s(Q_k)$. Thus, there exist $a_{d_1}^{t_1}, \ldots, a_{d_m}^{t_m}$ for $1 \leq l \leq m$ such that $\{a_{d_1}^{t_1}, \ldots, a_{d_m}^{t_m}\}$ and $d_1 \leq d \leq d_m + t_m$ where $d_j \leq d_{j+1}$ and $d_{j+1} \leq d_j + t_j$ (1 $\leq l < n$). Then, for some $j$, $Q_j \xrightarrow{a_j} Q'_j$ and $d_j \leq d < d_j + t_j$. Since by lemma 14, $Q_j \xrightarrow{a_j} Q'_j$, $\bigcup_{k=1}^{n}\{L_s(Q_k)'|Q_k \xrightarrow{a_j} Q'_j\} \neq \emptyset$. Then, by the definition, $\lambda_s \leq \bigcup_{k=1}^{n}\{L_s(Q_k)'|Q_k \xrightarrow{a_j} Q'_j\}$. Since $\lambda_s \in L_s(P)$ for every $P$.

- If $\sigma'_{s}\mu \in L_s(P')$: Since $a_0^d \sigma'_{s}\mu \in L_s(P)$, $\bigcup_{k=1}^{n}L_s(Q_k) \uparrow a_0^d \sigma'_{s}\mu \in L_s(P)$ covers $\mu$. Thus, for $\sigma'_{s}\mu$ there exists $Q(\sigma'_{s}\mu)$ such that $Q(\sigma'_{s}\mu) \subseteq \bigcup_{k=1}^{n}\{Q'|Q_k \xrightarrow{a_j} Q'_j, a_0^d \leq \nu\}$ and $\cup\{L_s(R)\mid R \in Q(\sigma'_{s}\mu)\} \uparrow \sigma'_{s}\mu$ covers $\mu$. Thus, $\sigma'_{s}\mu \leq Q(\sigma'_{s}\mu)$. Then since by lemma 14, $Q(\sigma'_{s}\mu) \subseteq \bigcup_{k=1}^{n}\{Q'|Q_k \xrightarrow{a_j} Q'_j\}$. Then by the definition, $\lambda_s \leq \bigcup_{k=1}^{n}\{Q'|Q_k \xrightarrow{a_j} Q'_j\}$. 


Thus, \( L_s(P') \subseteq \bigcup_{k=1}^{n} \{ Q' \mid Q_k \rightarrow_d Q' \} \) for case (1).

(2): \( M(P'') > 0 \) and \( d' \leq d < d' + M(P'') \)

- If \( \lambda_s \in L_s(P') \):
  Since \( a^t_{d'} \in L_s(P) \), there exist \( a^t_{d_i} \) for \( 1 \leq l \leq m \) such that \( d_1 \leq d' \), \( d' + M(P'') \leq d_m \), \( d_i \leq d_{i+1} \), \( d_{i+1} \leq d_i + t_i \) and \( \{ a^t_{d_1}, \ldots, a^t_{d_m} \} \subseteq \bigcup_{k=1}^{n} L_s(Q_k) \).
  Since \( d' \leq d < d' + M(P') \), for \( d \), there exists \( j \) such that \( a^t_{d_j} \sim a^t_{d'} \), \( d_j \leq d < d_j + t_j \) and \( Q_j \sim_{d_j} Q_{j}' \). Since by lemma 14 \( Q_j \rightarrow_{d} Q_{j}' \), \( \lambda_s \in \bigcup_{k=1}^{n} \{ L_s(Q') \mid Q_j \rightarrow_{d} Q_{j}' \} \) showing \( \lambda_s \subseteq \bigcup_{k=1}^{n} \{ L_s(Q') \mid Q_j \rightarrow_{d} Q_{j}' \} \).

- If \( \sigma_s' \mu \in L_s(P') \):
  Since \( a^t_{d'} \in L_s(P) \), \( \sigma_s' \mu \in \bigcup_{k=1}^{n} \{ L_s(Q) \mid Q \rightarrow_{d} Q \} \) covers \( \mu \).
  While, \( a^t_{d'} \) implies that \( Q_k \rightarrow_{d} Q_i \) when \( Q_k \rightarrow_{d} Q_i \) by lemma 14. This establishes \( \bigcup_{k=1}^{n} \{ L_s(Q) \mid Q \rightarrow_{d} Q \} \) covers \( \mu \).
  Thus, \( \sigma_s' \mu \subseteq \bigcup_{k=1}^{n} \{ L_s(Q) \mid Q \rightarrow_{d} Q \} \).

Thus, \( L_s(P') \subseteq \bigcup_{k=1}^{n} \{ Q' \mid Q_k \rightarrow_{d} Q' \} \) for case (2).

\( \square \)

**Lemma 17** \( L_s(P) \subseteq L_s(Q) \) implies \( L(P) \subseteq L(Q) \).

**Proof:** We shall prove the following by induction on the length of \( \sigma \).

For \( \sigma \in L(P) \), \( L_s(P) \subseteq \bigcup_{i=1}^{n} L_s(Q_i) \) implies \( \sigma \in \bigcup_{i=1}^{n} L_s(Q_i) \).

For \( \sigma = \lambda \), it is trivial. Let \( \sigma = \langle d, a \rangle \sigma' \). Then, there exists \( P' \) such that \( P \rightarrow_{d} P' \) and \( \sigma' \in L(P') \). By lemma 16, \( L_s(P') \subseteq \bigcup_{i,j} \{ Q_{i,j} \mid Q_i \rightarrow_{d} Q_{i,j} \} \) By the induction hypothesis, \( \sigma' \in \bigcup_{i,j} L(Q_{i,j}) \). Thus, \( \sigma \in \bigcup_i L(Q_i) \).

Taking \( \bigcup_i Q_i \) as \( \{ Q \} \) completes the proof. \( \square \)

Next we show the abstractness of the characterization. We introduce a function that expands a symbolic timed word to the timed language being specified.

\[
\begin{align*}
\exp(\lambda_s) &= \{ \langle d, a \rangle \sigma \mid \sigma \in \exp(\sigma_s) \} \\
\exp(a^0_{d}) &= \{ \langle d, a \rangle \sigma \mid \sigma \in \exp(\sigma_s) \} \\
\exp(a^t_{d}) &= \{ \langle d', a \rangle \sigma \mid \sigma \in \exp(\sigma_s), d \leq d' \leq d + t \} \quad (t > 0)
\end{align*}
\]

**Lemma 18** \( L(P) \subseteq L(Q) \) implies \( L_s(P) \subseteq L_s(Q) \).

**Proof:** We prove the contra-positive. Suppose \( L_s(P) \not\subseteq L_s(Q) \). Then there exists \( \sigma_s a^t_{d} \in L_s(P) \) such that \( (L_s(Q) \uparrow \sigma_s) \) covers \( a^t_{d} \).

(1): \( L_s(Q) \uparrow \sigma_s = \emptyset \): for \( \sigma \in \exp(\sigma_s a^t_{d}) \), \( \sigma \in L(P) \) and \( \sigma \notin L(Q) \). Namely \( L(P) \not\subseteq L(Q) \). 


(2): \( L_s(Q) \uparrow \sigma_s = \{a_{d_1}^{t_1}, \ldots, a_{d_n}^{t_n}\} \): Since \( (L_s(Q) \uparrow \sigma_s) \) covers \( a_{d_i}^{t_i} \), there exists \( e \) such that \( d \leq e < t + d \) and \( e < d_i \) or \( d_i + t_i \leq e \) for all \( 1 \leq i \leq n \). Then, for \( \sigma \in \exp(\sigma_s), \sigma(e, a) \in L(P) \) and \( \sigma(e, a) \notin L(Q) \). Thus, \( L(P) \not\subseteq L(Q) \).

\[ \square \]

Combination of Lemma 17 with lemma 18 shows the full abstractness.

**Theorem 3** \( L_s(P) \subseteq L_s(Q) \) if and only if \( L(P) \subseteq L(Q) \).

**Corollary 2** \( L_s(P) \subseteq L_s(Q) \) if and only if \( L(P) \subseteq_{\text{may}} L(Q) \).

**Corollary 3** \( L_s(E[P/x]) \subseteq L_s(P) \) implies \( L_s(\text{rec}: x.E) \subseteq L_s(P) \).

Thus, together with lemma 15, we can finitely prove \( \subseteq_{\text{may}} \) for a regular class of real-time communicating processes.

### 4.3 Symbolic Characterization of \( \subseteq_{\text{must}} \)

In this subsection, we present a symbolic alternative characterization for \( \subseteq_{\text{must}} \). The underlying idea for the characterization is to consider the essential type of timed tests, shown in definition 7 only for the timeout points.

In the characterization, we use the following "past" notation.

Let \( P/(\sigma'_s, c) = \{ R \mid P \Longrightarrow_{c} \sigma'_s, M(R) = 0 \} \)

\[ \cup \{ R \mid P \Longrightarrow_{c'} \sigma'_s, c \leq c < c' + M(R) \text{ for some } c' \} \].

\( P/(\sigma'_s, c) \) denotes the set of timed processes after timed word \( \sigma'_s \) is performed time \( c \).

**Definition 11** \( P \ll_{\text{sym}} Q \) if

for \( \sigma_s \in L_s(Q) \) and \( d \in \mathbb{R}_{\geq 0} \) \( Q \Longrightarrow^{d} \sigma_s \Rightarrow_{d} Q' \) implies the following (1) and (2):

(1) \( \sigma_s \subseteq \{ \sigma'_s \in L_s(P) \mid \sigma'_s \sim \sigma_s \} \)

(2) For \( \sigma'_s \sim \sigma_s \) and \( \sigma'_s \in L_s(P) \), either of (2-a) or (2-b) holds:

(2-a) When \( M(Q') = 0 \):

There exists \( P' \) such that \( P' \in P/(\sigma'_s, d) \) and \( S(P') \subseteq S(Q') \)

(2-b) When \( M(Q') > 0 \):

For all \( c' \in \{ d \} \cup \{ c \mid d \leq c < d + M(Q') \} \), \( P \Longrightarrow^{\sigma'_s} \sigma'_s \Rightarrow_{c'} \), there exists \( P' \) such that \( P' \in P/(\sigma'_s, c') \) and \( S(P') \subseteq S(Q') \).

We shall show the equivalence between \( \ll_{\text{sym}} \) and \( \ll_{\text{must}} \) in the rest of this subsection. First we show the adequacy of the characterization.

**Lemma 19** \( P \ll_{\text{sym}} Q \) implies \( P \ll_{\text{must}} Q \).

**Proof**: Suppose \( Q \Longrightarrow^{\sigma} Q'' \Rightarrow_{d} Q' \) and \( P \ll_{\text{sym}} Q \). We will show the existence of \( P' \) and \( P'' \) such that \( P' \Longrightarrow^{\sigma} P'' \Rightarrow_{d} P' \) and \( S(P') \subseteq S(Q') \).

Let \( \sigma = \langle d_{1}, a_{1} \rangle \cdots (d_{n}, a_{n} \rangle \), then there exist some symbolic word \( \sigma_s = \mu_1 \cdots \mu_n \) such that for each \( \mu_i = a_{i}^{u_i} \) either \( u_i = 0 \) and \( d_i = e_i \) or \( u_i > 0 \) and \( e_i = d_i < e_i + u_i \). Then, \( Q \Longrightarrow^{\sigma_s} Q'' \). And also \( \sigma \in \exp(\sigma_s) \).
For $Q'' \Rightarrow d Q'$, let $Q'' \Rightarrow d_s Q'$ then either $M(Q') = 0$ and $d_s = d$ or $M(Q') > 0$ and $d_s \leq d < d_s + M(Q')$ hold.

From condition (1) of definition 11 and lemma 17, there exists $\sigma' \sim \sigma_s$ such that $\sigma \in \text{expand}(\sigma'_s)$ and $\sigma'_s \sim \sigma_s$. For this $\sigma'_s$, we will show either of condition (2) holds.

- If $M(Q') = 0$:
  When $P' \in \{ R | P \Rightarrow \sigma'_s \Rightarrow \sigma R, M(R) = 0 \}$ and $S(P') \subseteq S(Q')$, $P \Rightarrow \sigma'_s \Rightarrow \sigma d P'$. From the fact that $\sigma \in \text{exp}(\sigma'_s)$, $P \Rightarrow \sigma'_s \Rightarrow \sigma d P'$.
  Otherwise, $P' \in \{ R | P \Rightarrow \sigma'_s \Rightarrow \sigma d R, M(R) > 0, c' \leq d < c' + M(R) \}$ and $S(P') \subseteq S(Q')$. $P \Rightarrow \sigma'_s \Rightarrow \sigma d P''$. Since $\sigma \in \text{exp}(\sigma'_s)$ and $P'' \Rightarrow \sigma d P'$ by lemma 12(3), $P \Rightarrow \sigma'_s \Rightarrow \sigma d P'$.

- If $M(Q') > 0$:
  Let $C = \{ c | d_s \leq c < d_s + M(Q'), P \Rightarrow \sigma'_s \Rightarrow \sigma d_s \}$. If $C = \emptyset$, then there exists $P'$ such that $P'/\{ \sigma'_s, d_s \}$ and $S(P') \subseteq S(Q')$. Let $P \Rightarrow \sigma'_s \Rightarrow \sigma d P''$, then $d_s + M(Q') \leq e + M(P')$. Then, for all $e'$ such that $d_s \leq e' < d_s + M(Q')$, $P'' \Rightarrow_{e'} P'$. If $C = \{ c_i | \sigma = 1, 2, \cdots \}$, for all $c_i \leq e < d_s + M(Q')$ implies that there exists $i$ such that $c_i = e$ and $c_i \leq e < d_s + M(Q')$. Let $R_j$ such that $P \Rightarrow \sigma'_s \Rightarrow \sigma d_j R_j$, then by the assumption $S(R_j) \subseteq S(Q')$ for all $j$. Then, if $c_i \leq d < d_s + M(Q')$, then there exists $i$ such that $P \Rightarrow \sigma'_s \Rightarrow \sigma d P' = R_i$. If $d_s \leq d < c_i$, there exists some $P' \in P/(\sigma'_s, d_s)$ such that $P \Rightarrow \sigma'_s \Rightarrow \sigma d P'$.

Next we present the abstractness of the characterization.

**Lemma 20** $P \ll_{\text{must}} Q$ implies $P \ll_{\text{sym must}} Q$.

**Proof:** We derive a contradiction supposing $P \ll_{\text{must}} Q$ and $P \ll_{\text{sym must}} Q$.

Let $Q \Rightarrow \sigma_s \Rightarrow \sigma d_s Q'$. We also suppose $\Sigma_s = \{ \sigma'_s \in L_s(P) | \sigma_s \sim \sigma'_s \}$ and $\sigma_s \subseteq \Sigma'_s$. Then, there must be $\rho_s \in L_s(P)$ such that $\rho_s \sim \sigma_s$ and none of condition (2-a) and (2-b) holds.

- If $M(Q') = 0$:
  For all $P' \in P/(\rho_s, d_s)$, $S(P') \not\subseteq S(Q')$. Then, for some $\sigma \in \text{exp}(\rho_s)$ and $d = d_s$, $R \subset P/\{ \rho_s, d_s \}$. Then, for $Q \Rightarrow \sigma \Rightarrow d Q'$, there is no $P'$ such that $P \Rightarrow \sigma \Rightarrow d P'$ and $S(P') \subseteq S(Q')$. This contradicts $P \ll_{\text{must}} Q$.

- If $M(Q') > 0$:
  Let $\sigma \in \text{exp}(\sigma_s) \cap \text{exp}(\sigma'_s) \neq \emptyset$. Then, from lemma 12(3), for $d$ such that $d_s \leq d < d_s + M(Q')$, $Q \Rightarrow \sigma \Rightarrow d Q'$. From $P \ll_{\text{must}} Q$, for all such $d$, there must exist $P'$ such that $P \Rightarrow \sigma \Rightarrow d P'$ and $S(P') \subseteq S(Q')$. But this makes condition (2-b) established. Then, this contradicts $P \ll_{\text{sym must}} Q$.

From lemma 19 and lemma 20, we obtain the following characterization.

**Theorem 4** $P \ll_{\text{sym must}} Q$ if and only if $P \ll_{\text{must}} Q$. 
Corollary 4 $P \preceq_{\text{must}} Q$ if and only if $P \subseteq_{\text{must}} Q$.

Corollary 5 $E[P/x] \preceq_{\text{must}} P$ implies $\text{rec}: x.E \preceq_{\text{must}} P$.

Together with lemma 15, we can finitely check the preorder for the regular class of real-time communicating processes.

4.4 Examples

We end this section by showing some examples of proofs using the symbolic alternative characterizations.

For notational convenience, we simply write $a$ for $a.\text{nil}$ in what follows.

Example 1 Let $P_2 = (\text{nil} \triangleleft_5 a) \oplus (\text{nil} \triangleleft_6 b)$ and $Q_2 = \text{nil} \triangleleft_5 (a \triangleleft_1 (a + b))$. Then, $L_s(P_2) = \{\lambda_s, a_5^\omega, b_6^\omega\}$ and $L_s(Q_2) = \{\lambda_s, a_1^\omega, a_5^\omega, b_6^\omega\}$. Since $L_s(P_2) \subseteq L_s(Q_2)$ and $L_s(Q_2) \subseteq L_s(P_2)$, we may $L_s(Q_2)$ and $L_s(Q_2) \subseteq L_s(P_2)$.

Thus, for $P_2$ and $Q_2$, condition (1) of definition 11 holds.

For $Q_2 \triangleleft_5 (a \triangleleft_1 b)$, $S(a \triangleleft_1 b) = \{a\}$ and $M(a \triangleleft_1 b) = 1$. Then, $P_2 \triangleleft a$ and $M(a) = \infty$ make condition (2-b) hold.

For $Q_2 \triangleleft_6 a \triangleleft_0 (a + b)$, $P_2 \triangleleft_6 a$ satisfies condition (2-a).

For $Q_2 \triangleleft_6 a + b$, $P_2 \triangleleft_6 b$ satisfies condition (2-b). And for $Q_2 \triangleleft_6 \text{nil}$, $Q_2 \triangleleft_6 \text{nil}$.

For $P_2 \triangleleft_6 \text{nil}$ and $Q_2 \triangleleft_6 \text{nil}$, Thus, $P_2 \triangleleft_{\text{must}} Q_2$.

But for $P_2 \triangleleft_6 \text{nil}$, $Q_2 \triangleleft_6 \text{nil}$, then there is no symbolic transition that satisfies condition (2-b). Therefore, $Q_2 \triangleleft_{\text{must}} P_2$.

Example 2 For the vending machine example[17], we can show $P_3$ that is less deterministic than $Q_3$ with respect to timeout is related less in the sense of must by our characterization.

$P_3 = \text{rec}: x.\text{coin} \cdot (\text{coffee.} x \triangleleft_20 x \oplus \text{coffee.} x \triangleleft_21 x)$

$Q_3 = \text{rec}: x.\text{coin} \cdot (\text{coffee.} x \triangleleft_20 x)$

Since $L_s(\text{coin} \cdot (\text{coffee.} x \triangleleft_20 x)[P_3/x]) = L_s(\text{coin} \cdot (\text{coffee.} P_3 \triangleleft_20 P_3)) \subseteq L_s(P_3)$, by corollary 3 $Q_3 \triangleleft P_3$.

Not let $R_3 = \text{coin} \cdot (\text{coffee.} Q_3 \triangleleft_20 Q_3 \oplus \text{coffee.} Q_3 \triangleleft_21 Q_3)$. If we can show that $R_3 \triangleleft_{\text{must}} Q_3$, then by corollary 5, we can conclude that $P_3 \triangleleft_{\text{must}} Q_3$. First since $Q_3 \triangleleft P_3$, condition (1) in definition 11 is satisfied.

Here, $M(R_3) = M(Q_3) = \infty$, $S(R_3) = S(Q_3) = \{\text{coin}\}$. Let $Q_3' = \text{coffee.} Q_3 \triangleleft_20 Q_3$ and $Q_3'' = \text{coffee.} Q_3 \triangleleft_20 Q_3$, where $M(Q_3') = 20$. And $Q_3'' \triangleleft_{\text{must}} Q_3'$ and $Q_3'' \triangleleft_{\text{must}} Q_3$.

Let $R_3' = \text{coffee.} Q_3 \triangleleft_20 Q_3 \oplus \text{coffee.} Q_3 \triangleleft_21 Q_3$, then $R_3 \triangleleft_{\text{must}} R_3'$.

We have the following three cases:

(1) For $Q_3 \triangleleft_{\text{must}} Q_3'$, $M(Q_3') = 20 > 0$. Thus, we check condition (2-b).

Now $\{0\} \cup \{c|0 < c < 20, R_3 \triangleleft_{\text{must}} \} = \{0\}$. For $0, R_3(\text{coin}^\omega, 0) = \{R_3, \text{coffee.} Q_3 \triangleleft_20 Q_3, \text{coffee.} Q_3 \triangleleft_21 Q_3\}$. $S(R_3') = \{\text{coffee}\} \subseteq S(Q_3') = \{\text{coffee}\}$ make the condition hold.
(2) For $Q_3 \xrightarrow{\text{coin}_0^\infty} \circ 20 Q_3', M(Q_3'') = 0$. Thus, we check condition (2-a).

$$R_3'/(\text{coin}_0^\infty, 20) = \{\text{coffee}.Q_3 \triangleleft_0 Q_3, Q_3\}.$$ And $S(R_3') = \{\text{coffee}\} \subseteq S(\text{coffee}.Q_3 \triangleleft_0 Q_3) = \{\text{coffee}\}$.

(3) For $Q_3 \xrightarrow{\text{coin}_0^\infty} \circ 20 Q_3, M(Q_3) = \infty$. Thus, we check condition (2-b).

$$\{\{c|20 \leq c < \infty, R_3 \circ \text{coin}_0^\infty \circ \sim\} = \{20, 21\}. \text{ For } 20, Q_3 \in R_3'[\text{coin}_0^\infty, 20] \text{ satisfies the condition.}$$

For 21, $Q_3 \in R_3'[\text{coin}_0^\infty, 21]$ also satisfies the condition.

Henceforth, the transitions form $R_3$ are same as those from $Q_3$. Then, we have the condition (2).

Conversely, for $R_3 \xrightarrow{\text{coin}_0^\infty} \circ 21\text{coffee}, Q_3 \triangleleft_0 Q_3$, there exists no $R$ such that $Q_3 \xrightarrow{\text{coin}_0^\infty} \circ \Rightarrow_{21} R$ and coffee $\in S(R)$. Thus, $Q_3 \not\xrightarrow{\text{sym}} P_3$.

5 Concluding Remarks

In this paper, we have presented a testing framework for real-time communicating processes that is extended to deal with the time constraints for communication. The time domain dealt with is the real numbers. Our calculus is extended by the “timeout” combinator, $\triangleleft_d$, where $P \triangleleft_d Q$ is intended to denote the process that behaves like $P$ if $P$ performs any observable event before time $d$, or behaves like $Q$ otherwise.

We have established the testing preorders for the extended calculus of real-time communicating processes and the alternative characterizations which are fully abstract to the testing preorders, focusing on the “essential” type of timed tests. Moreover, we have also given another type of alternative characterizations, called “symbolic alternative characterizations”, in need to establish a proof technique for the regular class of real-time communicating processes.

Our calculus for real-time communicating processes is based on the sub-calculus of Timed CSP[7] and Timed CCS[23]. We chose such a timeout operator that is presented in[19] as a time-constraint combinator, which is considered general enough. For example, we can define the delay prefix[23] $e(c).E$ as nil$\triangleleft_d E$. In [23], the timeout is presented by the rules that a $\tau$ transition must be prior to the time passage. [19] also uses the timeout operation as the time constraint. Since their approach of modeling a process as a graph is also based on a strong bisimulation, it differs from our approach. But, for the untimed processes, the testing preorder can be related by constructing acceptance graphs[6]. It is a future topic to investigate such a relation for the real-time communicating processes.

The “symbolic” technique presented here is studied first in [17] for the strong bisimulation. In [17], a logical characterization is presented as a proof technique. We studied the technique for the testing preorders and established the “symbolic” alternative characterizations as a proof technique. One of the advantages of the testing preorders is that they are formulated as preorders of nondeterminism. In our observation, if the timing to make a choice is uncertain, then it should be treated as a nondeterminism. Thus, in testing preorders, we can conclude the third example in the previous section, while they are treated unequal in the bisimulation semantics.

The symbolic alternative characterizations here cannot deal with the time constraints bound by communications as presented in [4][16]. By using another type of
“symbolic” technique [9], it can be treated in a finite way. This is also a future topic of research.

By excluding divergent processes, the failure semantics[7] for timed CSP characterizes our testing preorders. In our framework, we considered no divergent processes since our main objective is to have some proof technique. Different from the untimed processes, if we have the maximal progress property, a divergent process is considered as a “time-stop” process. Timed CSP deals with this time-stop process. [7] proposes a stronger testing preorders than ours in the sense to distinguish the divergent processes. While, our framework is incapable to distinguish the divergent processes from the inactive processes. We do not know yet whether this lack of distinguishing power is a substantial drawback in modeling the practical real-time programs or not.

For other future work, we need to introduce the composition operator and the expansion theorem. The expansion theorem enabled more process to be converted for our method. And implementing a software tools as the practical verification and debugging method for real-time systems based on the testing preorders is also a future topic of research.
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