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GLOBAL ASYMPTOTIC STABILITY OF A PREDATOR-PREY SYSTEM OF HOLLING TYPE
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島根大学 総合理工学部 片山 公貴 (MASAKI KATAYAMA)

1. INTRODUCTION

We consider a class of predator-prey models of the form
\[ \begin{align*}
\dot{x} &= rx \left(1 - \frac{x}{k}\right) - \frac{x^p y}{a + x^p}, \\
\dot{y} &= y \left(\frac{\mu x^p}{a + x^p} - D\right),
\end{align*} \tag{1.1} \]
where $\dot{\cdot} = d/dt$, and where $x(t)$ and $y(t)$ are the densities of the prey and predator, respectively, at given time $t \geq 0$. The parameters $r$, $k$, $\mu$, $D$, and $p$ are positive real numbers. The function $\frac{x^p}{a + x^p}$ in (1.1) represents a functional response of predator to prey. The functional response is said to belong to Holling type II if $p \leq 1$; to Holling type III if $p > 1$. The functional response of Holling type is strictly increasing and bounded; if $p \leq 1$, then it is upwards convex; otherwise, it has a inflection point, that is, the functional response curve is sigmoid. This predator-prey model has been widely studied in many papers (for instance, [1]-[10]). Also, we can find this system as an important example in the literature [11]-[17] concerning a generalization of (1.1) which was proposed by Gause [18]
\[ \begin{align*}
\dot{x} &= x \beta(x) - y \phi(x), \\
\dot{y} &= y(-\gamma + \psi(x)).
\end{align*} \tag{1.2} \]

System (1.1) has two equilibria $E_0(0, 0)$ and $E_1(k, 0)$. In case
\[ \mu > D \quad \text{and} \quad k > \lambda_p \overset{\text{def}}{=} \sqrt{\frac{aD}{\mu-D}}, \tag{1.3} \]
the third equilibrium $E^*(\lambda_p, \nu_p)$ appears in the region $\{(x, y): x > 0 \text{ and } y > 0\}$, where
\[ \nu_p = \frac{r\mu}{D} \left(1 - \frac{\lambda_p}{k}\right) \lambda_p. \]
The aim of this paper is to present a necessary and sufficient condition under which the positive equilibrium \( E^* \) of (1.1) is globally asymptotically stable. We say that the positive equilibrium \( E^* \) is globally asymptotically stable if \( E^* \) is stable and if every solution of (1.1) tends to \( E^* \).

Generally speaking, if

(i) all solutions are bounded in the future,
(ii) a unique equilibrium exists and is asymptotically stable,
(iii) no closed orbits exist,

then, by the Poincaré-Bendixson theorem, the unique equilibrium is globally asymptotically stable.

It is easy to show that all solutions of (1.1) and (1.2) are bounded in the future and remain in the region \( \{(x, y): x > 0 \text{ and } y > 0\} \). It is also well known that under the assumptions which ensure that system (1.2) has a unique positive equilibrium,

\[
\left. \frac{d}{dx} \left( \frac{x \rho(x)}{\phi(x)} \right) \right|_{x=x^*} < 0
\]  

implies that the positive equilibrium is (locally) asymptotically stable, where \( x^* \) is the \( x \)-coordinate of the positive equilibrium (for example, see [13], [15], [19]). In system (1.1), condition (1.4) coincides with

\[
(pD - (p - 1)\mu)k < (pD - (p - 2)\mu)\lambda_p.
\]  

(1.5)

If assumption (1.3) fails, then no positive equilibrium exists and, therefore, system (1.1) has no closed orbits. Recently Sugie, Kohno and Miyazaki [10] discussed the case that the positive equilibrium \( E^* \) exists and gave the following sufficient condition for the non-existence of closed orbits of (1.1).

**Theorem A** ([10]). Let \( p \) be a positive number with \( p \leq \frac{1}{2} \) or \( p \geq 1 \). If (1.3) and

\[
(pD - (p - 1)\mu)k \leq (pD - (p - 2)\mu)\lambda_p
\]  

(1.6)

are satisfied, then system (1.1) has no closed orbits.

By virtue of Theorem A, we see that if (1.3) and (1.5) hold, then the positive equilibrium \( E^* \) of (1.1) is globally asymptotically stable when \( p \leq \frac{1}{2} \) or \( p \geq 1 \). However, the case

\[
(pD - (p - 1)\mu)k = (pD - (p - 2)\mu)\lambda_p
\]  

(1.7)

is delicate. To answer this delicate problem, we need to examine the behavior of trajectories near the positive equilibrium \( E^* \) of (1.1).

A trajectory is said to be a homoclinic orbits if its \( \alpha \)- and \( \omega \)-limit sets are the origin. If system (1.1) has a homoclinic orbit, then the positive equilibrium \( E^* \) is not even stable. In
Section 2 we show that system (1.1) has no homoclinic orbits. Hence, it follows form (i) that every positive semitrajectory of (1.1) keeps on rotating around the positive equilibrium $E^*$, in counterclockwise order; or ultimately, it approaches $E^*$ without rotating around $E^*$. Moreover, by Theorem A and (iii), we see that the positive equilibrium $E^*$ of (1.1) is also globally asymptotically stable in the critical case (1.7).

In Section 3 we lift the restriction that $p \leq \frac{1}{2}$ or $p \geq 1$. To be more exact, we consider the case $0 < p < 1$ and prove that if (1.6) is satisfied, then system (1.1) has no closed orbits.

In Section 4 we prove the main result of this paper:

**Theorem 1.1.** Assume (1.3). Then the positive equilibrium $E^*$ of (1.1) is globally asymptotically stable if and only if (1.6) is satisfied.

### 2. NON-EXISTENCE OF HOMOCLINIC ORBITS

We first examine the asymptotic behavior of trajectories in a neighborhood of the origin of the Liénard system

$$\begin{align*}
\frac{du}{d\tau} &= v - F(u), \\
\frac{dv}{d\tau} &= -g(u),
\end{align*}$$

(2.1)

where $F(u)$ and $g(u)$ are continuously differentiable and

$$F(0) = 0 \quad \text{and} \quad ug(u) > 0 \quad \text{if} \quad u \neq 0.$$  

(2.2)

In particular, we concentrate our attention on the problem when system (2.1) has homoclinic orbits. Taking account of the vector field of (2.1) and assumption (2.2), we see that

(i) if there exists a homoclinic orbit of (2.1), then the origin is not stable,

(ii) if system (2.1) has a homoclinic orbit, then all trajectories of (2.1) in the region that is enclosed by the union of the homoclinic orbit and the origin are also homoclinic orbits,

(iii) if a homoclinic orbit exists in the upper half-plane $\{(u, v): u > 0 \text{ and } v \in \mathbb{R}\}$ (resp., the lower half-plane $\{(u, v): u < 0 \text{ and } v \in \mathbb{R}\}$), then other homoclinic orbits exist in the upper (resp., lower) half-plane.

This problem resolves itself into the question whether the positive semitrajectory of (2.1) starting at any point on the vertical isocline $\{(u, v): u \in \mathbb{R} \text{ and } v = F(u)\}$ crosses the y-axis at some finite time or approaches the origin without intersecting the x-axis. Sugie and Hara [20] discussed the question in detail and gave some sufficient conditions for the non-existence of homoclinic orbits of (2.1). For the sake of convenience, we denote

$$G(x) = \int_{0}^{x} g(\sigma) d\sigma,$$
\[ C^+ = \{(x, y) : x > 0 \text{ and } y = F(x)\} \quad \text{and} \quad C^- = \{(x, y) : x < 0 \text{ and } y = F(x)\}. \]

**Theorem B** ([20]). Suppose that
\[ F(x) \leq 2\sqrt{2G(x)} - h(\sqrt{2G(x)}) \tag{2.3} \]
for \( x > 0 \) (resp., \( x < 0 \), \( |x| \) sufficiently small, where \( h(\sigma) \) is a non-negative continuous function with
\[ \frac{h(\sigma)}{\sigma} \quad \text{is non-decreasing and is not greater than 2} \]
for \( \sigma > 0 \) sufficiently small,
\[ \int_{0}^{\sigma_0} \frac{h(\sigma)}{\sigma^2} d\sigma = \infty \quad \text{for some } \sigma_0 > 0. \tag{2.5} \]

Then the positive (resp., negative) semitrajectory of (2.1) passing through any point on the curve \( C^+ \) (resp., \( C^- \)) meets the negative \( y \)-axis and, therefore, system (2.1) has no homoclinic orbits in the upper half-plane.

**Theorem C** ([20]). Suppose that
\[ F(x) \geq -2\sqrt{2G(x)} + h(\sqrt{2G(x)}) \tag{2.6} \]
for \( x > 0 \) (resp., \( x < 0 \), \( |x| \) sufficiently small, where \( h(\sigma) \) is a non-negative continuous function satisfying (2.4) and (2.5). Then the negative (resp., positive) semitrajectory of (2.1) passing through any point on the curve \( C^+ \) (resp., \( C^- \)) meets the positive \( y \)-axis and, therefore, system (2.1) has no homoclinic orbits in the lower half-plane.

Let \( h(\sigma) = \sigma \). Then \( h(\sigma) \) satisfy conditions (2.4) and (2.5). For simplicity, let \( ' = d/du \). Suppose that \( F'(0) < 0 \). Then, by (2.2) we have
\[ F(x) < 0 < \sqrt{2G(x)} = 2\sqrt{2G(x)} - h(\sqrt{2G(x)}) \]
for \( x > 0 \) sufficiently small, and
\[ F(x) > 0 > -\sqrt{2G(x)} = -2\sqrt{2G(x)} + h(\sqrt{2G(x)}) \]
for \( x < 0 \), \( |x| \) sufficiently small. Hence, conditions (2.3) and (2.6) are also satisfied for \( x > 0 \) and \( x < 0 \), respectively. Thus, from Theorems B and C, we see that system (2.1) has no homoclinic orbits. Similarly, if \( F'(0) > 0 \), then system (2.1) has no homoclinic orbits.

We consider the case that \( F'(0) = 0 \). If \( g'(0) > 0 \), then there exists an \( \varepsilon_0 > 0 \) such that
\[ \sqrt{2G(x)} > \varepsilon_0 |x| \]
for \( |x| > 0 \) small enough. Hence, we have
\[ |F(x)| < \varepsilon_0 |x| < \sqrt{2G(x)} = 2\sqrt{2G(x)} - h(\sqrt{2G(x)}) \]
for $|x| > 0$ small enough and, therefore, conditions (2.3) and (2.6) hold for both $x > 0$ and $x < 0$. Thus, system (2.1) has no homoclinic orbits. From Theorems B and C we also see that all positive semitrajectories of (2.1) near the origin keep on rotating around the origin in this case.

To sum up, we have the following result.

THEOREM 2.1. If $F'(0) \neq 0$, then system (2.1) has no homoclinic orbits; if $F'(0) = 0$ and $g'(0) > 0$, then all positive semitrajectories of (2.1) near the origin keep on rotating around the origin and, therefore, system (2.1) has no homoclinic orbits.

Let us now return to the Gause predator-prey model (1.2). We assume that the functions in system (1.2) are sufficiently smooth on $[0, \infty)$ and satisfy the following:

(i) there exists a $K > 0$ such that $(x - K)\rho(x) < 0$ if $x \neq K$,
(ii) $\phi(0) = \psi(0) = 0$ and $\phi'(x) > 0$ and $\psi'(x) > 0$ for $x > 0$,
(iii) there exists an $x^\ast$ with $0 < x^\ast < K$ such that $\psi(x^\ast) = -\gamma$.

Put $y^\ast = \frac{x^\ast \rho(x^\ast)}{\phi(x^\ast)}$. Then system (1.2) has a unique positive equilibrium $(x^\ast, y^\ast)$.

For the sake of convenience, we define

$$\Phi(x) = \int_{x^\ast}^{x} \frac{\phi'(\sigma)}{\phi(\sigma)} d\sigma.$$  

Then we can transform the Gause-type model (1.2) into system (2.1) with

$$F(u) = \int_{0}^{u} \left\{ -(\gamma + \psi(\sigma + x^\ast)) + \phi(\sigma + x^\ast) \frac{d}{d\sigma} \left( \frac{(\sigma + x^\ast)\rho(\sigma + x^\ast)}{\phi(\sigma + x^\ast)} \right) \right\} \exp\{ -\Phi(x + x^\ast) \} d\sigma,$$

$$g(u) = (u + x^\ast)\rho(u + x^\ast)( -\gamma + \psi(u + x^\ast)) \left[ \exp\{ -\Phi(u + x^\ast) \} \right]^2.$$

In fact, changing variables

$$u = x - x^\ast, $$

$$v = -(x \rho(x) - y \phi(x)) \exp\{ -\Phi(x) \}$$

$$ + \int_{x^\ast}^{x} \left\{ -(\gamma + \psi(\sigma)) + \phi(\sigma) \frac{d}{d\sigma} \left( \frac{\sigma \rho(\sigma)}{\phi(\sigma)} \right) \right\} \exp\{ -\Phi(\sigma) \} d\sigma,$$

$$d\tau = -\exp\{ \Phi(x) \} dt,$$

we have

$$\frac{du}{d\tau} = -(x \rho(x) - y \phi(x)) \exp\{ -\Phi(x) \}$$

$$ = v - \int_{x^\ast}^{x} \left\{ -(\gamma + \psi(\sigma)) + \phi(\sigma) \frac{d}{d\sigma} \left( \frac{\sigma \rho(\sigma)}{\phi(\sigma)} \right) \right\} \exp\{ -\Phi(\sigma) \} d\sigma$$

$$ = v - F(u).$$
and
\[
\frac{dv}{d\tau} = \{\dot{x} \rho(x) + x \rho'(x) \dot{x} - \dot{y} \phi(x) - y \phi'(x) \dot{x}\} \left[ \exp\{-\Phi(x)\} \right]^2
\]
\[-\left\{ (-\gamma + \psi(x)) + \phi(x) \frac{d}{dx} \left( \frac{x \rho(x)}{\phi(x)} \right) \right\} \epsilon \left[ \exp\{-\Phi(x)\} \right]^2
\]
\[= \dot{x} \left\{ \rho(x) + x \rho'(x) - x \rho(x) \phi'(x) \frac{x \rho(x)}{\phi(x)} - \phi(x) \frac{d}{dx} \left( \frac{x \rho(x)}{\phi(x)} \right) \right\} \left[ \exp\{-\Phi(x)\} \right]^2
\]
\[-\left\{ (-\gamma + \psi(x)) + \phi(x) \frac{d}{dx} \left( \frac{x \rho(x)}{\phi(x)} \right) \right\} \left[ \exp\{-\Phi(x)\} \right]^2
\]
\[= -\{(-\gamma + \psi(x))(x \rho(x) - y \phi(x)) + \phi(x) y (-\gamma + \psi(x))\}[\exp\{-\Phi(x)\}]^2
\]
\[= -x \rho(x)(-\gamma + \psi(x))[\exp\{-\Phi(x)\}]^2
\]
\[= -g(u).
\]

The change of variables transfers the positive equilibrium \((x^*, y^*)\) of (1.2) to the origin of (2.1). It is clear that \(F'(0) = 0\). By assumptions (i)-(iii) on \(\rho(x), \phi(x), \) and \(\psi(x)\) we see that

\[ug(u) > 0 \quad \text{for} \quad -x^* < u < K - x^* \quad \text{and} \quad u \neq 0.
\]

Since

\[F'(u) = \left\{ (-\gamma + \psi(u + x^*)) + \phi(u + x^*) \frac{d}{du} \left( \frac{(u + x^*) \rho(u + x^*)}{\phi(u + x^*)} \right) \right\} \exp\{-\Phi(u + x^*)\}
\]

and

\[g'(u) = \rho(u + x^*)(-\gamma + \psi(u + x^*))[\exp\{-\Phi(u + x^*)\}]^2
\]
\[+ (u + x^*) \rho'(u + x^*)(-\gamma + \psi(u + x^*))[\exp\{-\Phi(u + x^*)\}]^2
\]
\[+ (u + x^*) \rho(u + x^*) \psi'(u + x^*)[\exp\{-\Phi(u + x^*)\}]^2
\]
\[-2(u + x^*) \rho(u + x^*)(-\gamma + \psi(u + x^*)) \phi'(u + x^*)[\exp\{-\Phi(u + x^*)\}]^2,
\]
we get

\[F'(0) = \phi(x^*) \frac{d}{du} \left( \frac{(u + x^*) \rho(u + x^*)}{\phi(u + x^*)} \right) \bigg|_{u=0} \quad \text{and} \quad g'(0) = x^* \rho(x^*) \psi'(x^*) > 0.
\]

Hence, by Corollary 2.1 we have the following result.

**Theorem 2.2.** System (1.2) has no homoclinic orbits. If

\[\frac{d}{dx} \left( \frac{x \rho(x)}{\phi(x)} \right) \bigg|_{x=x^*} = 0,
\]
then all positive semitrajectories of (1.2) near the positive equilibrium \((x^*, y^*)\) keep on rotating around \((x^*, y^*)\).

Since system (1.1) is a special case of the Gause predator-prey model (1.2) with \(\gamma = D\), \(K = k\),
\[
\rho(x) = r \left(1 - \frac{x}{k}\right), \quad \phi(x) = \frac{x^p}{a + x^p}, \quad \text{and} \quad \psi(x) = \frac{\mu x^p}{a + x^p},
\]
the following is an immediate consequence of Theorem 2.2.

**Theorem 2.3.** System (1.1) has no homoclinic orbits. If
\[
(pD - (p-1)\mu)k = (pD - (p-2)\mu)\lambda p,
\]
then all positive semitrajectories of (1.1) near the positive equilibrium \(E^*\) keep on rotating around \(E^*\).

### 3. NON-EXISTENCE OF CLOSED ORBITS

In this section we will prove the following result concerning the non-existence of closed orbits of (1.1).

**Theorem 3.1.** Let \(p\) be a positive number with \(p < 1\). If (1.6) is satisfied, then system (1.1) has no closed orbits.

By a change of variables
\[
u = x - \lambda p, \quad v = \log y - \log \nu p, \quad ds = -\frac{x^p}{a + x^p}dt,
\]
system (1.1) can be transformed into the system
\[
\frac{du}{ds} = \nu_p e^v - r \left(1 - \frac{u + \lambda p}{k}\right) \left\{a(u + \lambda p)^{1-p} + (u + \lambda p)\right\},
\]
\[
\frac{dv}{ds} = -\mu + D + aD(u + \lambda)^{-p}.
\]
To pay our attention to the parameter \(k\), we put
\[
\Gamma_k(u) = r \left(1 - \frac{u + \lambda p}{k}\right) \left\{a(u + \lambda p)^{1-p} + (u + \lambda p)\right\} - \nu_p
\]
for \(u > -\lambda p\). We also define
\[
\delta(u) = \mu - D - aD(u + \lambda p)^{-p}
\]
for \(u > -\lambda p\). Then we have
\[
\frac{du}{ds} = \nu_p(e^v - 1) - \Gamma_k(u),
\]
\[
\frac{dv}{ds} = -\delta(u).
\]
Since
\[ \Gamma_k(0) = r \left(1 - \frac{\lambda_p}{k}\right) \lambda_p \left(\frac{a}{\lambda_p} + 1\right) - \nu_p = 0 \]
and
\[ u\delta(u) = aDu\left(\frac{1}{\lambda_p^p} - \frac{1}{(u + \lambda_p)^p}\right) > 0 \quad \text{if} \quad u \neq 0, \]
the system (3.1) is of Liénard type.

Consider the plane curve \((\Gamma_k(u), \Delta(u))\) for \(u > -\lambda_p\), where
\[ \Delta(u) = \int_0^u \delta(\sigma)d\sigma. \]
This curve passes through the origin at \(u = 0\). The second component \(\Delta(u)\) is decreasing for \(-\lambda_p < u < 0\) and increasing for \(u > 0\). Hence, the curve \((\Gamma_k(u), \Delta(u))\) has a point of intersection with itself if and only if there exist two constants \(u_1 < 0\) and \(u_2 > 0\) such that
\[ \Gamma_k(u_1) = \Gamma_k(u_2) \quad \text{and} \quad \Delta(u_1) = \Delta(u_2). \]
It is known that if the curve \((\Gamma_k(u), \Delta(u))\) has no point of intersection with itself, then system (1.1) has no closed orbits (and neither has system (1.1)). For the proof, we refer to [21]-[23].

Condition (1.6) yields
\[ k \leq \frac{pD - (p - 2)\mu}{pD - (p - 1)\mu} \lambda_p \equiv k^* \]
when \(0 < p < 1\). We intend to show that (1.6) implies the curve \((\Gamma_k(u), \Delta(u))\) has no intersecting point with itself. To begin with, we examine a property of the curve \((\Gamma_k(u), \Delta(u))\).

**Lemma 3.1.** Let \(H(u)\) be the inclination of the curve \((\Gamma_k(u), \Delta(u))\), that is,
\[ H(u) = \frac{\Delta'(u)}{\Gamma_k'(u)} \]
If \(0 < p < 1\), then \(H(u) < 0\) and \(H'(u) > 0\) for \(u > -\lambda_p\) and \(u \neq 0\).

**Proof.** Since
\[ \Gamma_k(u) = r \left(1 - \frac{u + \lambda_p}{k^*}\right) \left\{a(u + \lambda_p)^{1-p} + (u + \lambda_p)\right\} - \nu_p \]
and
\[ \Delta(u) = (\mu - D)u - \frac{aD}{1-p} \left\{(u + \lambda_p)^{1-p} - \lambda_p^{1-p}\right\} \]
for \(u > -\lambda_p\), we have
\[ \Gamma_k(u) = \frac{r}{k^*} \left\{\left(1 + \frac{a(1-p)}{(u + \lambda_p)^p}\right) k^* - 2(u + \lambda_p) - a(2-p)(u + \lambda_p)^{1-p}\right\}, \]
\[ \Gamma'_{k^*(u)} = -\frac{r}{k^*} \left\{ \frac{ak^*p(1-p)}{(u + \lambda_p)^{1+p}} + 2 + \frac{a(1-p)(2-p)}{(u + \lambda_p)^p} \right\} < 0, \]

\[ \Delta'(u) = aD \left( \frac{1}{\lambda_p^p} - \frac{1}{(u + \lambda_p)^p} \right), \]

and

\[ \Delta''(u) = \frac{apD}{(u + \lambda_p)^{1+p}} > 0 \]

for \( u > -\lambda_p \). Using the fact that \( aD = (\mu - D)\lambda_p^p \), we also have

\[ \Gamma'_{k^*(0)} = \frac{r}{k^*} \left\{ \left( 1 + \frac{a(1-p)}{\lambda_p^{1+p}} \right) k^* - 2\lambda_p - a(2-p)\lambda_p^{1-p} \right\} \]

\[ = \frac{r}{k^*} \left\{ \left( 1 + \frac{(1-p)(\mu - D)}{D} \right) k^* - 2\lambda_p - \frac{(2-p)(\mu - D)\lambda_p}{D} \right\} \]

\[ = \frac{r}{k^*D} \left\{ (pD + (1-p)\mu)k^* - (pD + (2-p)\mu)\lambda_p \right\} = 0 \]

and

\[ \Delta'(0) = aD \left( \frac{1}{\lambda_p^p} - \frac{1}{\lambda_p^p} \right) = 0. \]

Hence, we see

\[ u\Gamma'_{k^*(u)} < 0 \quad \text{and} \quad u\Delta'(u) > 0 \quad \text{if} \quad u \neq 0. \quad (3.2) \]

Now, we consider the inclination

\[ H(u) = \frac{\Delta'(u)}{\Gamma'_{k^*(u)}} = \frac{ak^*D}{r \lambda_p^{1+p}} \left\{ \frac{(u + \lambda_p)^{p} - \lambda_p^{p}}{(u + \lambda_p)^p + a(1-p)k^* - 2(u + \lambda_p)^{1+p} - a(2-p)(u + \lambda_p)} \right\}. \]

Since \( \Gamma'_{k^*(0)} = 0 \), the slope function \( H(u) \) is not defined for \( u = 0 \). From (3.2) it is clear that \( H(u) < 0 \) for \( u > -\lambda_p \) and \( u \neq 0 \). We also obtain

\[ \lim_{u \to -\lambda_p} H(u) = -\frac{D}{r(1-p)}, \quad \lim_{u \to \infty} H(u) = 0, \quad \text{and} \quad \lim_{u \to 0} H(u) = \frac{\Delta''(0)}{\Gamma'_{k^*(0)}} < 0. \]

We next show that

\[ H'(u) = \frac{\Delta''(u)\Gamma'_{k^*(u)} - \Delta'(u)\Gamma''_{k^*(u)}}{\{\Gamma'_{k^*(u)}\}^2} \]

is positive for \( u > -\lambda_p \) and \( u \neq 0 \). Since

\[ \Delta''(u)\Gamma'_{k^*(u)} = \frac{arD}{k^*} \left\{ \frac{k^*p}{(u + \lambda_p)^{1+p}} + \frac{ak^*p(1-p)}{(u + \lambda_p)^{1+2p}} - \frac{2p}{(u + \lambda_p)^p} - \frac{ap(2-p)}{(u + \lambda_p)^{2p}} \right\} \]
\[
\Delta'(u) \Gamma'_{k^*}(u) = -\frac{arD}{k^*} \left\{ \frac{ak^*p(1-p)}{\lambda_p^p(u+\lambda_p)^{1+p}} + \frac{2}{\lambda_p^p} + \frac{a(1-p)(2-p)}{\lambda_p^p(u+\lambda_p)^p} \right. \\
\left. - \frac{ak^*p(1-p)}{(u+\lambda_p)^{1+2p}} - \frac{2}{(u+\lambda_p)^p} - \frac{a(1-p)(2-p)}{(u+\lambda_p)^{2p}} \right\}
\]

we have

\[
\Delta''(u) \Gamma'_{k^*}(u) - \Delta'(u) \Gamma'_{k^*}(u) = \frac{arD}{k^*} \left\{ \frac{k^*p(1-p)(\mu-D)}{D(u+\lambda_p)^{1+p}} + \frac{2}{\lambda_p^p} \\
+ \frac{(1-p)(2-p)\mu - (p^2 - p + 4)D}{D(u+\lambda_p)^p} - \frac{a(2-p)}{(u+\lambda_p)^{2p}} \right\}
\]

where

\[
W(u) = p(pD + (2-p)\mu)\lambda_p(u+\lambda_p)^p + \frac{2D}{\lambda_p^p} (u+\lambda_p)^{1+p} \\
+ ((1-p)(2-p)\mu - (p^2 - p + 4)D)(u+\lambda_p)^{1+p} - a(2-p)D(u+\lambda_p).
\]

Hence, the sign of \(H'(u)\) coincides with that of \(W(u)\). We get

\[
W'(u) = \frac{p^2(pD + (2-p)\mu)\lambda_p}{(u+\lambda_p)^{1-p}} + \frac{2(1+2p)D}{\lambda_p^p} (u+\lambda_p)^{2p} \\
+ (1+p)(((1-p)(2-p)\mu - (p^2 - p + 4)D)(u+\lambda_p)^{1+p} - a(2-p)D
\]

and

\[
W''(u) = \frac{1}{(u+\lambda_p)^{2-p}} \left\{ -(1-p)p^2(pD + (2-p)\mu)\lambda_p + \frac{4p(1+2p)D}{\lambda_p^p} (u+\lambda_p)^{1+p} \\
+ p(1+p)((1-p)(2-p)\mu - (p^2 - p + 4)D)(u+\lambda_p) \right\}.
\]

We here define

\[
w(u) = -(1-p)p^2(pD + (2-p)\mu)\lambda_p + \frac{4p(1+2p)D}{\lambda_p^p} (u+\lambda_p)^{1+p} \\
+ p(1+p)((1-p)(2-p)\mu - (p^2 - p + 4)D)(u+\lambda_p).
\]
for \( u > -\lambda_p \). Then we have
\[
w(0) = p(5 - p)D + (2 - p)\mu)\lambda_p > 0
\]
and
\[
\lim_{u \to -\lambda_p} w(u) = -((1 - p)p^2(pD + (2 - p)\mu)\lambda_p < 0.
\]
Also, we see that the function \( w(u) \) is downwards convex. In fact, we have
\[
w'(u) = \frac{4p(1 + p)(1 + 2p)D}{\lambda_p^p}(u + \lambda)^p + p(1 + p)((1 - p)(2 - p)\mu - (p^2 - p + 4)D)
\]
and
\[
w''(u) = \frac{4p^2(1 + p)(1 + 2p)D}{\lambda_p^p}(u + \lambda_p)^p - 1 > 0
\]
for \( u > -\lambda_p \). Hence, there exists a \( \hat{u} < 0 \) such that \( w(\hat{u}) = 0 \),
\[
w(u) < 0 \quad \text{for} \quad -\lambda_p < u < \hat{u} \quad \text{and} \quad w(u) > 0 \quad \text{for} \quad u > \hat{u}.
\]
Since \( W''(u) = \frac{w(u)}{(u + \lambda_p)^2} \), the function \( W'(u) \) is decreasing for \( -\lambda_p < u < 0 \) and increasing for \( u > 0 \). Noticing that
\[
\lim_{u \to 0} W(u) = \lambda_p^p \left\{ (p^2 + 2(1 + 2p) - (1 + p)(p^2 - p + 4) + (2 - p))D \\
+ (p^2(2 - p) + (1 + p)(1 - p)(2 - p) - (2 - p))\mu \right\}
\]
\[= 0
\]
and
\[
\lim_{u \to -\lambda_p} W'(u) = \infty,
\]
we conclude that \( W'(\bar{u}) = 0 \) for some \( \bar{u} \in (-\lambda_p, \hat{u}) \),
\[
W'(u) > 0 \quad \text{for} \quad -\lambda_p < u < \bar{u} \quad \text{or} \quad u > 0, \quad \text{and} \quad W'(u) < 0 \quad \text{for} \quad \bar{u} < u < 0.
\]
Moreover, we can get
\[
W(0) = 0 \quad \text{and} \quad \lim_{u \to -\lambda_p} W(u) = 0.
\]
Hence, it turns out that
\[
W(u) > 0 \quad \text{for} \quad u > -\lambda_p \quad \text{and} \quad u \neq 0.
\]
Since the signs of \( W(u) \) and \( H'(u) \) are the same, \( H'(u) \) is also positive for \( u > -\lambda_p \) and \( u \neq 0 \).

The proof of Lemma 3.1 is now complete.

**Remark 3.1.** Let \((u_1, u_2)\) be a pair of constants satisfying
\[-\lambda_p < u_1 < 0 < u_2 \quad \text{and} \quad \Delta(u_1) = \Delta(u_2).\]
Then it follows from Lemma 3.1 that $\Gamma_{k^*}(u_2) < \Gamma_k(u_1)$. That is, the curve $(\Gamma_k(u), \Delta(u))$ has no point of intersection with itself (see Figure 1).

**Fig. 1.** The curve $(\Gamma_k(u), \Delta(u))$ with $r = 1$, $a = \frac{1}{3}$, $\mu = 4$, $D = 3$, $p = \frac{2}{3}$, and $k = 2.2, 1.5, 1.1$. The amount of $u$ increases in the direction of arrows.

**Proof of Theorem 3.1.** It is enough to show that the curve $(\Gamma_k(u), \Delta(u))$ has no point of intersection with itself.

Partially differentiate $\Gamma_k(u)$ to obtain

$$\frac{\partial}{\partial k} \Gamma_k(u) = \frac{r}{k^2} \left( a(u + \lambda_p)^2 - p + (u + \lambda_p)^2 - \frac{\mu}{D} \lambda_p^2 \right).$$

Define

$$f(u) = a(u + \lambda_p)^2 - p + (u + \lambda_p)^2 - \frac{\mu}{D} \lambda_p^2$$

for $u > -\lambda_p$. Then we have

$$f(0) = \lambda_p^2 \left( \frac{\mu - D}{D} + 1 - \frac{\mu}{D} \right) = 0$$

and

$$f'(u) = a(2 - p)(u + \lambda_p)^{1-p} + 2(u + \lambda_p) > 0 \quad \text{for} \quad u > -\lambda_p.$$
Hence, we get
\[ f(u) > 0 \quad \text{for} \quad u > 0 \quad \text{and} \quad f(u) < 0 \quad \text{for} \quad -\lambda_p < u < 0 \]
and, therefore,
\[ \frac{\partial}{\partial k} \Gamma_k(u) > 0 \quad \text{for} \quad u > 0 \quad \text{and} \quad \frac{\partial}{\partial k} \Gamma_k(u) < 0 \quad \text{for} \quad -\lambda_p < u < 0. \]

By (1.6) and the fact that \( 0 < p < 1 \), the parameter \( k \) is not greater than \( k^* \). We therefore conclude that
\[ \Gamma_k(u) < \Gamma_k^*(u) \quad \text{for} \quad u > 0 \quad \text{and} \quad \Gamma_k(u) > \Gamma_k^*(u) \quad \text{for} \quad -\lambda_p < u < 0. \]

Thus, from Lemma 3.1 and Remark 3.1 it follows that
\[ \Gamma_k(u_2) < \Gamma_k^*(u_2) < \Gamma_k^*(u_1) < \Gamma_k(u_1) \]
for any pair \((u_1, u_2)\) satisfying
\[ -\lambda_p < u_1 < 0 < u_2 \quad \text{and} \quad \Delta(u_1) = \Delta(u_2). \]

This means that the curve \((\Gamma_k(u), \Delta(u))\) has no intersecting point with itself (see Figure 1 again). The proof is complete.

It is clear that no closed orbits exist when assumption (1.3) fails. Hence, combining Theorem 3.1 with Theorem A, we have

**Theorem 3.2.** If (1.6) is satisfied, then system (1.1) has no closed orbits.

We are now ready to prove Theorem 1.1 which is the main result of this paper. In the next section, we give the proof of Theorem 1.1.

**4. PROOF OF THE MAIN RESULT**

Because of (1.3), system (1.1) has the unique positive equilibrium \( E^* \). Taking the vector field into account, we can easily see that all solutions of (1.1) are positive and bounded in the future.

**Sufficiency.** Suppose that (1.6) is satisfied. We have to show that the positive equilibrium \( E^* \) is stable and every solution of (1.1) tends to \( E^* \).

Let \( J^* \) be the variational matrix about \( E^* \). Then we have
\[ J^* = \begin{pmatrix} M & -D/\mu \\ N & 0 \end{pmatrix}, \]
where
\[ M = \frac{r}{k\mu} \left\{ (pD - (p - 1)\mu)k - (pD - (p - 2)\mu)\lambda_p \right\} \]
and
\[ N = \frac{pr}{k} (k - \lambda_p)(\mu - D) > 0. \]

If
\[ (pD - (p - 1)\mu)k < (pD - (p - 2)\mu)\lambda_p, \]
then \( M \) is negative and, therefore, the eigenvalues of \( J^* \) have negative real parts. Hence, we see that the positive equilibrium \( E^* \) is (locally asymptotically) stable.

In case
\[ (pD - (p - 1)\mu)k = (pD - (p - 2)\mu)\lambda_p, \]
form Theorem 2.3, all positive semitrajectory of (1.1) near the positive equilibrium \( E^* \) keep on rotating around \( E^* \). Suppose that the positive equilibrium \( E^* \) is not stable. Then every positive semitrajectory of (1.1) starting in the neighborhood of \( E^* \) go away from \( E^* \). Hence, by the uniqueness of solutions for the initial value problem and the Poincaré-Bendixson theorem, system (1.1) has a closed orbit. This is a contradiction to Theorem 3.2. Thus, the positive equilibrium \( E^* \) is also stable in the case.

From Theorem 3.2, system (1.1) has no closed orbits. Hence, by the Poincaré-Bendixson theorem again, we see that all positive semitrajectory approach the unique positive equilibrium \( E^* \). That is, every solution of (1.1) tends to \( E^* \).

Necessity. Suppose that
\[ (pD - (p - 1)\mu)k > (pD - (p - 2)\mu)\lambda_p, \]
namely, \( M \) is positive. Then the eigenvalues of \( J^* \) have positive real parts. Thus, the positive equilibrium \( E^* \) is unstable.

We have completed the proof.

5. DISCUSSION

Consider the system
\[ \dot{x} = x\rho(x) - \xi(y)\phi(x), \]
\[ \dot{y} = \eta(y)(-\gamma + \psi(x)), \]
where the functions \( \rho, \xi, \phi, \eta, \psi \) are sufficiently smooth and the following assumptions:

there exists a \( K > 0 \) such that \( (x - K)\rho(x) < 0 \) if \( x \neq K \),
\[ \phi(0) = \psi(0) = 0 \text{ and } \phi'(x) > 0 \text{ and } \psi'(x) > 0 \text{ for } x > 0, \]
\[ \xi(0) = \eta(0) = 0 \text{ and } \xi'(y) > 0 \text{ and } \eta'(y) > 0 \text{ for } y > 0, \]
there exists an \( x^* \) with \( 0 < x^* < K \) such that \( \psi(x^*) = \gamma \), \( (5.5) \)

\[
\lim_{y \to \infty} \xi(y) > \frac{x^* \rho(x^*)}{\phi(x^*)}, \quad (5.6)
\]

\[
\frac{d}{dx} \left( \frac{x \rho(x)}{\phi(x)} \right) \bigg|_{x=x^*} < 0. \quad (5.7)
\]

Let \( y^* \) be a positive constant satisfying

\[
\xi(y^*) = \frac{x^* \rho(x^*)}{\phi(x^*)},
\]

Assumptions (5.2)–(5.6) guarantee that \((x^*, y^*)\) is a unique positive equilibrium and assumption (5.7) guarantees that \((x^*, y^*)\) is locally asymptotically stable.

Kuang [19] gave some sufficient conditions for the positive equilibrium \((x^*, y^*)\) of (5.1) to be globally asymptotically stable.

**Theorem D ([19]).** Assume (5.2)–(5.7). If one of the following conditions is satisfied, then the positive equilibrium \((x^*, y^*)\) of (5.1) is globally asymptotically stable:

\[
\left( \frac{x \rho(x)}{\phi(x)} - \xi(y^*) \right) (x - x^*) \leq 0 \quad \text{for } 0 \leq x \leq K; \quad (5.8)
\]

\[
\frac{d}{dx} \left( \frac{x \rho(x)}{\phi(x)} \right) < 0 \quad \text{for } 0 \leq x \leq K; \quad (5.9)
\]

\[
\phi(x) \frac{d}{dx} \left( \frac{x \rho(x)}{\phi(x)} \right) + \beta (-\gamma + \psi(x)) \leq 0 \quad \text{for } 0 \leq x \leq K, \quad (5.10)
\]

where \( \beta \) is a suitable positive constant;

\[
\frac{d}{dx} \left( \frac{\tau(x)}{-\gamma + \psi(x)} \right) \geq 0 \quad \text{for } 0 < x < K \text{ and } x \neq x^*, \quad (5.11)
\]

Comparing system (1.1) with system (5.1), we see that \( x^* = \lambda_p, y^* = \nu_p, \gamma = D, K = k, \)
\( \xi(y) = \eta(y) = y, \)
\( \rho(x) = r \left( 1 - \frac{x}{k} \right), \quad \phi(x) = \frac{x^p}{a + x^p}, \quad \)and\( \psi(x) = \frac{\mu x^p}{a + x^p}. \)

Hence, we have

\[
\frac{x \rho(x)}{\phi(x)} - \xi(y^*) = \Gamma_k (x - \lambda_p) \quad \text{and} \quad -\gamma + \psi(x) = \phi(x) \delta (x - \lambda_p),
\]

where \( \Gamma_k \) and \( \delta \) are defined in Section 3 and, therefore, conditions (5.7)–(5.10) are equivalent to

\[
\Gamma_k(0) < 0, \quad (5.7)'
\]

\[
u \Gamma_k(u) \leq 0 \quad \text{for } -\lambda_p \leq u \leq K - \lambda_p, \quad (5.8)'
\]
\[ \Gamma_k'(u) < 0 \quad \text{for} \quad -\lambda_p \leq u \leq K - \lambda_p, \quad (5.9)' \]
\[ \Gamma_k'(u) + \beta \delta(u) \leq 0 \quad \text{for} \quad -\lambda_p \leq u \leq K - \lambda_p, \quad (5.10)' \]
\[ \frac{d}{du} \left( \frac{\delta(u)}{\Gamma_k'(u)} \right) \leq 0 \quad \text{for} \quad -\lambda_p \leq u \leq K - \lambda_p \quad \text{and} \quad u \neq 0, \quad (5.11)' \]
respectively.

Since \( \Gamma_k(u) \) is a \( C^1 \)-function and \( \Gamma_k(0) = 0 \), condition (5.8)' implies \( \Gamma_k'(0) \leq 0 \), that is,
\[ (pD - (p - 1)\mu)k \leq (pD - (p - 2)\mu)\lambda_p \]
which is the necessary and sufficient condition for the global asymptotic stability of the equilibrium \( E^* \) of (1.1). Of course, (5.7)' or (5.9)' implies \( \Gamma_k'(0) \leq 0 \). Since \( \delta(0) = 0 \), condition (5.10)' also implies \( \Gamma_k'(0) \leq 0 \). Thus, condition (5.7) is somewhat heavy and conditions (5.8)-(5.10) are unnecessary to ensure that the positive equilibrium \( E^* \) of (1.1) is globally asymptotically stable.

It was shown in the proof of Lemma 3.1 that
\[ \Gamma_k'(0) = 0 \]
and
\[ \frac{d}{du} \left( \frac{\delta(u)}{\Gamma_k'(u)} \right) = \frac{d}{du} \left( \frac{\Delta'(u)}{\Gamma_k'(u)} \right) = H'(u) > 0 \quad \text{for} \quad u > -\lambda_p \quad \text{and} \quad u \neq 0. \]
Hence, conditions (5.7), (5.9) and (5.11) are not satisfied in the critical case
\[ (pD - (p - 1)\mu)k = (pD - (p - 2)\mu)\lambda_p, \]
namely, \( k = k^* \).
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