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MAXIMAL FUNCTIONS INEQUALITIES AND NAVIER-STOKES

MARCO CANNONE AND FABRICE PLANCHON

ABSTRACT. We present a survey of different algorithms for constructing global mild solutions in $C([0, T); L^3(\mathbb{R}^3))$ to the Cauchy problem for the Navier-Stokes equations with an external force. A particular attention will be devoted to a method originally introduced by C. P. Calderón and involving some maximal function inequalities.

INTRODUCTION

There is a rich literature on the existence and uniqueness of mild strong local or global solutions of the Cauchy problem for the Navier-Stokes equations in $\mathbb{R}^3$. The basic approach to tackling the problem is the following. One first transforms the Navier-Stokes equations, with the unknown velocity $v$ and pressure $p$ and initial velocity $v_0$ and external force $\phi$,

$$
\begin{aligned}
\frac{\partial v}{\partial t} - \Delta v &= -(v \cdot \nabla)v - \nabla p + \phi \\
\nabla \cdot v &= 0 \\
\n&&v(0) = v_0
\end{aligned}
$$

(0.1)

into the mild integral equation

$$
v(t) = S(t)v_0 + B(v, v)(t) + \int_0^t S(t-s)\mathbb{P}\phi(s)\,ds,
$$

(0.2)

where

$$
B(v, u)(t) = -\int_0^t S(t-s)\mathbb{P}\nabla \cdot (v \otimes u)(s)\,ds,
$$

(0.3)

$\mathbb{P}$ and $S$ being respectively the projection onto the divergence free vector field and the heat semi-group. Then it is customary to obtain the existence and uniqueness of strongly continuous global ($T = \infty$) or local ($T < \infty$) solutions $v(t, x) \in C([0, T); X)$ of (0.2), with $X$ being an abstract Banach space, by means of the standard contraction algorithm. Of course, the main difficulty in applying such an algorithm
is to establish, \textit{a priori}, the bicontinuity of the bilinear operator $B(v,u)(t)$ in $C([0,T);X) \times C([0,T);X) \rightarrow C([0,T);X)$.

A part from some particular function spaces [24,25,7,26], it is very hard (and in some cases even not true [29]) to establish such a bicontinuity property for the bilinear operator $B(v,u)$ in the case of a so-called [5] limit space $\mathcal{L}$ for the Navier-Stokes equations, whose norm is invariant under the transformation $f(\cdot) \mapsto \lambda f(\cdot)$, $\forall \lambda > 0$. Nevertheless, it was shown by several authors that even if the bilinear operator $B(v,u)(t)$ turns out not to be bicontinuous in a certain limit space $C([0,T);\mathcal{L})$, this would not necessarily imply non-existence of mild solutions $v(t,x) \in C([0,T);\mathcal{L})$ for the Navier-Stokes equations.

This fact was known since the papers by T. Kato and H. Fujita published in the sixties in which the limit space $H^{1/2}(\Omega)$ in both a bounded domain $\Omega$ [22] or in the whole space $\mathbb{R}^3$ [16] is considered. The case of the Lebesgue limit space $L^3(\Omega)$, when $\Omega$ is the half space $\mathbb{R}^3_+$, was studied, on the other hand, by F. Weissler at the end of 1979 [37]. Two years later, Y. Giga and T. Miyakawa [19] considered the case $L^3(\Omega)$ for an arbitrary bounded domain $\Omega$. Finally, in 1984, T. Kato published a celebrated paper [20] obtaining, as well, the existence of a strongly continuous solution to the Navier-Stokes equations with values in $L^3(\mathbb{R}^3)$. The idea pursued by all those authors is very clever, and easily leads in the case of $\mathbb{R}^3$ to the existence of a solution in $C([0,T);L^3(\mathbb{R}^3))$ which is local for arbitrary initial data and global for small initial data in $L^3(\mathbb{R}^3)$. But, let us point it out from now, the uniqueness in $C([0,T);L^3(\mathbb{R}^3))$ of such a solution was not known until the recent fundamental contribution of [14,15]. The reason will be clear in a while.

More explicitly, following [5], let us recall how one can circumvent the problem of the possible non-continuity of $B(v,u)(t)$ in $C([0,T);L^3(\mathbb{R}^3))$ by showing that $B(v,u)(t)$ is nevertheless continuous in a suitable auxiliary space. More exactly, this space $\mathcal{K}_q$ is made up of the functions $v(t,x)$ such that

$$ t^{\frac{\alpha}{2}} v(t,x) \in C([0,T);L^q(\mathbb{R}^3)) $$

and

$$ \lim_{t \rightarrow 0} t^{\frac{\alpha}{2}} \|v(t)\|_q = 0 $$

$q$ being fixed with $3 < q < \infty$ and $\alpha = \alpha(q) = 1 - \frac{3}{q}$.

It is easy to observe that not only is the bilinear operator $B(v,u)(t)$ bicontinuous in this auxiliary space, but also $S(t)v_0 \in \mathcal{K}_q$ as long as $v_0 \in L^3(\mathbb{R}^3)$ and that, if (0.4) and (0.5) are satisfied for a certain $3 < q < \infty$, then any solution of the integral mild equation (0.2) belongs to $\mathcal{K}_q$ for all $q$ ($3 < q < \infty$). Moreover, that is more important, it belongs to the natural space $\mathcal{N} = C([0,T);L^3(\mathbb{R}^3))$ and tends strongly to $v_0$ in $L^3(\mathbb{R}^3)$. All this enables one to deduce, by means of a standard contraction
procedure applied in a certain $K_q$ ($3 < q < \infty$), an existence theorem for local and global mild solutions for the Navier-Stokes equations with small initial data in $L^3(\mathbb{R}^3)$ [20] and appropriate smallness and regularity conditions on the external force [19].

With regard to this last point, we have to remark that, in the literature concerning the existence theory of strong solutions to the non-stationary Navier-Stokes equations, the external force $\phi$ was very often disregarded, apart from the initial works of T. Kato and H. Fujita [16,22], the papers by Y. Giga and T. Miyakawa [19,27] and a interesting result by J. Y. Chemin [9]. Our aim is, among others, to restate in the following pages this point of view.

An important property, that was proved very recently by G. Furioli, P.G. Lemarié and E. Terraneo [14,7] by means of Besov type estimates, is, as we announced, the uniqueness of strong solutions in the natural space $C([0, T); L^3(\mathbb{R}^3))$ and, more generally, in the natural space $C([0, T); \mathcal{L})$ constructed by means of a limit space $\mathcal{L}$ [15]. Before that result, in fact, the uniqueness of the aforesaid solutions was only available in the "ad hoc" auxiliary spaces, in which the point fixed algorithm turns out be to well-defined. To be more explicit, in the case of $L^3(\mathbb{R}^3)$, the uniqueness was known under the supplementary condition (0.5) [see 21].

The aim of this paper is to provide the reader with two alternative algorithms for the study of the mild integral equation (0.2) with initial data in $L^3(\mathbb{R}^3)$ and an external force in an appropriate space, which are different from the one we described so far. In particular, new conditions —to be satisfied by the external force— will be derived here. In the following pages we will limit ourselves to stating our main results, their proofs and more precise results will be presented in [8].

The first algorithm is very simple and reads as follows. Let us introduce the auxiliary space $\mathcal{M}$ defined by the finiteness of the following norm

$$||v||_{\mathcal{M}} = \| \sup_{0<t<T} |v(t)| \|_3$$ \hspace{1cm} (0.6)

i.e. the norm which is obtained after interchanging the sup and the $L^3$ norms in the so-called natural norm

$$||v||_{\mathcal{N}} = \sup_{0<t<T} \|v(t)\|_3$$ \hspace{1cm} (0.7)

of $C([0, T); L^3(\mathbb{R}^3))$.

This idea of interchanging time and space in the mixed norms was originally introduced in a series of papers by C. P. Calderón [2,3,4] and was independently used by one of the authors [5] with the same aim of carrying out abstract contraction mapping theorems for the Navier-Stokes equations. In fact, it is quite easy to prove that the bilinear operator $B(v, u)(t)$ is bicontinuous in $\mathcal{M}$. By itself, this property
is very surprising because $\mathcal{M}$ is a limit space, which means that its norm is invariant under the similarity transformation $\lambda v(\lambda^2 t, \lambda x)$. For instance, as we already remarked, it is not known whether or not the same holds true in $\mathcal{N}$. Moreover, a simple application of the maximal function inequality implies that $S(t)v_0 \in \mathcal{M}$ if and only if $v_0 \in L^3(\mathbb{R}^3)$. Finally, as in [2,3,4,5], the usual contraction mapping argument can be applied to deduce an existence and uniqueness theorem of local mild solutions for the Navier-Stokes equations with initial data in $L^3(\mathbb{R}^3)$ that are global if the data and the external force are small in appropriate spaces. Here the condition on the external force will be of integral type both in time and space variables. Further, we will be able to reach to corresponding limit exponent $q = \frac{3}{2}$ in the space variable for the external force, as in the case for the stationary Navier-Stokes equations [28].

The second method for solving the Navier-Stokes equations in $L^3(\mathbb{R}^3)$ that we will present here is based on an remark contained in Giga [18] and in Kato [20]. The reader will find in [23] a similar approach in a more general framework, involving, in fact, a larger class of functional spaces. Here the idea is to consider the auxiliary space $G_q$ defined by the supplementary condition that $v(t) \in L^{\frac{9}{4}}([0,T);L^q(\mathbb{R}^3))$, where $3 < q \leq 9$ and $\alpha = 1 - \frac{3}{q}$. Once again both the bilinear and the linear terms turn out to be well-defined in that space as long as the initial data is in $L^3(\mathbb{R}^3)$. But, as we will see, it is in fact sufficient, to ensure these properties, to take the initial data in a certain Besov space. Here the equivalence (for $T = \infty$) will be: $S(t)v_0 \in G_q$ if and only if $v_0 \in \dot{B}^{-\frac{\alpha}{q}}_{q,\infty}(\mathbb{R}^3)$ ($3 < q \leq 9, \alpha = 1 - \frac{3}{q}$).

The paper is organized in the following way. Section I contains the basic definitions. Section II is devoted to presenting the first algorithm for solving the Navier-Stokes equations in the $L^3(\mathbb{R}^3)$ frame as originally introduced in [2,3,4,5]. Finally, Section III contains another method for solving the Navier-Stokes equations in $L^3(\mathbb{R}^3)$ along the lines of Kato and Ponce’s paper.

I. SOME DEFINITIONS

We study the Cauchy problem for the Navier-Stokes equations governing the time evolution of the velocity $v(t,x) = (v_1(t,x), v_2(t,x), v_3(t,x))$ and the pressure $p(t,x)$ of an incompressible fluid filling all of $\mathbb{R}^3$ in presence of an external force $\phi(t,x)$

\[
\begin{aligned}
\frac{\partial v}{\partial t} - \Delta v &= -(v \cdot \nabla)v - \nabla p + \phi \\
\nabla \cdot v &= 0 \\
v(0) &= v_0
\end{aligned}
\]  

(1.1)

Here, the external force $\phi(t,x)$ will be considered as arising from a potential
$V(t,x)$ in such a way that [9,28]

$$\phi = \nabla \cdot V$$

which means, that

$$\phi_j = \sum_{k=1}^{3} \partial_k V_{kj}, \quad j = 1, 2 \text{ and } 3$$

We will focus our attention on the existence of solutions $v(t,x)$ to (1.1) in the space $C([0,T); L^3(\mathbb{R}^3))$ that are strongly continuous functions of $t \in [0,T)$ with values in the Banach space $L^3(\mathbb{R}^3)$ of vector distributions. According on whether $T$ will be bounded ($T < \infty$) or unbounded ($T = \infty$) we will obtain respectively local or global solutions.

Here and in the following we say that a vector $a = (a_1, a_2, a_3)$ belongs to a function space $X$ if $a_j \in X$ holds for every $j = 1, 2, 3$ and we put $||a|| = \max_{1 \leq j \leq 3} ||a_j||$.

Before introducing the appropriate functional setting, let us transform the system (1.1) into a single integral equation. In order to do this, let us first introduce the projection operator $\mathbb{P}$ onto the divergence free vector field. We let $\partial_j = -i \frac{\partial}{\partial x_j}$, $(i^2 = -1)$ and we denote by $R_j = \partial_j (-\Delta)^{-\frac{1}{2}}$ for $j = 1, 2$ and $3$ the Riesz transformation.

For an arbitrary vector field $v(x) = (v_1(x), v_2(x), v_3(x))$ on $\mathbb{R}^3$, we set

$$z(x) = \sum_{j=1}^{3} (R_jv_j)(x)$$

and define the operator $\mathbb{P}$ by

$$(\mathbb{P}v)_k(x) = v_k(x) - (R_kz)(x), \quad k = 1, 2 \text{ and } 3.$$ (1.5)

As such, $\mathbb{P}$ is a pseudo-differential operator of degree zero and is an orthogonal projection onto the kernel of the divergence operator. Making use of this projection operator $\mathbb{P}$ and the heat semi-group

$$S(t) = \exp(t\Delta),$$ (1.6)

it is now a straightforward procedure to reduce the classical partial differential system (1.1) into the mild integral equation

$$v(t) = S(t)v_0 - \int_{0}^{t} S(t-s)\mathbb{P}\nabla \cdot (v \otimes v)(s)ds + \int_{0}^{t} S(t-s)\mathbb{P}\nabla \cdot V(s)ds$$ (1.7)
In the following Sections a particular attention will be devoted to the study of the bilinear operator

$$B(v, u)(t) = -\int_{0}^{t} S(t-s)\mathbb{P}\nabla \cdot (v \otimes u)(s)ds$$  (1.8)

More precisely, arguing componentwise as in [5], we will limit ourselves to the study of its scalar version given by

$$B(f, g)(t) = -\int_{0}^{t} (t-s)^{-2}\Theta\left(\frac{\cdot}{\sqrt{t-s}}\right) * (fg)(s)ds$$  (1.9)

where $f = f(t, x)$ and $g = g(t, x)$ are two scalar fields and $\Theta = \Theta(x)$ is an analytic function of $x$ which is $O(|x|^{-4})$ at infinity and whose integral is zero. To simplify, we can consider $\Theta$ as the function whose Fourier transform is given by

$$\hat{\Theta}(\xi) = |\xi|e^{-|\xi|^2}.$$  (1.10)

In an analogous way, the linear operator $L$ involving the external force defined by

$$L(V)(t) = \int_{0}^{t} S(t-s)\mathbb{P}\nabla \cdot V(s)ds$$  (1.11)

will be treated in the following simplified scalar form

$$L(F) = \int_{0}^{t} (t-s)^{-2}\Theta\left(\frac{\cdot}{\sqrt{t-s}}\right) * F(s)ds$$  (1.12)

where $F = F(t, x)$ is a scalar field. In particular, we notice that

$$B(f, g) = -L(fg)$$  (1.13)

which, in the following, will allow us to treat both the bilinear term $B$ and the linear one $L$ in exactly the same way.

Before solving the corresponding simplified scalar integral Navier-Stokes equation, we need to introduce some functional spaces. In order to do that we have to recall here some notations and definitions.

Let's start with the Littlewood-Paley decomposition. To this end, we take an arbitrary function $\varphi$ in the Schwartz class $\mathcal{S}(\mathbb{R}^3)$ and whose Fourier transform $\hat{\varphi}$ is such that

$$0 \leq \hat{\varphi}(\xi) \leq 1, \quad \hat{\varphi}(\xi) = 1 \text{ if } |\xi| \leq \frac{3}{4}, \quad \hat{\varphi}(\xi) = 0 \text{ if } |\xi| \geq \frac{3}{2}$$  (1.14)
and let

\[ \psi(x) = 8\varphi(2x) - \varphi(x) \quad (1.15) \]

\[ \varphi_j = 2^{3j}\varphi(2^j x), \quad j \in \mathbb{Z} \quad (1.16) \]

\[ \psi_j(x) = 2^{3j}\psi(2^j x), \quad j \in \mathbb{Z} \quad (1.17) \]

We denote by \( S_j \) and \( \Delta_j \) respectively the convolution operators with \( \varphi \) and \( \psi \). Finally the set \( \{ S_j, \Delta_j \}_{j \in \mathbb{Z}} \) is a Littlewood- Paley decomposition, so that

\[ I = S_0 + \sum_{j \geq 0} \Delta_j = \sum_{j \in \mathbb{Z}} \Delta_j. \quad (1.18) \]

This decomposition is very useful for we can define (independently of the choice of the initial function \( \varphi \)) the following Besov \([1,30,13]\) and Triebel-Lizorkin \([34,35,13]\) spaces.

**Definition I.1.** Let \( 0 < p, q \leq \infty \) and \( s \in \mathbb{R} \). Then a tempered distribution \( f \) belongs to the (homogeneous) Besov space \( \dot{B}_{q}^{s,p}(\mathbb{R}^{3}) \) if and only if

\[ \left( \sum_{j \in \mathbb{Z}} (2^{sj}\|\Delta_j f\|_p)^{q} \right)^{\frac{1}{q}} < \infty \quad (1.19) \]

**Definition I.2.** Let \( 0 < p \leq \infty, \quad 0 < q < \infty \) and \( s \in \mathbb{R} \). Then a tempered distribution \( f \) belongs to the (homogeneous) Triebel-Lizorkin space \( \dot{F}_{q}^{s,p}(\mathbb{R}^{3}) \) if and only if

\[ \left\| \left( \sum_{j \in \mathbb{Z}} (2^{sj}|\Delta_j f|)^{p} \right)^{\frac{1}{p}} \right\|_q < \infty \quad (1.20) \]

The next four propositions are of paramount importance because they give definitions for the Besov and Triebel-Lizorkin norms in terms of the heat semi-group \( S(t) \) [that appears in (1.6)] and in terms of the function \( \Theta \) [that appears in (1.9) and (1.12)] or, more precisely, in terms of the scaled function \( \Theta_t \) defined by

\[ \Theta_t = \frac{1}{t^3} \Theta \left( \frac{\cdot}{t} \right) \quad (1.21) \]

For the detailed proofs the reader will consult [30] and for a more general characterization [34,35,13].
Proposition I.1. Let \( 1 \leq p, q \leq \infty \) and \( s < 1 \), then the quantities

\[
\left( \sum_{j \in \mathbb{Z}} (2^{sj} \| \Delta_j f \|_q)^p \right)^{\frac{1}{p}}
\]  
(1.22)

and

\[
\left( \int_{0}^{\infty} \left( t^{-s} \| \Theta_t f \|_q \right)^p \frac{dt}{t} \right)^{\frac{1}{p}}
\]  
(1.23)

are equivalent and will be referred to in the sequel by \( \| f \|_{\dot{B}^{s,p}_q(\mathbb{R}^3)} \).

Proposition I.2. Let \( 1 \leq p \leq \infty, 1 \leq q < \infty \) and \( s < 1 \), then the quantities

\[
\left\| \left( \sum_{j \in \mathbb{Z}} (2^{sj} | \Delta_j f |)^p \right)^{\frac{1}{p}} \right\|_q
\]
(1.24)

and

\[
\left\| \left( \int_{0}^{\infty} \left( t^{-s} | \Theta_t f | \right)^p \frac{dt}{t} \right)^{\frac{1}{p}} \right\|_q
\]
(1.25)

are equivalent and will be referred in the sequel by \( \| f \|_{\dot{F}^{s,p}_q(\mathbb{R}^3)} \).

The next two equivalences, Propositions I.3-4, are even more useful because they allow to pass from \( \Delta_j \) to \( S_j \) (and from the discrete set \( S_j \) to the continuous \( S(t) \) one).

Proposition I.3. Let \( 1 \leq p, q \leq \infty \) and \( s < 0 \), then the quantities

\[
\left( \sum_{j \in \mathbb{Z}} (2^{sj} \| \Delta_j f \|_q)^p \right)^{\frac{1}{p}},
\]  
(1.26)

\[
\left( \sum_{j \in \mathbb{Z}} (2^{sj} \| S_j f \|_q)^p \right)^{\frac{1}{p}},
\]  
(1.27)

\[
\left( \int_{0}^{\infty} \left( t^{-\frac{s}{2}} \| S(t) f \|_q \right)^p \frac{dt}{t} \right)^{\frac{1}{p}},
\]  
(1.28)
and
\[
\left( \int_0^\infty (t^{-s}\|\Theta_t f\|_q) p \frac{dt}{t} \right)^{\frac{1}{p}}
\]  \hspace{1cm} (1.29)

are equivalent and will be referred to in the sequel by \( \|f\|_{B_q^{s,p}(\mathbb{R}^3)} \).

**Proposition I.4.** Let \( 1 \leq p \leq \infty, 1 \leq q < \infty \) and \( s < 0 \), then the quantities
\[
\left\| \left( \sum_{j \in \mathbb{Z}} (2^{sj} |\Delta_j f|)^p \right)^{\frac{1}{p}} \right\|_q ,
\]\n(1.30)
\[
\left\| \left( \sum_{j \in \mathbb{Z}} (2^{sj} |S_j f|)^p \right)^{\frac{1}{p}} \right\|_q ,
\]\n(1.31)
\[
\left\| \left( \int_0^\infty (t^{-\frac{s}{2}} |S(t)f|)^p \frac{dt}{t} \right)^{\frac{1}{p}} \right\|_q ,
\]\n(1.32)
\[
\left\| \left( \int_0^\infty (t^{-s} |\Theta_t f|)^p \frac{dt}{t} \right)^{\frac{1}{p}} \right\|_q
\]  \hspace{1cm} (1.33)

are equivalent and will be referred in the sequel by \( \|f\|_{\dot{F}^{s,p}_q(\mathbb{R}^3)} \).

Before ending this Section we will recall here a classical result concerning the existence of fixed point solution to abstract functional equations (for a proof see [5])

**Lemma I.1.** Let \( X \) be an abstract Banach space with norm \( \| \| \), \( L : X \rightarrow X \) a linear operator such that for any \( x \in X \)
\[
\|L(x)\| \leq \lambda \|x\| \]  \hspace{1cm} (1.34)

and \( B : X \times X \rightarrow X \) a bilinear operator such that for any \( x_1, x_2 \in X \),
\[
\|B(x_1, x_2)\| \leq \eta \|x_1\| \|x_2\| ,
\]  \hspace{1cm} (1.35)

then for any \( \lambda, \ 0 \leq \lambda < 1 \) and for any \( y \in X \) such that
\[
4\eta \|y\| < (1 - \lambda)^2
\]  \hspace{1cm} (1.36)
the equation

$$x = y + L(x) + B(x, x)$$  (1.37)

has a solution $x$ in $X$. Moreover, this solution is the only one such that

$$\|x\| \leq \frac{1 - \lambda - \sqrt{(1 - \lambda)^2 - 4\eta\|y\|}}{2\eta}. \quad (1.38)$$

In particular the solution is such that

$$\|x\| \leq \frac{2\|y\|}{1 - \lambda}. \quad (1.39)$$

II. THE FIRST ALGORITHM

In this and the following Section we will study the integral mild Navier-Stokes equation

$$v(t) = S(t)v_0 - \int_0^t S(t - s)\mathbb{P}\nabla \cdot (v \otimes v)(s) ds + \int_0^t S(t - s)\mathbb{P}\nabla \cdot V(s) ds \quad (2.1)$$

in the (natural) function space

$$\mathcal{N} = C([0, T); L^3(\mathbb{R}^3)) \quad (2.2)$$

whose elements are continuous functions $v(t, x)$ from $[0, T)$ in $L^3(\mathbb{R}^3)$ such that

$$\|v\|_{\mathcal{N}} = \sup_{0 < t < T} \|v(t, x)\|_3 \quad (2.3)$$

is finite.

For the convenience of the reader we will state here the existence [20] and uniqueness [14] local and global theorem with data in $L^3(\mathbb{R}^3)$ that we discussed in the introduction, and we will briefly sketch a variant of its proof as it was given in [5,31,6]. The idea is to take advantage of the simplified structure of the bilinear operator in its scalar form, as in Eq. (1.9). In particular, the divergence $\nabla \cdot$ and heat $S(t)$ operators will be treated as a single convolution operator [5]. This is why no explicit conditions on the gradient of the unknown function $v$ and no restriction on $q$ (namely $3 < q < 6$) will be required here, as they were indeed in the original paper of T. Kato [20].
In order to proceed we have to recall the definition of the auxiliary space $\mathcal{K}_q$. More exactly, this space $\mathcal{K}_q$ is made up by the functions $v(t, x)$ such that [5]

$$t^\alpha v(t, x) \in C([0, T); L^q(\mathbb{R}^3))$$

(2.4)

and

$$\lim_{t \to 0} t^\alpha \|v(t)\|_q = 0,$$

(2.5)

with $q$ being fixed in $3 < q \leq \infty$ and $\alpha = \alpha(q) = 1 - \frac{3}{q}$. In the case $q = 3$, it is also convenient to define the space $\mathcal{K}_3$ as the natural space $\mathcal{N}$ with the additional condition that its elements $v(t, x)$ satisfy

$$\lim_{t \to 0} \|v(t)\|_3 = 0.$$  

(2.6)

The theorem in question is the following.

**Theorem II.1.** Let $3 < p \leq 6$, $3 < q < \frac{3p}{6-p}$, $\beta = 1 - \frac{3}{p}$ and $\alpha = 1 - \frac{3}{q}$ be fixed. There exist two constants $\delta_q > 0$ and $\delta_p > 0$ such that for any initial data $v_0 \in L^3(\mathbb{R}^3)$, $\nabla \cdot v_0 = 0$ in the sense of distributions, and any external force $V$ such that

$$\sup_{0 < t < T} t^\alpha \|S(t)v_0\|_q < \delta_q,$$

(2.7)

$$\sup_{0 < t < T} t^\beta \|V(t)\|_q < \delta_p,$$

(2.8)

and

$$\lim_{t \to 0} t^\beta \|V(t)\|_q = 0,$$

(2.9)

then there exists a unique solution $v(t, x)$ of the equation (2.1) belonging to $\mathcal{N}$, which tends strongly to $v_0$ as time goes to zero. Moreover, this solution belongs to all spaces $\mathcal{K}_q$ for all $3 < q < \frac{3p}{6-p}$. In particular, (2.7) holds for arbitrary $v_0 \in L^3(\mathbb{R}^3)$ provided we consider $T$ small enough, and as well if $T = \infty$, provided the norm of $v_0$ in the Besov space $\dot{B}_q^{-\alpha, \infty}(\mathbb{R}^3)$ is smaller than $\delta_q$.

The existence part of proof of this theorem is a consequence of the following lemmata that we recall here.

**Lemma II.1.** If $v_0 \in L^3(\mathbb{R}^3)$, then $S(t)v_0 \in \mathcal{K}_q$ for any $3 < q \leq \infty$. In particular this implies (when $T = \infty$) the continuous embedding

$$L^3(\mathbb{R}^3) \hookrightarrow \dot{B}_q^{-\alpha, \infty}(\mathbb{R}^3) \quad 3 < q \leq \infty.$$  

(2.10)
Lemma II.2. The bilinear operator $B(f, g)(t)$ is bicontinuous from $\mathcal{K}_q \times \mathcal{K}_q \to \mathcal{K}_q$ for any $3 < q < \infty$.

Once these two lemmata are applied for a certain $q$, $3 < q < \frac{3p}{6-p}$, one can easily deduce, provided (2.7-9) are satisfied and via the fixed point algorithm Lemma I.1 ($\lambda = 0$), the existence of a solution $v(t, x) \in \mathcal{N}$ that tends strongly to $v_0$ at zero and belongs to $\mathcal{K}_q$ for all $3 < q < \frac{3p}{6-p}$.

The latter properties being a consequence of the following generalization of Lemma II.2, applied to both the bilinear $B$ and the linear $L$ terms.

Lemma II.3. The bilinear operator $B(f, g)(t)$ is bicontinuous from $\mathcal{K}_q \times \mathcal{K}_q \to \mathcal{K}_p$ for any $3 \leq p < \frac{3q}{6-q}$ if $3 < q < 6$; any $3 \leq p < \infty$ if $q = 6$; and $\frac{3}{2} \leq p \leq \infty$ if $6 < q < \infty$.

The proof of the uniqueness of the solution in $\mathcal{N}$ requires a more careful study of the bilinear term. We will not give a proof of this fundamental result here and refer the reader to [14,7,26].

Instead, we will concentrate on a very elegant variant of the existence part of the proof of Theorem II.1. In order to proceed we need to introduce the function space $\mathcal{M}$ whose elements belong to $\mathcal{N}$ and are such that

$$|||v|||_{\mathcal{M}} = \sup_{0<t<T} |v(t, x)|||_3$$

is finite.

Recall that $\mathcal{M}$ is continuously embedded in $\mathcal{N}$, because of the following elementary inequality

$$\sup_{0<t<T} \|v(t, x)\|_3 \leq \sup_{0<t<T} |v(t, x)|||_3$$

The method we will pursue here, is to solve the Eq. (2.1) in $\mathcal{M}$. This will be possible because, at variance with $\mathcal{N}$ [29], the bilinear operator is bicontinuous in $\mathcal{M}$. More precisely, the following two lemmata hold true [2,3,4,5].

Lemma II.4. $S(t)v_0 \in \mathcal{M}$ if and only if $v_0 \in L^3(\mathbb{R}^3)$.

Lemma II.5. The bilinear operator $B(f, g)(t)$ is bicontinuous from $\mathcal{M} \times \mathcal{M} \to \mathcal{M}$.

Finally, a straightforward application of the fixed point algorithm, Lemma I.1 ($\lambda = 0$), implies the existence of a global solution to (2.1) in $\mathcal{M}$ with initial data $v_0$ sufficiently small in $L^3(\mathbb{R}^3)$, say

$$||v_0||_3 < \delta$$

(2.13)
and external force $V(t, x)$ such that

$$\left\| \sup_{0 < t < \infty} \left| \int_0^t S(t-s) \mathbb{P} \cdot \nabla V(s) \, ds \right| \right\|_3 < \delta$$  \hspace{1cm} (2.14)$$

However, because the bicontinuity constant arising in Lemma II.5 does not depend on $T$ and in general the condition

$$\lim_{T \to 0} \left\| \sup_{0 < t < T} |S(t)v_0| \right\|_3 \neq 0$$  \hspace{1cm} (2.15)$$

holds if $v_0 \in L^3(\mathbb{R}^3)$, $v_0 \neq 0$, there is no evidence to guarantee that such a global solution is strongly continuous at the origin (thus unique), and—which is intimately related—that such a solution exists locally in time for an arbitrary initial data $v_0$ in $L^3(\mathbb{R}^3)$ and appropriate external force.

This is why we have to use here the same trick as introduced in [5]. More precisely, we will, instead of looking for a solution $v(t, x) \in \mathcal{M}$ to (2.1) via the point fixed Lemma I.1 ($\lambda = 0$), look for a solution

$$w(t, x) = v(t, x) - S(t)v_0 \in \mathcal{M}$$  \hspace{1cm} (2.16)$$

via the point fixed Lemma I.1 ($\lambda \neq 0$). More precisely, we will solve the equation

$$w(t, x) = \tilde{B}(S(t)v_0, s(t)v_0) + \int_0^t S(t-s) \mathbb{P} \cdot \nabla V(s) \, ds + 2\tilde{B}(w, S(t)v_0) + \tilde{B}(w, w)$$  \hspace{1cm} (2.17)$$

where the symmetric bilinear operator $\tilde{B}$ is defined, in terms of $B$, by

$$\tilde{B}(v, u)(t) = \frac{B(v, u)(t) + B(u, v)(t)}{2}.$$  \hspace{1cm} (2.18)$$

We can now take advantage of the particular structure of the heat semi-group appearing in (2.17). More exactly, we can generalize the previous lemmata and obtain the following ones

**Lemma II.6.** Let $\alpha = 1 - \frac{3}{q}$ and $3 < q < \infty$ be fixed. Then

$$\left\| \sup_{0 < t < T} t^{\frac{\alpha}{2}} |S(t)v_0| \right\|_q \leq C_q \left\| v_0 \right\|_3,$$  \hspace{1cm} (2.19)$$

and in particular, if $v_0 \in L^3(\mathbb{R}^3)$, the l.h.s. of (2.19) tends to zero as $T$ tends to zero.
Lemma II.7. Let $\alpha = 1 - \frac{3}{q}$, $3 < q < 6$, and $f(t, x) = S(t)f_0$, with $f_0 = f_0(x)$, then the following estimate holds for the bilinear operator

$$||B(S(t)f_0, S(t)f_0)||_{\mathcal{M}} \leq C_q \sup_{0 < t < T} t^\frac{\alpha}{2} |S(t)f_0||^2,$$

(2.20)

Lemma II.8. Let $\alpha = 1 - \frac{3}{q}$, $3 < q < \infty$, and $f(t, x) = S(t)f_0$, with $f_0 = f_0(x)$, and $g = g(t, x)$ then the following estimate holds for the bilinear operator

$$||B(S(t)f_0, g)||_{\mathcal{M}} \leq C'_q ||g||_{\mathcal{M}} \sup_{0 < t < T} t^\frac{\alpha}{2} |S(t)f_0||^2,$$

(2.21)

We can now state the following existence and uniqueness theorem of [2,3,4,5] as:

Theorem II.2. Let $3 < q < 6$, $3 \leq p < 6$, $\alpha = 1 - \frac{3}{q}$ and $\beta = 1 - \frac{3}{p}$ be fixed. There exist two constants $\delta_q > 0$ and $\delta_p > 0$ such that for any initial data $v_0 \in L^3(\mathbb{R}^3)$, $\nabla \cdot v_0 = 0$ in the sense of distributions, and any external force $V$ such that

$$|| \sup_{0 < t < T} t^\frac{\alpha}{2} |S(t)v_0|||q < \delta_q$$

(2.22)

and that, if $3 < p < 6$,

$$\left( \int_0^T ||V(t)||^{\frac{\beta}{2}} \right)^\frac{1}{\beta} < \delta_p$$

(2.23)

or that, if $p = 3$,

$$|| \sup_{0 < t < T} |V(t)|||_{\frac{3}{2}} < \delta_3$$

(2.24)

and

$$\lim_{T \to 0} || \sup_{0 < t < T} |V(t)|||_{\frac{3}{2}} = 0$$

(2.25)

then there exists a unique solution $v(t, x)$ of the equation (2.1) belonging to $N$, which tends strongly to $v_0$ as time goes to zero. Moreover, this solution belongs to the space $\mathcal{M}$. In particular, (2.22) holds for arbitrary $v_0 \in L^3(\mathbb{R}^3)$ provided we consider $T$ small enough, and as well if $T = \infty$, provided the norm of $v_0$ in the Triebel-Lizorkin space $\dot{F}^{-\alpha,\infty}_q(\mathbb{R}^3)$ is smaller than $\delta_q$.

The existence part of the proof is now a consequence of Lemma I.1, while its uniqueness counter-part follows once again from [14].

In order to appreciate the result we have just stated, let us now concentrate in comparing the hypotheses that arise in the statements of Theorem III.1 and Theorem III.2, this will clarify conditions (2.23-25) on the external force.
First of all, it is not difficult to see that, for any $T > 0$ and $3 \leq q \leq \infty$, $\alpha = 1 - \frac{3}{q}$,

$$\sup_{0 < t < T} t^{\frac{\alpha}{2}} \| S(t)v_0 \|_q \leq \| \sup_{0 < t < T} t^{\frac{\alpha}{2}} |S(t)v_0| \|_q$$

(2.26)

which corresponds, for $T = \infty$, to the well-known embedding

$$\dot{F}^{-\alpha,\infty}_q(\mathbb{R}^3) \hookrightarrow \dot{B}^{-\alpha,\infty}_q(\mathbb{R}^3).$$

(2.27)

This circumstance indicates that, as far as the initial data $v_0$ is concerned, condition (2.22) is stronger than (2.7). However, with regard to the external force, we are able to reach here the limit value $\frac{3}{2}$ in space variable, which was not the case for Theorem III.1. The main difference being represented by Lemma II.5, that does not apply when $M$ is replaced by $N$ [29].

To be more explicit, let us remark that in Theorem II.1 the conditions to be verified by the external force in order to allow to use Lemma I.1 are in fact much weaker, and can be written as

$$\sup_{0 < t < T} t^{\frac{\alpha}{2}} \left\| \int_0^t S(t-s) \nabla \cdot V(s) ds \right\|_q < \delta_q$$

(2.28)

and

$$\lim_{t \to 0} t^{\frac{\alpha}{2}} \left\| \int_0^t S(t-s) \nabla \cdot V(s) ds \right\|_q = 0,$$

(2.29)

to be verified for a fixed $3 < q < \frac{3p}{6-p}$ and $\alpha = 1 - \frac{3}{q}$. Of course, a simple application of Lemma II.3 (via Eq. (1.13)) guarantees that these conditions (2.28-29) hold as long as (2.8-9) are verified.

Let us now pass to Theorem II.2. In this case, the weaker natural conditions to be satisfied are

$$\left\| \sup_{0 < t < T} \left| \int_0^t S(t-s) \nabla \cdot V(s) ds \right| \right\|_3 < \delta_q$$

(2.30)

and

$$\lim_{T \to 0} \left\| \sup_{0 < t < T} \left| \int_0^t S(t-s) \nabla \cdot V(s) ds \right| \right\|_3 = 0.$$

(2.31)

A possible stronger condition is simple given by

$$\| \sup_{0 < t < T} |V(t)| \|_3 < \delta_q,$$

(2.32)

and

$$\lim_{T \to 0} \| \sup_{0 < t < T} |V(t)| \|_3 = 0,$$

(2.33)
which is a consequence of Lemma II.5. Here, at variance with Theorem II.1, the index $\frac{3}{2}$ arises naturally, as in the stationary Navier-Stokes equations [28].

But we can obtain more and generalize this result ($p = 3$). In fact, if $0 \leq \beta \leq 1$,

$$\sup_{0<t<T} \left| \int_0^t (t-s)^{-2} \Theta \left( \frac{x}{\sqrt{t-s}} \right) * V(s) ds \right| \leq C_\beta \left( \int_0^T |V(t)|^{\frac{3}{2}} \right)^\beta \frac{1}{|x|^{2+2\beta}}$$

(2.34)

so that finally

$$\left\| \sup_{0<t<T} \left| \int_0^t (t-s)^{-2} \Theta \left( \frac{x}{\sqrt{t-s}} \right) * V(s) ds \right| \right\|_3 \leq C_\beta \left( \int_0^T \|V(t)\|^{\frac{3}{2}} \right)^\beta$$

(2.35)

whenever $3 < p < 6$ and $\beta = 1 - \frac{3}{p}$.

Of course, asking $V$ to be integrable in time will automatically ensure Eq. (2.31) except when $p = 3$.

In other words, when $3 < p < 6$ and $\beta = 1 - \frac{3}{p}$, we were able to replace the conditions of Theorem II.1, namely

$$\sup_{0<t<T} t^\beta \|V(t)\|^{\frac{3}{2}} < \delta_p$$

(2.36)

and

$$\lim_{t \to 0} t^\beta \|V(t)\|^{\frac{3}{2}} = 0$$

(2.37)

by the single assumption

$$\left( \int_0^T \|V(t)\|^{\frac{3}{2}} \right)^\beta < \delta_p$$

(2.38)

which is neither weaker nor stronger, but just easier and more natural to deal with because it makes no distinction among the points (the origin in particular) of the interval $[0, T]$.

Our point of view is motivated here by a previous result of J.Y. Chemin [9] who was able to replace the conditions

$$\sup_{0<t<T} t^{\frac{3}{2}} \|V(t)\|_{\dot{H}^1} < \delta$$

(2.39)

and

$$\lim_{t \to 0} t^{\frac{3}{2}} \|V(t)\|_{\dot{H}^1} = 0$$

(2.40)
originally given in the papers of T. Kato and H. Fujita [22,16] by the single assumption
\[
\left( \int_0^T \|V(t)\|_{\dot{H}^{\frac{1}{2}}}^2 dt \right)^{\frac{1}{2}} < \delta. \tag{2.41}
\]
In particular, if the value \( p = 6 \) were allowed in Theorem II.2, then condition (2.38) for \( p = 6 \) would give
\[
\left( \int_0^T \|V(t)\|_3^2 dt \right)^{\frac{1}{2}} < \delta \tag{2.42}
\]
that is a weaker assumption than (2.41), because of the Sobolev embedding
\[
\dot{H}^{\frac{1}{2}}(\mathbb{R}^3) \hookrightarrow L^3(\mathbb{R}^3). \tag{2.43}
\]
We will see in the following pages how to obtain such a limit case \( p = 6 \).

III. THE SECOND ALGORITHM

As we recalled in the previous section, the method for finding a strongly continuous solution with values in \( L^3(\mathbb{R}^3) \) makes use of an ad hoc auxiliary subspace of functions that are continuous in the \( t \)-variable and take values in a Lebesgue space in the \( x \)-variable. Moreover, Y. Giga proved in [18] that not only does the solution under consideration belong to \( L_t^\infty(L_x^3) \) and \( \mathcal{K}_q \) but also it belongs to \( \mathcal{G}_q = L_t^{\frac{2}{1-\frac{3}{q}}} (L_x^q) \) for all \( q \) in the interval \( 3 < q \leq 9 \) and \( \alpha = 1 - \frac{3}{q} \).

At this point, one can naturally ask oneself whether these spaces \( \mathcal{G}_q \) can be used –independently– as auxiliary ad hoc subspaces. This question arises also in view of the fact that \( L_t^p(L_x^q) \) estimates (and, more generally, the so-called Strichartz estimates [33]) are frequently used for the study of other well-known non-linear PDE's, like the Schrödinger one or the wave equation.

Even if this doesn’t lead here to a breakthrough as in the case of the Schrödinger equation, making use directly of \( L_t^p(L_x^q) \) estimates for Navier-Stokes is indeed possible. This was proved by T. Kato and G. Ponce in [23], where, in fact, the authors consider the case of a much larger functional class, including the \( \mathcal{G}_q \) one.

In what follows, we will focus our attention only on the latter case and prove an existence theorem of local (resp. global) strong solutions in \( C([0, T); L^3(\mathbb{R}^3)) \) with initial data and external force (resp. small enough) in a certain Besov space. In particular, the condition on the external force will be of integral type, as in the previous section, but it will arise more naturally here and with the limit case \( p = 6 \) allowed.
The "Besov language" will provide a very convenient and powerful tool, needed to overcome difficulties which were absent in the previous section. Let's start by recalling the spaces $\mathcal{G}_q$. Precisely, $\mathcal{G}_q$ is made up by the functions $v(t, x) \in L_t^{\frac{2}{\alpha}}(L_x^q)$ such that

$$\|f\|_{\mathcal{G}_q} = \left( \int_0^T \|f(t, x)\|_{\frac{2}{q}}^q dt \right)^{\frac{1}{q}} < \infty$$

(3.1)

$T$ being, as usual, either finite or infinite, and $\alpha = \alpha(q) = 1 - \frac{3}{q}$.

We are now in the position of stating the following

**Lemma III.1.** Let $3 < q \leq 9$ and $\alpha = 1 - \frac{3}{q}$ be fixed. Then

$$\left( \int_0^T \|S(t)v_0\|_{\frac{2}{q}}^q dt \right)^{\frac{1}{q}} \leq C_q \|v_0\|_3,$$

(3.2)

where the integral in the l.h.s. of (3.2) tends to zero as $T$ tends to zero provided $v_0 \in L^3(\mathbb{R}^3)$.

In short, our lemma says that if $v_0 \in L^3(\mathbb{R}^3)$, then $S(t)v_0$ is in $\mathcal{G}_q$, and therefore we are allowed to work within that functional framework.

Let us now concentrate our attention on the bilinear operator [31].

**Lemma III.2.** The bilinear operator $B(f, g)(t)$ is bicontinuous from $\mathcal{G}_q \times \mathcal{G}_q \rightarrow \mathcal{G}_p$ for any $3 < p < \frac{3q}{6-q}$ if $3 < q < 6$; any $3 < p < \infty$ if $q = 6$; and $\frac{q}{2} \leq p \leq \infty$ if $6 < q < \infty$.

**Proposition III.1.** The bilinear operator $B(f, g)(t)$ is bicontinuous from $\mathcal{G}_6 \times \mathcal{G}_6 \rightarrow \mathcal{N}$. In fact, $B(f, g)$ takes its values in $C(0, T; \dot{B}^{\beta, 2}_3(\mathbb{R}^3))$, which is a proper subset of $C(0, T; L^3(\mathbb{R}^3))$.

We would like to remark here that a variant of this result was recently applied in [14] in the proof of the uniqueness theorem for strong $L^3(\mathbb{R}^3)$ solutions (see also [7] for more comments).

We are now in the position of proving the following theorem ([31])

**Theorem III.1.** Let $4 < p \leq 6, 3 < q < \min(9, \frac{3p}{6-p}), \beta = 1 - \frac{3}{p}$ and $\alpha = 1 - \frac{3}{q}$ be fixed. There exist two constants $\delta_q$ and $\delta_p$ such that for any initial data $v_0 \in L^3(\mathbb{R}^3)$, $\nabla \cdot v_0 = 0$ in the sense of distributions, and external force $V$ such that

$$\left( \int_0^T \|S(t)v_0\|_{\frac{2}{q}}^q dt \right)^{\frac{1}{q}} < \delta_q$$

(3.3)
and
\[ \left( \int_0^T ||V(s)||^\beta \frac{1}{2} dt \right)^\beta < \delta_p \]  
(3.4)
then there exists a unique solution \( v(t, x) \) of the equation (2.1) belonging to \( N \), which tends strongly to \( v_0 \) as time goes to zero. Moreover, this solution belongs to all the spaces \( G_q \) \( (3 < q < \min(9, \frac{3p}{6-p})) \) and is such that the fluctuation \( w(t, x) \) defined in (2.8) satisfies
\[ w \in C([0, T); \dot{B}^{0,2}_3(\mathbb{R}^3)) \]  
(3.5)
and
\[ w \in L^2((0, T); L^\infty(\mathbb{R}^3)) \]  
(3.6)
Finally, (3.3) holds for arbitrary \( v_0 \in L^3(\mathbb{R}^3) \) provided we consider \( T \) small enough, and as well if \( T = \infty \), provided the norm of \( v_0 \) in the Besov space \( \dot{B}^{-\alpha,\frac{2}{\alpha}}_q(\mathbb{R}^3) \) is smaller than \( \delta_q \).

Keeping in mind the previous propositions and remarks, the existence proof of that theorem is easily carried out. As far as the uniqueness part of the proof, this follows again from [14]. Finally, as we already observed in Section II, if we take \( p = 6 \) in Theorem III.1 we find a weaker condition on the external force than the one given in [9].
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