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1 Introduction

Let V be a N-dimensional vector space over a finite field F. Then [N, m] - lin-
ear code means a m-dimensional vector subspace of V. Let C* be the orthog-
onal complement of C in V, that is C*t = {ve€ V | {v,¢) =0 forany cE€
C}, where { , ) means the inner product of V. This is called the dual
code of C which is a [N, N — m] -linear code. C is called self-orthogonal
(resp. self-dual) if and only if C C C* (resp. C = C*). For any linear
code, it may be well known that there exists a self-dual code which contains
C. So every linear codes can be made from some self-dual code. Therefore
we are interested in self-dual codes. Since linear code C' is a vector space, C
can be thought as an element of Grassmann manifold GM (m, V). Similarly,
Ct can be thought as an element of GM(N — m,V). As a vector space,
GM(m,V) and GM (N —m, V) are isomorphic, so C and C* are correspond
each other as an elements of Grassmann manifold. In this paper, we shall
study self-orthogonality and self-duality of linear codes through Grassmann
manifold. In section 1, we shall give an constructive proof of self-dual em-
bedding of linear codes. In section 2, we shall summarize about Grassmann
manifold and give an elementary result about self-duality using projective
embedding. In section 3, we shall give our main theorem which mentions
that self-orthogonality and self-duality of linear codes. This theoerm shows
self-orthogonal codes and self-dual codes are on a quadratic surface in the
projective space. Combining our results, we can see every linear codes can
be obtained from self-dual codes, and self-dual codes is a special case of
self-orthogonal codes.
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2 Self-dual embedding of linear codes

In this section, we assume N = n + m. Let C be a [N, m]-linear code over
a finite field F. In this section we shall construct a self-dual code which
contains C. It may be well known, but this is a motive for studying self-
dual code , so we shall give a proof. Since C' can be thought as a subspace

of FN, we can write

5(0) 1
C = : m
g(m—l) l

— N —

where €@ (= 0,---m — 1) are column vectors of FV. First assume that
ch(F) = 2 and consider the equation |

(€9, +x*=0. (1)

where ( , ) means the inner product of F~. Since the Frobenius map
z — z? is an automorphism of F', the equation () has solution, say X = ago.
Further consider the equations

<f(i)7§(0)> +ap0X;i=0 (t=0,---,m—1)

Since these equations are linear, they has solutions, say X; = ag; =
0,---,m —1). Now the following matrix

5(0) ao,0 50)
£ aon | ) T
. . = i m
é-(m—l) _aO,m—l ' §m—1)

— N —

satisfies (§§°’, §"’) =0 (j=0,---,m—1). where §§j) = (€9),ay ;) are
column vectors in FV. Next consider the equation

(£0,€0) + X2 = 0

We can obtain the solution as above, say X = a;;. Further consider equa-

tions '
(5(1),6(")>—|—0,1’1Xi =0 ('L: 1,...’m_ 1)
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clearly we have solutions, say X; = a;; (¢ = 1,---,m — 1). Hence the

following matrix

© ©
1 2 T
P an 2
= . m
. . l
-1 -1
Yn ) a1 m-1 ém ) :

— N —

satisfies '
<€§0)7€§j)> =0 (.7 = 0,17"'am_ 1)

D, ePy=0 (k=1,2,---,m—1) (2.9)

where 5&0) = ( §0),0) and §§i) = ( §i),a1,i) (z=1,---,m —1) We can
continue this process, so we have the following matrix

)
a0,0 .. e 0 m—1
ap,1 ai s ,(,}.).1
C : . , : =1.
aom-1 Olm-1 **° Om-1m-1 (m-1)
— N+m —
We can express this matrix in the form
(0)
m—1
(1)
c Al=| ™
(m-1)
m—1
—N+m-—
where A is the following m x m matrix
a0,0 ey 0.
ao,1 ay - O @)

aAQ,m-1 AU m-1 *°° (Am-1,m-1
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Clearly matrix (2) satisfies
(€160 =0 (@j=01---,m—1)

Thus this matrix become self-orthogonal code. On the other hand, consider
the dual code C*, then the same argument can apply to the dual code Ct.
Since N = m + n, We can express C* in the form

0)
7
n® 7
Ct = ) n
n(n—'l) b

We can also obtain self-orthogonal code from C*+ and express in the form
(¢t B)

where B is n X n matrix obtained from C+ as well as A. To make a self-dual
code, we take a following matrix

T
- ¢ A O
C—(CLOB)TJH’L

—N+m+n—

This is a self-dual [2N, N] code because that C and C- are linearly inde-
pendent.

Similarly, we can obtain a self-dual code in the case vh(F) = p > 0, so
we obtain the following theorem.

Theorem 1 Let C be a [N, m]-linear code over a finite field F'. Then there
exist a self-dual code ¢ such that C is contained in C. More precisely,

(1) if ch(F) =2, C is a self-dual [2N, N] linear code.

(2) if ch(F) = p > 2, then for an integer k > 3, C is a self-dual [(2k +
4)N, (k + 2)N] linear code.
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3 Self-duality of linear codes

Let N=n+m and V = V(N) be a N - dimensional vector space over a
field F. Put GM(m,V) = {m— dimensional subspace of V}/ ~. £ ~ ¢
(where £ and &' are m - dimensional vector subspace of V) means £ = h¢
for some h € GL(m, F). Take basis {eg,e1,---,en_1} of V, then V = Fey ®
Fey®Fey---@®Fen_1. Let V* be the dual space of V and {fo, f1,-- -, fn_1}
be an dual basis, then V* = K fy ® Kfi ® Kfy_1. We have an canonical
map (e, fj) = 6;j, where 8;; means Kronecker’delta. For a subspace Vj C V,
define Vit = {n € V,n = Tbfi | Taib; =0 forall 3 a;b; € Vy}, then
there is a one to one correspondence between V and Vi, so GM(m,V) is

isomorphic to GM (n, V*) as a vector space. Let A™V be the space of m - th

exterior products of V. A™V is the (N )

| - dimensional vector space over F'
with basis {e;; Aegy, A+~ Ae;, ;3 0<5<4; <+ <y < N} Now we

can define the projective embedding of GM (m, V') as follows,
GM(m,V) — P(A™V)

¢0)
6: ;——yé’(o)/‘\.../\é(m"l)
g(m—l)
For £ € GM(m,V), we can write £V) = > J(-{)ei. Then
0<i<N
EO N ngm = > §loy - lm—1€lo N+ N €Ly _y

0<lp < <lm-1EN

where £ ...1,._, is the determinant of matrix obtained by picking out lg, - - -, l;m—1
columns of £.
Now above projective embedding can translate as follows

GM(m,V) — P®)-1(AmY)

5(0)
£ = ( ) - (&O’m’lm“l)OSl0<"'<lm—1§N

5(m~ 1)
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Further, this projective embedding satisfies the Pliicker relation.

Z (—1)" &m,...’km_z,L,-glo’...,[i’...’lm =0

- 0<i<N

for
0<ky< - <kmo<NOLZ[p<--<lpn<N

where [; means removing l;.
Let C be a [N, m}-linear code and write

E(O)
C=| :
g(m—l)

then C can be an element of GM(m, V). Likewise, let
77(0)

C'L = .
T}(m"l)

then C1 also can be an element of GM(n,V). Since A™V and A"V are
isomorphic as a vector space, P(A™V) and P(A"V) are isomorphic, so we
can identify C and C' as an element of Projective space. Thus we assume
that C = (€D A--- A 5(’"‘1)) and Ct = (17(0) A A 17("“1)). We shall give
a self-orthogonality(resp. self-duality) of linear codes.

Theorem 2 let C = FEQ @ ... @ FE™ Y be a [N, m]- linear code over a
finite field F. Then C is self-orthogonal (resp. self-dual) code if and only if
C is a point of Grassmann manifold satisfies the Pliicker’s relations and ts
on the quadratic surface defined by |

> &, .t =0 (resp. further N - 2m)

0<lp<<lm-1<N

. where Tiy, .1, _, 1S the determinant of matriz obtained by picking out m
columns of C'.
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