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Abstract: Simultaneous confidence intervals for the pairwise multiple comparisons among mean vectors under the elliptical populations are considered. Simultaneous confidence intervals estimations are given by using approximate upper percentiles of the statistics based on Bonferroni's inequality. In order to achieve the purpose, an asymptotic expansion for the Hotelling's $T^2$-type statistic in the elliptical distributions is derived by the perturbation method. Simulation study is also given for some selected parameters.

1. Introduction

Consider the simultaneous confidence intervals for pairwise multiple comparisons among mean vectors under the elliptical populations. An elliptical distribution includes the multivariate normal, the multivariate $t$ and the contaminated normal distributions and so on, which is referred to e.g., Muirhead [14], p.32, Fang, Kotz and Ng [3], ch.3. The probability density function is defined by $f(x) = c_p |\Lambda|^{-1/2} g((x - \mu)\Lambda^{-1}(x - \mu))$, for some nonnegative function $g$, where $c_p$ is the normalizing constant and $\Lambda$ is positive definite. The characteristic function of the vector $x$ is the form $\phi(t) = \exp(it'\mu)\psi(t'\Lambda t)$ for some function $\psi$, where $i = \sqrt{-1}$. Note that $\Sigma = -2\psi'(0)\Lambda$. We also define the kurtosis parameter by $\kappa = \{\psi''(0)/\psi'(0)^2\} - 1$. We discussed the simultaneous confidence intervals for pairwise multiple comparisons among mean vectors under the elliptical populations.
Let $x_{1}^{(i)}, \ldots, x_{N_{i}}^{(i)} (i = 1, \cdots, k)$ be $N_{i}$ independent observations on $x^{(i)}$ having the elliptical distribution with a mean vector $\mu^{(i)}$ and a common covariance matrix $\Sigma$. Let the $i$-th sample mean vector and the sample covariance matrix be

$$\overline{x}^{(i)} = \frac{1}{N_{i}} \sum_{j=1}^{N_{i}} x_{j}^{(i)},$$

$$S^{(i)} = \frac{1}{N_{i}-1} \sum_{j=1}^{N_{i}} (x_{j}^{(i)} - \overline{x}^{(i)})(x_{j}^{(i)} - \overline{x}^{(i)})',$$

respectively.

The usual simultaneous confidence intervals for pairwise comparisons among mean vectors are given as the form

$$a'((\mu^{(\ell)} - \mu^{(m)}) \in \left[a'((\overline{x}^{(\ell)} - \overline{x}^{(m)}) \pm q\sqrt{d_{\ell m} a'Sa} \right], \quad \forall a \in \mathbb{R}^{p}-\{0\}, \ 1 \leq \ell < m \leq k,$$

(1)

where

$$S = \frac{1}{\nu} \sum_{i=1}^{k} (N_{i} - 1)S^{(i)}, \quad \nu = \sum_{i=1}^{k} N_{i} - k, \quad d_{\ell m} = \frac{1}{N_{\ell}} + \frac{1}{N_{m}},$$

$\mathbb{R}^{p}-\{0\}$ is the set of any nonnull real $p$-dimensional vectors and $q$ is some positive number.

In order to obtain the simultaneous confidence intervals (1) with the given confidence level $1 - \alpha$, it is necessary to give the value $q(> 0)$ such that

$$\Pr\{T_{\max}^{2} > q^{2}\} = \alpha,$$

where

$$T_{\max}^{2} = \max_{1 \leq \ell < m \leq k} \left\{d_{\ell m}^{-1}(y^{(\ell)} - y^{(m)})'S^{-1}(y^{(\ell)} - y^{(m)}) \right\}, \quad y^{(\ell)} = \overline{x}^{(\ell)} - \mu^{(\ell)}.$$

(2)

In the univariate and equal sample sizes case under normality, $T_{\max}^{2}/2$ reduces to the usual studentized range statistic whose upper percentiles have been given by Harter [5]. Under the unequal sample sizes, Tukey-Kramer procedure was proposed as approximate procedure by Tukey [24], Kramer [11, 12] and its conservativeness was discussed by Dunnett [2], Brown [1], Hayter [6, 7], Lin, Seppänen and Uusipaikka [13] and Somerville [23].
and so on. The related discussions are summarized in e.g., Hochberg and Tamhane [8]. In the multivariate and equal sample sizes case under normality, $T_{\text{max}}^2/2$ reduces to the multivariate studentized range statistic which first appeared in Roy and Bose [16] based on Roy’s [15] union-intersection principle (see, e.g., Siotani, Hayakawa and Fujikoshi [22], p.227). We note that, in multivariate setting, it is difficult to find the exact percentiles of the $T_{\text{max}}^2$ statistic even if the populations are multivariate normal distributions. Approximations to the upper percentiles have been discussed by using modified Bonferroni’s inequalities and asymptotic expansion method (see, Siotani [21], Seo and Siotani [20]). Seo [17] also has discussed $T_{\text{max}}^2$ statistic for the case of correlated mean vectors including unequal sample sizes under normality. In addition, Seo, Mano and Fujikoshi [19] proposed a multivariate version of Tukey-Kramer procedure and they proved that the procedure has conservative simultaneous confidence intervals for the three correlated mean vectors. Recently, the evaluation for the bound of coverage probability for the multivariate Tukey-Kramer procedure is discussed by Seo [18].

In this paper, we discuss the upper percentiles of (2) in the elliptical distributions including the multivariate normal distribution. The approximate procedure based on Bonferroni’s inequality is adopted in order to obtain a conservative simultaneous confidence intervals estimation. By the first order Bonferroni’s inequality for $\Pr\{T_{\text{max}}^2 > q^2\}$;

$$\Pr\{T_{\text{max}}^2 > q^2\} < \sum_{\ell < m} \sum \Pr\{T_{\ell m}^2 > q^2\},$$

where $T_{\ell m}^2 = d_{\ell m}^{-1}(y^{(\ell)} - y^{(m)})'S^{-1}(y^{(\ell)} - y^{(m)})$, an approximate upper percentile of $T_{\text{max}}^2$ is given by $\sum\sum_{\ell < m} \Pr\{T_{\ell m}^2 > q_{B}^2\} = \alpha$. Note that this approximation is essentially evaluating the upper percentiles of the Hotelling’s $T^2$-type statistic in the elliptical distributions. An asymptotic expansion of the distribution of Hotelling’s $T^2$-statistic in the elliptical distribution has been given by Iwashita [9]. Also, Kano [10] and Fujikoshi [4] have obtained the extensive result under the general distributions. However, these results of asymptotic expansions cannot be applied for the Hotelling’s $T^2$-type statistic discussed in
our paper, since the statistic in our paper is not exactly Hotelling's $T^2$ statistic under the elliptical populations. In order to find approximate simultaneous confidence intervals, in section 2, an asymptotic expansion for the upper percentiles of the Hotelling's $T^2$-type statistic which is an extension of Hotelling's $T^2$ statistic is derived by the perturbation method. In section 3, the accuracy of approximate values for the upper percentiles of the $T_{\text{max}}^2$ statistic in the elliptical distribution is also discussed by Monte Carlo simulation for the selected parameters.

2. Upper percentiles of the Hotelling's $T^2$-type statistic

In this section, we give asymptotic expansions for the Hotelling's $T^2$-type statistic $T_{\ell m}^2$ by perturbation method.

Note that

$$(N_i - 1)S^{(i)} = N_iW^{(i)} - N_i(x^{(i)} - \mu^{(i)})(x^{(i)} - \mu)^{(')};$$

where

$$W^{(i)} = \frac{1}{N_i} \sum_{j=1}^{N_i} (x^{(i)}_j - \mu^{(i)})(x^{(i)}_j - \mu)^{(')}.$$  

Without loss of generality, we can assume $\Sigma = I$ and $N_j \leq N_1 = N$. We put $r_j = N_j/N$ for $j = 1, \cdots, k$, $w = (\sum_{j=1}^{k} r_j)^{-1}$ and $a_{\ell m} = (1 + r_m/r_\ell)^{-1/2}$. Let

$$\overline{x}^{(j)} = \mu^{(j)} + \frac{1}{\sqrt{r_j N}}Z^{(j)}, \quad W^{(j)} = I_p + \frac{1}{\sqrt{r_j N}}Z^{(j)}$$

for $j = 1, \cdots, k$. Then we can write

$$S = \frac{N}{N - wk} \left( I_p + \frac{1}{\sqrt{N}}w \sum_{i=1}^{k} \sqrt{r_i}Z^{(i)} - \frac{1}{N}w \sum_{i=1}^{k} z^{(i)}z^{(i)'}, \right)$$

and hence
\[
S^{-1} = I_p - \frac{1}{\sqrt{N}} A_0 + \frac{1}{N} A_1 + o_p(N^{-1}),
\]

where
\[
A_0 = \sum_{i=1}^k \sqrt{r_i} Z^{(i)},
\]
\[
A_1 = \sum_{i=1}^k \sum_{j=1}^k \sqrt{r_i r_j} Z^{(i)} Z^{(j)} - w k I_p.
\]

Note that \( T_{\ell m}^2 = \tau' S^{-1} \tau \), where \( \tau = a_{m\ell} z^{(\ell)} - a_{\ell m} z^{(m)} \). Therefore the characteristic function of \( T_{\ell m}^2 \) can be written as
\[
E \left[ \exp(it T_{\ell m}^2) \right] = E \left[ \exp(it \tau' \tau) \left[ 1 + \frac{1}{\sqrt{N}} \left\{ (it) \tau' A_0 \tau + \frac{1}{N} \left\{ (it) T'A_1 \tau + \frac{1}{2} (it)^2 (\tau' A_0 \tau)^2 \right\} + o_p(N^{-1}) \right] \right].
\]

The following is the joint density of \( z^{(j)} \) and \( Z^{(j)} \) given by Iwashita [9].
\[
f(z^{(j)}, Z^{(j)}) = (2\pi)^{-\frac{p(p+3)}{4}} \left| \Omega^{(j)}_1 \right|^{-\frac12} \left( \kappa^{(j)} + 1 \right)^{-\frac{p-1}{4}} \exp\left\{ -\frac{1}{2} z^{(j)'} \Omega^{(j)}_1 z^{(j)} - \frac{1}{2} z^{(j)'} \Omega^{(j)}_2 z^{(j)} \right\} \times \left[ 1 + \frac{1}{\sqrt{N}} \left\{ (b^{(j)}_1 - \frac{1}{2}) \text{tr} Z^{(j)} - b^{(j)}_1 (\text{tr} z^{(j)})^3 - b^{(j)}_2 \text{tr} (Z^{(j)})^2 \text{tr} Z^{(j)} \right. \\
- b^{(j)}_3 \text{tr} (Z^{(j)})^3 + \frac{1}{2} z^{(j)'} Z^{(j)} z^{(j)} \right\} + o(N^{-\frac12})
\]

where
\[
Z^{(j)} = [z^{(j)}_1], \quad \Omega^{(j)}_1 = 2(\kappa^{(j)} + 1) I_p + \kappa^{(j)} 1_p 1_p', \quad \Omega^{(j)}_2 = (\kappa^{(j)} + 1) I_{p(p-1)/2}
\]
\[
z^{(j)}_1 = (z^{(j)}_1, \ldots, z^{(j)}_{pp})', \quad z^{(j)}_2 = (z^{(j)}_{12}, z^{(j)}_{13}, \ldots, z^{(j)}_{p-1p})',
\]
\[
u^{(j)}_1 = \frac{1}{2(\kappa^{(j)} + 1)}, \quad \nu^{(j)}_2 = \frac{1}{p} \left\{ \frac{1}{2 + (p + 2)\kappa^{(j)}} - \frac{1}{2(\kappa^{(j)} + 1)} \right\},
\]
\[
\beta_1 \equiv \beta^{(j)}_1 = -\frac{1}{6} (\varphi^{(j)} + 1), \quad \varphi^{(j)} = \{ \psi^{(j)}(0)/(\psi^{(j)}(0))^3 \} - 1,
\]
\[
\beta_2 \equiv \beta^{(j)}_2 = (\kappa^{(j)} + 1), \quad \beta_3 = -\frac{1}{3},
\]
\begin{align*}
b_0^{(j)} &= (u + pv)(3(p + 2)(p + 4)(u + v) \beta_1 + \{(p + 2)^2 u + 3p(p + 2)v\} \beta_2 \\
&\quad + 3p(u + pv) \beta_3, \\
b_1^{(j)} &= \{u^3 + 3(p + 4)u^2v + 3(p + 2)(p + 4)uv^2 + p(p + 2)(p + 4)v^3\} \beta_1 \\
&\quad + \{u^3 + (3p + 4)u^2v + 3p(p + 2)uv^2 + p^2(p + 2)v^3\} \beta_2 + (u + pv)^3 \beta_3, \\
b_2^{(j)} &= 6\{u^3 + (p + 4)u^2v\} \beta_1 + 2u^2(u + pv) \beta_2, \\
b_3^{(j)} &= 8u^3 \beta_1.
\end{align*}

Calculating the characteristic function of $T^2_{\ell m}$ with respect to $z^{(j)}(\sqrt{r_j N}(\overline{x}(j)-\mu))$, and $Z^{(j)}(\sqrt{r_j N}(W^{(j)} - I)p)$ by using the above joint density, we obtain

\begin{equation}
E[e^{itT^2_{\ell m}}] = (1 - 2it)^{-\frac{1}{2}} \left\{ 1 + \frac{1}{4N} \sum_{j=0}^{2} c^{(j)}_{\ell m}(1 - 2it)^{-1} + c^{(2)}_{\ell m}(1 - 2it)^{-2} \right\} + o(N^{-1}),
\end{equation}

where

\begin{align*}
c^{(0)}_{\ell m} &= -wp^2 + \frac{1}{2}p(p + 2) \left[ \{r_{\ell}^{-1}a_{\ell m}^2 - 2w\}a_{\ell m}^{2}\kappa^{(l)} + \{r_{m}^{-1}a_{m\ell}^2 - 2w\}a_{m\ell}^{2}\kappa^{(m)} - w^2 \sum_{i=1}^{k} r_i \kappa^{(i)} \right], \\
c^{(1)}_{\ell m} &= -2wp - p(p + 2) \left[ \{r_{\ell}^{-1}a_{\ell m}^2 - 4w\}a_{\ell m}^{2}\kappa^{(l)} + \{r_{m}^{-1}a_{m\ell}^2 - 4w\}a_{m\ell}^{2}\kappa^{(m)} + w^2 \sum_{i=1}^{k} r_i \kappa^{(i)} \right], \\
c^{(2)}_{\ell m} &= wp(p + 2) + \frac{1}{2}p(p + 2) \left[ \{r_{\ell}^{-1}a_{\ell m}^2 - 6w\}a_{\ell m}^{2}\kappa^{(l)} + \{r_{m}^{-1}a_{m\ell}^2 - 6w\}a_{m\ell}^{2}\kappa^{(m)} + 3w^2 \sum_{i=1}^{k} r_i \kappa^{(i)} \right].
\end{align*}

Therefore, inverting the characteristic function (3), we have the following theorem.

**Theorem 2.1.** The distribution of $T^2_{\ell m} = d_{\ell m}^{-1}(y^{(l)} - y^{(m)})^t S^{-1}(y^{(l)} - y^{(m)})$ can be expanded as

\begin{align*}
\Pr(T^2_{\ell m} > t^2) &= \Pr(x^2_p > t^2) + \frac{1}{4N} \sum_{j=0}^{2} c^{(j)}_{\ell m} \Pr(x^2_{p+2j} > t^2) + o(N^{-1}),
\end{align*}

and its upper $\alpha$ percentiles can be expanded as

\begin{align*}
t^2 = \chi^2_p(\alpha) - \frac{1}{2N} \chi^2_p(\alpha) \left\{ \frac{c^{(0)}_{\ell m}}{p} - \frac{c^{(2)}_{\ell m}}{p(p + 2)} \right\} + o(N^{-1}),
\end{align*}
where $\chi_p^2(\alpha)$ is the upper $\alpha$ percentile of $\chi^2$ distribution with $p$ degrees of freedom.

**Corollary 2.2.** If the $k$ populations have elliptical distributions with the equal sample sizes ($N_j = N$, $j = 1, \cdots, k$), then the coefficients of (4) and (5) are given by

$$
c^{(0)}_{\ell m} = -\frac{1}{k}p^2 + \frac{1}{2}p(p+2) \left\{ \frac{1}{4} - \frac{1}{k} \right\} \left( \kappa^{(\ell)} + \kappa^{(m)} \right) - \frac{1}{k^2} \sum_{j=1}^{k} \kappa^{(j)} 
$$

$$
c^{(1)}_{\ell m} = -\frac{2}{k}p - p(p+2) \left\{ \frac{1}{4} - \frac{2}{k} \right\} \left( \kappa^{(\ell)} + \kappa^{(m)} \right) + \frac{1}{k^2} \sum_{j=1}^{k} \kappa^{(j)} 
$$

$$
c^{(2)}_{\ell m} = \frac{1}{k}p(p+2) + \frac{1}{2}p(p+2) \left\{ \frac{1}{4} - \frac{3}{k} \right\} \left( \kappa^{(\ell)} + \kappa^{(m)} \right) + \frac{3}{k^2} \sum_{j=1}^{k} \kappa^{(j)} 
$$

**Corollary 2.3.** If the $k$ populations have elliptical distributions with the same kurtosis parameter and the equal sample sizes, i.e., $\kappa_j = \kappa$ and $N_j = N$, $j = 1, \cdots, k$, then the coefficients of (4) and (5) are given by

$$
c^{(0)}_{\ell m} = -\frac{1}{k}p^2 + \frac{1}{2}p(p+2)(k-6)\kappa 
$$

$$
c^{(1)}_{\ell m} = -\frac{2}{k}p - \frac{1}{2}p(p+2)(k-6)\kappa 
$$

$$
c^{(2)}_{\ell m} = \frac{1}{k}p(p+2) + \frac{1}{2}p(p+2)(k-6)\kappa 
$$

In addition, when $\kappa^{(j)} = 0$ for $j = 1, \cdots, k$, we can see that the coefficients $c^{(0)}_{\ell m}$, $c^{(1)}_{\ell m}$, and $c^{(2)}_{\ell m}$ coincide with the result of an asymptotic expansion for the upper percentile of the Hotelling’s $T^2$-statistic under the normal assumption (see, e.g., Seo and Siotani [20]). From Corollary 2.3, we note that, when $k = 6$, the coefficients $c^{(0)}_{\ell m}$, $c^{(1)}_{\ell m}$, and $c^{(2)}_{\ell m}$ don’t depend on $\kappa$, that is, the asymptotic expansion for $k = 6$ coincides with an asymptotic expansion for the Hotelling’s $T^2$-statistic under normality. Further, since the Hotelling’s $T^2$-statistic under normality is $F$-statistic, we can obtain the following results from the characteristic function.
Theorem 2.4. The upper $\alpha$ percentiles of $T_{\ell_{m}}^{2} = \alpha_{\ell_{m}}^{2}(y^{(\ell)} - y^{(m)})'S^{-1}(y^{(\ell)} - y^{(m)})$ can be also expanded as

\[ t^{2} = \frac{\nu p}{\nu - p + 1} F_{p,\nu - p + 1}(\alpha) - \frac{1}{2N} \chi_{p}^{2}(\alpha) \left\{ \left( \frac{1}{p} \alpha_{\ell_{m}}^{(0)} + \frac{1}{k} \right) - \left( \frac{1}{p(p + 2)} \alpha_{\ell_{m}}^{(2)} - \frac{1}{k} \right) \right\} + o(N^{-1}), \]  

(6)

where $\nu = \sum_{i=1}^{k} N_{i} - k$, $F_{p,\nu - p + 1}(\alpha)$ and $\chi_{p}^{2}(\alpha)$ are the upper $\alpha$ percentiles of $F$ distribution with $p$ and $\nu - p + 1$ degrees of freedoms and $\chi^{2}$ distribution with $p$ degrees of freedom, respectively.

We note that, under normality, $t^{2}$ in Theorem 2.4 is exactly given by the upper percentiles $F$ distribution which is the first term of (6). From Theorem 2.4, an asymptotic expansion approximation for the upper percentile of the usual Hotelling's $T^{2}$ statistic $T^{2} = Ny'S^{-1}y$ under the elliptical distributions, which is given by

\[ t^{2} = \chi_{p}^{2}(\alpha) + \frac{1}{2N} \chi_{p}^{2}(\alpha) \left\{ (p + (p + 2)\kappa) + (1 - \kappa) \chi_{p}^{2}(\alpha) \right\} + o(N^{-1}), \]  

(7)

can be also written as

\[ t^{2} = \frac{(N - 1)p}{N - p} F_{p,N-p}(\alpha) + \frac{1}{2N} \chi_{p}^{2}(\alpha) \left\{ (p + 2) - \chi_{p}^{2}(\alpha) \right\} \kappa + o(N^{-1}). \]  

(8)

Applying in the case of the simultaneous confidence intervals estimation for pairwise comparisons among mean vectors, we have two approximate simultaneous confidence intervals given by

\[ q_{B\cdot x^{2}}^{2} = \chi_{p}^{2}(\alpha^{*}) - \frac{1}{2Nk^{*}} \chi_{p}^{2}(\alpha^{*}) \sum_{\ell < m} \left\{ \frac{1}{p} \alpha_{\ell m}^{(0)} - \frac{1}{p(p + 2)} \alpha_{\ell m}^{(2)} \right\}, \]  

(9)

and

\[ q_{B\cdot F}^{2} = \frac{\nu p}{\nu - p + 1} F_{p,\nu - p + 1}(\alpha^{*}) - \frac{1}{2Nk^{*}} \chi_{p}^{2}(\alpha^{*}) \times \sum_{\ell < m} \left\{ \left( \frac{1}{p} \alpha_{\ell m}^{(0)} + \frac{1}{k} \right) - \left( \frac{1}{p(p + 2)} \alpha_{\ell m}^{(2)} - \frac{1}{k} \right) \right\} \chi_{p}^{2}(\alpha^{*}), \]  

(10)
where $\alpha^* = \alpha/k^*$ and $k^* = k(k - 1)/2$.

3. Accuracy of the approximations

In order to examine the accuracy of the obtained approximations, we give the simulation results of the upper percentiles of $T_{\text{max}}$ statistics for selected values of parameters. Table 1 gives the simulated and approximate values of the upper percentiles of $T_{\text{max}}$ for the following combinations of selected parameters: $p = 2, 3, 5$, $k = 3, 6, 10$, $N_j (= N) = 20, 40, 60$ and $\alpha = 0.1, 0.05, 0.01$. In this section, the equal sample sizes case is treated in the Monte Carlo simulations, which is based on 100 replications for 10,000 simulations. Also, two elliptical distributions: multivariate normal($\kappa = 0$), contaminated normal($\epsilon = 0.1, \sigma = 3$: $\kappa = 1.78$) are treated, where all populations have the same distribution. Table 1 lists the Bonferroni approximate value based on asymptotic expansion and $\chi^2$ approximation $q_{B \cdot \chi^2}$, the analogous $F$ approximation $q_{B \cdot F}$ and the simulated value $q^*$. Note that under the normality, we have the approximate values based on $F$ approximation are exactly the upper percentiles of $F$ distribution, and overestimate. Form the simulation results, the asymptotic expansions up to the order $N^{-1}$ for the upper percentiles of Hotelling’s $T^2$-type statistic have a tendency to be underestimate. As a result, under the most cases of the elliptical populations, it may be noted that the value of $q_{B \cdot \chi^2}$ is overestimate and is more closely to the simulated values than the other approximate values. Further, as showing in the previous section, it can be seen from Table 1 that the simulated values for the case of $k = 6$ are very similar values without respect to the distributions of the populations. Thus, it may be noted that the approximate value $q_{B \cdot \chi^2}$ is useful for the simultaneous confidence intervals estimation for the pairwise multiple comparisons among mean vectors under the elliptical populations.
Table 1. Simulated and Approximate Values for the Upper Percentiles of $T_{\max}$

\[
\begin{array}{cccccc}
\hline
p & \alpha = 0.10 & & & & \\
\hline
\text{M.N.(}\kappa = 0) & \text{C.N.(}\kappa = 1.78) & & & & \\
\hline
k & N & q_{B, \chi^2} & q_{B, F} & q^* & q_{B, \chi^2} & q_{B, F} & q^* \\
\hline
3 & 10 & 2.793 & 2.842 & 2.745 & 2.716 & 2.766 & 2.693 \\
 & 20 & 2.702 & 2.713 & 2.639 & 2.663 & 2.674 & 2.610 \\
 & 40 & 2.656 & 2.658 & 2.587 & 2.636 & 2.638 & 2.573 \\
 & 6 & 10 & 3.320 & 3.353 & 3.213 & \underline{3.320} & 3.353 & 3.206 \\
 & 20 & 3.244 & 3.251 & 3.133 & 3.244 & 3.251 & 3.135 \\
 & 40 & 3.205 & 3.207 & 3.098 & 3.205 & 3.207 & 3.099 \\
 & \text{p = 3} & & & & & \\
 & 20 & 3.093 & 3.113 & 3.040 & 3.034 & 3.055 & 3.001 \\
 & 40 & 3.023 & 3.028 & 2.963 & 2.993 & 2.998 & 2.942 \\
 & 40 & 3.859 & 3.861 & 3.756 & 3.899 & 3.901 & 3.785 \\
 & \text{p = 5} & & & & & \\
 & 40 & 4.095 & 4.100 & 4.012 & 4.095 & 4.100 & 4.013 \\
\hline
\end{array}
\]
<table>
<thead>
<tr>
<th>$p = 2$</th>
<th>$k$</th>
<th>$N$</th>
<th>$M.N.(\kappa = 0)$</th>
<th>$C.N.(\kappa = 1.78)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$q_{B \cdot \chi^2}$</td>
<td>$q_{B \cdot F}$</td>
</tr>
<tr>
<td>$\alpha = 0.05$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>3.095</td>
<td>3.162</td>
<td>3.092</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>2.981</td>
<td>3.162</td>
<td>3.092</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>3.561</td>
<td>3.601</td>
<td>3.500</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>3.760</td>
<td>3.766</td>
<td>3.676</td>
</tr>
<tr>
<td>$p = 3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>4.403</td>
<td>4.430</td>
<td>4.358</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>4.777</td>
<td>4.845</td>
<td>4.759</td>
</tr>
</tbody>
</table>
Table 1. Continued

\[
\begin{array}{cccccc}
\alpha = 0.01 &  &  &  &  &  \\
p = 2 & M.N.(\kappa = 0) & C.N.(\kappa = 1.78) &  &  &  \\
k & N & q_{B \cdot x^2} & q_{B \cdot F} & q^* & q_{B \cdot x^2} & q_{B \cdot F} & q^* \\
10 & 3.736 & 3.856 & 3.819 & 3.475 & 3.605 & 3.673 \\
10 & 4.081 & 4.143 & 4.087 & 4.081 & 4.143 & 4.053 \\
6 & 20 & 3.955 & 3.969 & 3.923 & 3.955 & 3.969 & 3.919 \\
p = 3 &  &  &  &  &  \\
10 & 3.736 & 3.856 & 3.819 & 3.475 & 3.605 & 3.673 \\
10 & 4.081 & 4.143 & 4.087 & 4.081 & 4.143 & 4.053 \\
6 & 20 & 3.955 & 3.969 & 3.923 & 3.955 & 3.969 & 3.919 \\
p = 3 &  &  &  &  &  \\
10 & 3.736 & 3.856 & 3.819 & 3.475 & 3.605 & 3.673 \\
10 & 4.081 & 4.143 & 4.087 & 4.081 & 4.143 & 4.053 \\
6 & 20 & 3.955 & 3.969 & 3.923 & 3.955 & 3.969 & 3.919 \\
\end{array}
\]
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