
FRACTIONAL AND OTHER DERIVATIVES IN UNIVALENT
FUNCTION THEORY

H.M.SRIVASTAVA

Abstract

A considerably large variety of linear operators (such as the
familiar operators of fractional derivatives, the Ruscheweyh
derivative, the S\check{a}l\check{a}gean derivative, and so on) can be found
to have been applied rather frequently in the theory of analytic
and univalent functions. The main purpose of this lecture is to
present several instances of usefulness of some of the
aforementioned derivative operators in univalent function
theory.

1. Introduction and Definitions

Let  A(p, k) denote the class of functions  f normalized by

 f(z)=z^{p}+ \sum_{n=k}^{\infty}a_{n}z^{n}(p<k;p, k\in \mathbb{N}:=\{1,2,3, 
\ldots\})_{*} (1.1)
which are analytic in the open unit disk

 \mathcal{U}:=\mathcal{U}(1) ,

where, for latter convenience,

 \mathcal{U}(r):= {  z:z\in \mathbb{C} and  |z|<r(r>0) }. (1.2)

(See, for details, [8], [11], and [33].) Also let

 A(p):=A(p,p+1) ,  A:=A(1)\} and  A_{k}:=A(1, k+1) . (1.3)
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Let A (p, k) denote the class of functions f normalized by 
00 

f (z) = zP＋区aご (p<k;p,kEN:={1,2,3,... }), (1.1) 
n=k 

which are analytic in the open unit disk 

U:=U(l), 

where, for latter convenience, 

U (r) : = { z : z E <C and I z I < r (r > 0)}. (1. 2) 

(See, for details, [8], [ll], and [33].) Also let 

A(p):=A(p,p+l), A:=A(l), and Ak:=A(l,k+l). (1.3) 
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For analytic functions  f and  g given by

 f.(z)= \sum_{n=0}^{\infty}a_{n}z^{n} and  g(z)= \sum_{n=0}^{\infty}b_{n}z^{n} , (1.4)

we denote by  f*g the Hadamard product (or convolution) of  f and  g , defined
(as usual) by

 (f*g)(z):= \sum_{n=0}^{\infty}a_{n}b_{n}z^{n}=:(g*f)(z) . (1.5)

For  \alpha_{j}\in \mathbb{C}(j=1, \ldots, l) and

 \beta_{j}\in \mathbb{C}\backslash \mathbb{Z}_{0}^{-}  (j=1, \ldots, m;\mathbb{Z}_{0}^{-}:=\{0, -1, -2, \ldots \}) ,

the generalized hypergeometric function

 \iota^{F_{m}(\alpha_{1}},  \ldots,  \alpha_{l} ;  \beta_{1},  \ldots,  \beta_{m};z )

(with  l numerator and  m de.nominator parameters) is defined here by the
 i_{I}ffinite series:

 \iota^{F_{m}(\alpha_{1}},  \ldots,  \alpha_{l} ;  \beta_{1},  \ldots,  \beta_{m};z )

 := \sum_{n=0}^{\infty}\frac{(\alpha_{1})_{n}.\cdot.\cdot.\cdot(\alpha_{l})_{n}}
{(\beta_{1})_{n}(\beta_{m})_{n}}\frac{z^{n}}{n!} (1.6)

 (l\leqq m+1;l, m\in \mathbb{N}_{0}:=\mathbb{N}\cup\{0\} ; z\in \mathcal{U}) ,

where  (\lambda)_{n} is the Pochhammer symbol defined, in terms of the familiar Gamma
functions, by

 ( \lambda)_{n}:=\frac{\Gamma(\lambda+n)}{\Gamma(\lambda)}=\{
1  (n=0)
 \lambda(\lambda+1)\cdots(\lambda+n-1)  (n\in \mathbb{N}) .

(1.7)

Corresponding to a function

 h_{p}(\alpha_{1}, \ldots, \alpha_{l}; \beta_{1}, \ldots, \beta_{m};z)
 :=z^{p}\iota^{F_{m}(\alpha_{1}},  \ldots,  \alpha_{l} ;  \beta_{1},  \ldots,  \beta_{m};z), (1.8)

we first consider here a linear operator

 H_{p}(\alpha_{1}, \ldots, \alpha_{l}; \beta_{1}, \ldots, \beta_{m}) :  A(p)arrow A(p) ,
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For analytic functions f and g given by 
oo oo 

f (z)＝区％Zn and g(z) = Lい尺 (1.4) 
n=O n=O 

we denote by f * g the Hadamard product (or convolution) off and g, defined 
(as usual) by 

00 

(J*g)(z)：＝ど叫ご＝： （g*f)(z). 
n=O 

For°'} E (C (j = 1,...,l) and 

/3j E (C ¥ Z0 (j = 1,..., m; Z0 := {O, -1, -2,... }), 
the generalized hypergeometric function 

l几 (a1,...,aじ凡，．..'/3厨 z)

(1.5) 

(with l numerator and m denominator parameters) is defined here by the 
iI出niteseries: 

心 (a1,...,a1;/3ぃ...'/3m;z) 

：＝文 (a山・・・(al)n：： 
n=0 (/3山・・• (/3』nn! 

(l ~ m + l; l, m E N。:=NU{O}; z EU), 

(1.6) 

where（入）nis the Pochhammer symbol defined, in terms of the familiar Gamma 
functions, by 

（心：＝r(入＋n）{1(n=  0) 
r （入） ＝入（入＋ 1）・..（入＋n-l) (n EN). 

Corresponding to a function 

加(a1,...,aじ凡，．．．，f3m;z) 

:= zPl几（a1,...,az；凡，．..,f3m;z),

we first consider here a linear operator 

凡(a1,．．．，al；凡，．．．，!3m): A (p)→ A(p)' 

(1. 7) 

(1.8) 



which is defined by the Hadamard product (or convolution) (see, for details,
Dziok and Srivastava [9, p. 3 et seq.]  ) :

 H_{p}^{(l,m)}(\alpha_{1}, \ldots, \alpha_{l};\beta_{1}, \ldots, \beta_{m})f(z)
 :=h_{p}(\alpha_{1}, \ldots, \alpha_{l}; \beta_{1}, \ldots, \beta_{m};z)*f(z) . (1.9)

Thus, for a function  f of the form (1.1), it is easily observed that

 H_{p}^{(l,m)}(\alpha_{1}, \ldots, \alpha_{l}; \beta_{1}, \ldots, \beta_{m})f(z) (1.10)

 =z^{p}+ \sum_{n=k}^{\infty}\Gamma_{n}a_{n}z^{n} ,

where, for convenience,

  \Gamma_{n}:=\frac{(\alpha_{1})_{n-p}\cdots(.\alpha_{l}.)_{n-p}}{(n-p)
!(\beta_{1})_{n-p}\cdot(\beta_{m})_{n-p}} . (1.11)

Furthermore, after some calculations, we find from the definition (1.9) that

 \alpha_{1}H_{p}^{(l,m)}(\alpha_{1}+1, \alpha_{2}, \ldots, \alpha_{l}; \beta_{1}
, \ldots, \beta_{m})f(z)

 =z \frac{d}{dz}\{H_{p}^{(l,m)}(\alpha_{1}, \ldots, \alpha_{l}; \beta_{1}, 
\ldots, \beta_{m})f(z)\} (1.12)

 +(\alpha_{1}-p)H_{p}^{(l,m)}(\alpha_{1}, \ldots, \alpha_{l}; \beta_{1}, \ldots,
\beta_{m})f(z) .

The linear (convolution) operator

 H_{p}^{(l,m)}(\alpha_{1}, \ldots, \alpha_{l}; \beta_{1}, \ldots, \beta_{m})
includes, as its special cases, various other linear operators which were
considered in many earlier works on the subject of analytic and univalent
functions. Some of these special cases are being presented here.

I. The linear operator  \mathcal{F}(\alpha, \beta, \gamma) :

 F(\alpha, \beta, \gamma)f(z)=H_{1}^{(2,1)}(\alpha, \beta;\gamma)f(z) , (1.13)

which was considered by Hohlov [12].

II. The linear operator  \mathcal{L}(\alpha, \gamma) :

 \mathcal{L}(\alpha, \gamma)f(z)=H_{1}^{(2,1)}(\alpha, 1;\gamma)f(z)=\mathcal{F}
(\alpha, 1;\gamma)f(z) , (1.14)

which was considered by Carlson and Shaffer [5].
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00 
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n=k 
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a1H四!,m)(a1 + 1, a2,..., a1;凡，． ..'(3』f(z) 
d = Z-｛H(l,m) 
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I. The linear operator F (a, (J, 1) : 

F (a, (J, "f) f (z) = H~2'1) (a, (J; "f) f (z), 

which was considered by Hohlov [12]. 

(1.13) 

II. The linear operator C (a,'Y): 
(2,1) 

C (a, "f) f (z) = Ht''1 (a, 1;'Y) f (z) = :F (a, 1;'Y) f (z), (1.14) 

which was considered by Carlson and Shaffer [5]. 



III. The Ruscheweyh derivative operator  \mathfrak{D}^{\lambda}:Aarrow A. ’ defined  b.y the Hadamard
product (or convolution) (cf. [23]):

  \mathfrak{D}^{\lambda}f(z):=\frac{z}{(1-z)^{\lambda+1}}*f(z)=H_{1}^{(2,1)}
(\lambda+1,1;1)f(z) (1.15)

 (\lambda\geqq-1;f\in A) ,

which readily implies that

  \mathfrak{D}^{n}f(z)=\frac{z(z^{n-1}f(z))^{(n)}}{n!}=H_{1}^{(2,1)}(n+1,1;1)
f(z) (1.16)

 (n\in \mathbb{N}_{0;}f\in A) .

IV. The generalized Bernardi‐Libera‐Livingston linear integral operator
 J_{\nu} :  Aarrow A , defined by (cf. [4], [16], and [17])

 J_{\nu}f(z):= \frac{\nu+1}{z^{\nu}}\int_{0}^{z}t^{\nu-1}f(t)dt=H_{1}^{(2,1)}
(\nu+1,1;\iota/+2)f(z) (1.17)

 (\nu>-1;f\in A) .

V. The Srivastava‐Owa fractional derivative operator  \Omega^{\lambda} :  Aarrow A , defined by
(cf.,  e.g.,  [31] ; see also [28], [29], and [30])

 \Omega^{\lambda}f(z):=\Gamma(2-\lambda)z^{\lambda}D_{z}^{\lambda}f(z)=H_{1}
^{(2,1)}(2,1;2-\lambda)f(z)
 =\mathcal{L}(2,2-\lambda)f(z) (1.18)
 (\lambda\not\in \mathbb{N}\backslash \{1\} ; f\in A) ,

where  D_{z}^{\lambda}f(z) denotes the fractional derivative of  f(z) of order  \lambda , which is
defined as follows (see, for example, [18] and [32].).

Definition 1. The fractional integral of order  \lambda is defined, for a function  f ,
by

  D_{z}^{-\lambda}f(z):= \frac{1}{\Gamma(\lambda)}\int_{0}^{z}\frac{f(\zeta)}{(z
-\zeta)^{1-\lambda}}d\zeta  (\lambda<0) , (1.19)

where  f(z) is an analytic function in a simply‐connected region of the complex
 z‐plane containing the origin  (z=0) , and the multiplicity of  (z-\zeta)^{\lambda-1} is
removed by requiring  \log(z-\zeta) to be real when  z-\zeta>0 .
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III. The Ruscheweyh derivative operatorか： A →A, defined bythe Hadamard 
product (or convolution) (cf [23]): 

がf(z) := ~ * f (z) = H厨（入＋1,1; 1) f (z) (1.15) (1-z)入＋1

（入こー1;f EA), 
which readily implies that 

Z (zn-l f (z)/n) 
か f(z) = ~ = Hf1l (n + 1, 1; 1) f (z) (1.16) 

n! 
(n、EN。;fEA). 

IV. The generalized Bernardi-Libera-Livingston linear integral operator 
$ :A →A, defined by (cf [4], [16], and [17]) 

U + 1 Z 
勾 (z):= ~ 1z tツー1f (t) dt = H厨 (v+ 1, 1; v + 2) f (z) 

゜
(1.17) 

(v > -1; f E A). 

V. The Srivastava-Owa fractional derivative operator炉： A →A, defined by 
(cf贔， e.g.,[31]; see also [28], [29], and [30]) 

Q入f(z):=r(2 —入）分Dz入f(z) = H?'1l (2, 1; 2 —入） f(z) 
=.C (2, 2 —入） f(z) (1.18) 

（入,f.N ¥ {1}; f EA), 

where D; f (z) denotes the fractional derivative of f (z) of order入， whichis 
defined as follows (see, for example, [18] and [32]). 

Definition 1. The fractional integral of order入isdefined, for a function f, 
by 

1 z f (＜） 
D力 (z)：＝ J 必（入 <0),r （入） o (z -(）し入 (1.19) 

where f (z) is an analytic function in a simply-connected region of the complex 
z-plane containing the origin (z = 0), and the multiplicity of (z -() 入ー1is 
removed by requiring log (z -() to be real when z -(> 0. 



Definition 2. The fractional derivative of order  \lambda is defined, for a
function  f , by

  D_{z}^{\lambda}f(z):= \frac{1}{\Gamma(1-\lambda)}\frac{d}{dz}\int_{0}^{z}\frac
{f(\zeta)}{(z-\zeta)^{\lambda}}d\zeta  (0\leqq\lambda<1) , (1.20)

where  f is constrained, and the multiplicity of  (z-\zeta)^{-\lambda} is removed, as in
Definition 1 above.

Definition 3. Under the hypotheses of Definition 2, the fractional
derivative of order   n+\lambda is defined, for a function  f , by

 D_{z}^{n+\lambda}f(z):= \frac{d^{n}}{dz^{n}}D_{z}^{\lambda}f(z)  (0\leqq\lambda<1;n\in \mathbb{N}_{0}) . (1.21)

Yet another useful derivative operator, which we shall require in our
presentation here, is the  S\check{a}l\check{a}gean derivative operator  D^{n} of order  n , which is
defined by (cf. [25])

 D^{0}f(z):=f(z)  (z\in \mathcal{U};f\in A) , (1.22)

 D^{1}f(z)=Df(z):=zf'(z)  (z\in \mathcal{U};f\in A) , (1.23)
and (in general)

 D^{n}f(z):=D(D^{n-1}f(z))  (z\in \mathcal{U};n\in N;f\in A) . (1.24)

2. Applications Involving Subclasses of Analytic
and Multivalent Functions

Various applications of several special cases of the convolution operator [cf.
Equation (1.9)  ] :

 H_{p}^{(l,m)}(\alpha_{1}, \ldots, \alpha_{l}; \beta_{1}, \ldots, \beta_{m})
in the study of many interesting subclasses of the class  A(p, k) , introduced in
Section 1, can be found to be scattered throughout the literature on Geometric
Function Theory. The recent works of (among others) Saitoh [24], Owa  et

al. [19], Chen et al. [7], Fukui et al. [10], Li et al. [15], and Srivastava
et al. (cf.,  e.g.,  [28],  [29],  [30] , aid [31]) may be cited in this connection. In
particular, motivated essentially by the work of Kim and Srivastava [14], Dziok
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and Srivastava [9] introduced and studied systematically a class  \mathcal{V}_{k}^{p}(l, m;A, B)
of functions  f of the form [cf. Equation (1.1)]:

 f(z)=z^{p}- \sum_{n=k}^{\infty}a_{n}z^{n} (2.1)

 (p<k;p, k\in N;a_{n}\geqq 0;n=k, k+1, k+2, \ldots))
which also satisN the following condition:

 H_{p}^{(l,m)}(\alpha_{1}+1, \alpha_{2}, \ldots, \alpha_{l};\beta_{1}, \ldots, 
\beta_{m})f(z)
 \alpha_{1}  +p-\alpha_{1}

 H_{p}^{(l,m)}(\alpha_{1}, \ldots, \alpha_{l};\beta_{1}, \ldots, \beta_{m})f(z)

  \prec p\frac{1+Az}{1+Bz}  (-B\leqq A<B;0\leqq B\leqq-1) (2.2)

in terms of subordination between analytic functions.
From among many interesting properties and characteristics of the general

class  \mathcal{V}_{k}^{p}(l, m;A, B) , we choose to recall here the following results (see, for
details, [9]  ) .

Theorem 1. A function  f of the form (2.1) belongs to the class  \mathcal{V}_{k}^{p}(l, m;A, B)
if and only if

  \sum_{n=k}^{\infty}C_{n}a_{n}\leqq M (2.3)

 (C_{n}:=\{(B+1)n-(A+1)p\}\Gamma_{n};M:=(B-A)p) ,

where  \Gamma_{n} is defined by (1.11).

Theorem 2. Let a function  f of the form (2.1) belong to the class  \mathcal{V}_{k}^{p}(l, m;A, B) .
If the sequence  \{C_{n}\} is nondecreasing, then

 r^{p}- \frac{M}{C_{k}}\leqq|f(z)|\leqq r^{p}+\frac{M}{C_{k}}r^{k}  (r:=|z|;z\in \mathcal{U}) (2.4)

Furthermore, if the sequence   \{\frac{c_{n}}{n}\} is nondecreasing, then

 pr^{p-1}- \frac{kM}{C_{k}}r^{k-1}\leqq|f'(z)|\leqq\frac{kM}{C_{k}}r^{k-1}  (r:=|z|;z\in \mathcal{U})) (2.5)

where  C_{n} and  M are defined with (2.3). Each of these results is sharp, with
the extremal function  f_{k} given by

 f_{k}(z)=z^{p}- \frac{M}{C_{k}}z^{k}  (z\in \mathcal{U}) . (2.6)
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Theorem 1. A function f of the form (2.1) belongs to the class Vf (l, m; A, B) 

if and only if 
00 

Len an~ M (2.3) 

n=k 

(Cn := {(B + l)n-(A+ l)p}に M:=(B-A)p),

where几 isdefined by (1.11). 

Theorem 2. Let a function f of the form (2.1) belong to the class Vf (l, m; A, B). 

If the sequence { Cn} is nondecreasing, then 

M M 
戸—―く If(z)I ~げ十一rk (r := lzl; z EU) (2.4) 
ck = ",--11 = ・ ・ ck 

厨 hermore,if the sequence｛庄｝ isnondecreasing, then 

KM KM 
prp-l -~rk-l ~ If'(z)I ~ ~rk-l (r :=にI; z E U), (2.5) 

ck. = IJ,-ii= ck 

where Cn and M are defined with (2.3). Each of these results is sharp, with 

the extremal function f k given by 

丘（z)=ザー已竺 (zEU). (2.6) 



Theorem 3. Let  C_{n} and  M be defined with (2.3) and let us put

 f_{k-1}(z)=z^{p} and  f_{n}(z)=z^{p}- \frac{M}{C_{n}}z^{n}(n=k, k+1, k+2, \ldots) . (2.7)

Then a function  f belongs to the class  \mathcal{V}_{k}^{p}(l, m;A, B) if and only if it is of the
form:

 f(z)= \sum_{n=k-1}^{\infty}\gamma_{n}f_{n}(z)  (z\in \mathcal{U}) , (2.8)

where

  \sum_{n=k-1}^{\infty}\gamma_{n}=1  (\gamma_{n}\geqq 0;n=k-1, k, k+1, \ldots) . (2.9)

Theorem 4. The radii of starlikeness and convexity for the class  \mathcal{V}_{k}^{p}(l, m;A, B)
are given by

  \inf_{n\geqq k}(\frac{p}{n}\frac{C_{n}}{M})^{1/(n-p)} and   \inf_{n\geqq k}(\frac{p^{2}}{n^{2}}\frac{C_{n}}{M})^{1/(n-p)} ,

respectively, where  C_{n} and  M are defined with (2.3). The result is sharp.

3. Univalence Criteria Involving Ruscheweyh
and  S\check{a}l\check{a}geanDerivatives

Making use of some known results due to Pommerenke [21] involving the
Löwner chain:

  L(z, t)=A_{1}(t)z+A_{2}(t)z^{2}+A_{3}(t)z^{3}+\cdots  (A_{1}(t)\neq 0) (3.1)

and the Löwner differential equation:

  \frac{\partial L(z,t)}{\partial t}=z\frac{\partial L(z,t)}{\partial z}\phi(z, 
t) , (3.2)

where  \phi(z, t) is a function regular in  \mathcal{U} for each  t\in[0, \infty) such that

 \Re(\phi(z, t))>0(z\in \mathcal{U};0\leqq t<\infty) ,

Kanas and Srivastava [13] gave several criteria for univalence involving the
Ruscheweyh derivative operator  \mathfrak{D}^{\lambda} defined by (1.15) and the  S\check{a}l\check{a}gean
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Theorem 3. Let Cn and M be defined with (2.3) and let us put 

M 
fk-l (z) = zP and fn (z) = zP -—Zn (n=k,k+l,k+2,...). (2.7) 

Cn 

Then a function f belongs to the class Vf (l, m; A, B) if and only if it is of the 

fomむ
00 

f (z) =ど刀 fn(z) (zEU), (2.8) 
n=k-l 

where 
00 

区 In= l (,n ~ O; n = k -l, k, k + l,...). (2.9) 

n=k-l 

Theorem 4. The radii of starlikeness and convexity for the class Vf: (l, m; A, B) 

are given by 

悶t(~覧） l/(n-p) and lif（且信）1/(n-p),
respectively, where Cn and M are defined with (2.3). The result is sharp. 

3. U nivalence Criteria Involving Ruscheweyh 

and Salagean Derivatives 

Making use of some known results due to Pommerenke [21] involving the 

Lowner chain: 

L (z, t) = A1 (t) z + A2 (t)召＋A3(t)召＋・・・ (A1 (t) #-0) (3.1) 

and the Lowner differential equation: 

8L (z, t).. 8L (z, t) 
=z at か

¢(z,t), (3.2) 

whereの(z,t) is a function regular in U for each t E [O, oo) such that 

沢(¢(z,t))>O (zEU; O~t<oo), 

Kanas and Srivastava [13] gave several criteria for univalence involving the 

Ruscheweyh derivative operator'.D入definedby (1.15) and the Salagean 



derivative operator  D^{n} defined by (1.22), (1.23), and (1.24). Some of these
univalence criteria are presented here in Theorem 5 and Theorem 6 below.

Theorem 5. Let  \alpha be a complex number such that  |\alpha|.\leqq 1(\alpha\neq-1) , and
suppose that  f\in A. If each of the inequalities:

 | \frac{f'(z)}{[\mathfrak{D}^{n}f(z)]},  - \frac{1}{1+\alpha}|\leqq\frac{1}{|1+\alpha|} (3.3)

and

 ||z|^{2}((1+ \alpha)\frac{f'(z)}{[\mathfrak{D}^{n}f(z)]'}-1)+(1-|z|^{2})
(\frac{z[\mathfrak{D}^{n}f(z)]"}{[\mathfrak{D}^{n}f(z)]},)|\leqq 1 (3.4)

holds true for  z\in \mathcal{U} , then the function  f is univalent in  \mathcal{U} .

Theorem 6. Let  \alpha be a complex number such that  |\alpha|\leqq 1(\alpha\neq-1) , and
suppose that  f\in A. If each of the inequalities:

 | \frac{f'(z)}{[D^{n}f(z)]'}-\frac{1}{1+\alpha}|\leqq\frac{1}{|1+\alpha|} (3.5)

and

 ||z|^{2}((1+ \alpha)\frac{f'(z)}{[D^{n}f(z)]},  -1)+(1-|z|^{2})( \frac{z[D^{n}f(z)]"}{[D^{n}f(z)]},)|\leqq 1 (3.6)

holds true for  z\in \mathcal{U} , then the function  f is univalent in  \mathcal{U} .

Each of these results (Theorem 5 and Theorem 6) would  SimPli\mathfrak{h}
considerably when we set  n=1 (cf. Kanas and Srivastava [13, p. 268,
Corollary 2.2]). Furthermore, in view of the relationships exhibited by (1.16)
and (1.22), a familiar univalence criterion due to Lars Valerian Ahlfors (1907‐
1996) [1] follows immediately from Theorem 5 as well as Theorem 6 in their
special case when  n=0 .

4. Analytic Function Classes Using the  S\check{a}l\check{a}gean Derivative

For a function  f\in A_{k} given by (1.1) with (of course)  p=1 and  k replaced
by  k+1 , it follows from the definition in (1.22), (1.23), and (1.24) that

 D^{n}f(z)=z+ \sum_{j=k+1}^{\infty}j^{n}a_{j}z^{j}  (n\in \mathbb{N}_{0}) . (4.1)
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derivative operator vn defined by (1.22), (1.23), and (1.24). Some of these 
univalence criteria are presented here in Theorem 5 and Theorem 6 below. 

Theorem 5. Let a be a complex number such that Jal ;; 1 (aヂー1),and 
suppose that f E A. If each of the inequalities: 

J'(z) 1 I,,,.. 1 
- ＜ 

[1:>ザ(z)]'l+al= Jl+ai 
(3.3) 

and 

lzl2((1+a)~ —1) + (1-lzり（二〗：［）~ 1 (3.4) 
holds true for z E U, then the function f is univalent in U. 

Theorem 6. Let a be a complex number such that lal ~ 1 (a i= -1), and 
suppose that f E A. If each of the inequalities: 

f'(z) 1 I,,,, 1 
--=----1 < 

［炉f(z)]'l+al= ll+al 
(3.5) 

and 

lz ド ((l+a) ゆり贔— 1) 十（1- 国） （鸞〗z]］『)~ 1 (3.6) 
holds true for z E U, then the function f is univalent in U. 

Each of these results (Theorem 5 and Theorem 6) would simplify 
considerably when we set n = 1 (cf Kanas and Srivastava [13, p. 268, 
Corollary 2.2]). Furthermore, in view of the relationships exhibited by (1.16) 
and (1.22), a familiar univalence criterion due to Lars Valerian Ahlfors (1907-
1996) [1} follows immediately from Theorem 5 as well as Theorem 6 in their 
special case when n = 0. 

4. Analytic Function Classes Using the Salagean Derivative 

For a function f E Ak given by (1.1) with (of course) p = 1 and k replaced 
by k + 1, it follows from the definition in (1.22), (1.23), and (1.24) that 

00 

が f(z) = z十区 j％戸 （n E No). (4.1) 
j=k+l 



With the help of the  S\check{a}l\check{a}gean derivative operator  D^{n} , we say that a function
 f\in A_{k} is in the class  A_{n,k}^{\lambda}(\alpha, \beta, \gamma) if and only if

 | \frac{F_{n,\lambda}(z)-1}{\gamma F_{n,\gamma}(z)+1-(1+\gamma)\alpha}|<\beta (4.2)

 (z\in \mathcal{U};n\in \mathbb{N}_{0};0\leqq\lambda\leqq 1;0\leqq\alpha<1;
0<\beta\leqq 1;0\leqq\gamma\leqq 1) ,

where, for convenience,

 F_{n,\lambda}(z):= \frac{(1-\lambda)z[D^{n}f(z)]'+\lambda z[D^{n+1}f(z)]'}{(1-
\lambda)D^{n}f(z)+\lambda D^{n+1}f(z)}=:\frac{\phi_{n,\lambda}(z)}{\psi_{n,
\lambda}(z)} .

Let  \mathcal{T}_{k} denote the subclass of  A_{k} consisting of functions of the form [cf.
Equation (2.1)  ] :

 f(z)=z- \sum_{j=k+1}^{\infty}a_{j}z^{j} (4.3)

 (a_{j}\geqq 0;j=k+1, k+2, k+3, \ldots ; k\in N)

and define the class  \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma) by

 \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma)=A_{n,k}^{\lambda}(\alpha, 
\beta, \gamma)\cap \mathcal{T}_{k} .

We note that, by specializing the parameters  k,  \lambda,  \alpha,  \beta,  \gamma , and  n , we can
obtain the following subclasses studied by various authors.

(i)  \mathcal{T}_{0,k}^{\lambda}(\alpha, 1,1)=P(k, \lambda, \alpha) (Altinta§ [2])
(ii)  \mathcal{T}_{0,1}^{0}(\alpha, 1,1)=\mathcal{T}^{*}(\alpha) and  \mathcal{T}_{0,1}^{1}(\alpha, 1,1)=\mathcal{T}_{1,1}^{0}(\alpha, 1,1)=C(\alpha)

(Silverman [27])
(iii)  \mathcal{T}_{0k}^{0}(\alpha, 1,1)=\mathcal{T}_{\alpha}(k) and  \mathcal{T}_{0,k}^{1}(\alpha, 1,1)=T_{1,k}^{0}(\alpha, 1,1)=C_{\alpha}(k)

(  Chatterj' ea[6] and Srivastava et al. [34])
(iv)  \mathcal{T}_{nk}^{\lambda}(\alpha, 1,1)=P(k, \lambda, \alpha, n) (Aouf and Srivastava [3]),

where  7^{\supset}'(k, \lambda, \alpha, n) represents the class of functions  f\in A_{k} which satisfy the
inequality [3, p. 763, Equation (1.5)]:

  \Re(\frac{(1-\lambda)z[D^{n}f(z)]'+\lambda z[D^{n+1}f(z)]'}{(1-\lambda)D^{n}
f(z)+\lambda D^{n+1}f(z)})\backslash >\alpha
 (z\in \mathcal{U};n\in \mathbb{N}_{0;}0\leqq\lambda\leqq 1;0\leqq\alpha<1) .

For the general analytic function class  \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma) defined by (4.4), we now
present several coefficient (and distortion) inequalities and many other basic
properties (and characteristics), which were proven recently by Srivastava  et

al. [35].
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With the help of the Siiliigean derivative operator応 wesay that a function 
f E Ak is in the class Aふ(a,/3，'Y)if and only if 

Fn，入（z）-1 

ザ;,,'I(z) + 1 -(1 + 1) a < /3 （4.2) 

(z EU; n EN。;0~ 入~ l; 0 ~ a < l; 0 </3~ l; 0 ~'Y ~ 1), 

where, for convenience, 

Fn，入（z):= 
（1 -入） Z[Vn f (z)]'＋入z[1)n+lj(z)]'.<pn，入（z)

＝： 
（1 -入）1)ザ（z)+入炉＋lf (z) 匹，入(z)・

Let 7,, denote the subclass of Ak consisting of functions of the form [ cf 
Equation (2.1)]: 

00 

f (z) = z —区 a戸
J=k+l 

(aj ~ O; j = k + 1, k + 2, k + 3,... ; k EN) 

and define the class T,,ふ(a,(3，'Y)by 
砧 (a,(3,'Y)= A訂(a,(3,1)nTK・

(4.3) 

We note that, by specializing the parameters k,入， a,(3,'Y,and n, we can 
obtain the following subclasses studied by various authors. 
(i)芍 (a,l,l)=P(k，入，a) (Altint硲 [2])
(ii)訊 (a,1, 1) = T* (a) and砧 (a,1,1)＝冗 (a,1,1)=C(a) 
(Silverman [27]) 
(iii)冗位(a,1,1)=7;。(k)and砧 (a,1,1)＝芍(a,1, 1) = Ca (k) 
(Chatterjea [6] and Srivastava et al. [34]) 
(iv) T,,ふ(a,l,l)=P(k，入，a,n) (Aouf and Srivastava [3]), 
where P (k,入，a,n) represents the class of functions f E Ak which satisfy the 
inequality [3, p. 763, Equation (1.5)]: 

沢（（l-入）z［ザf(z)］＇＋入 z［か＋1f(z)］＇‘ 
(1 —入）炉f(z) ＋枷＋1f(z))>a 

(z EU; n E叫；〇；；；；入；；；； l;0；；；； a< 1). 

For the general analytic function class T,,ふ(a,(3，1)defined by (4.4), we now 
present several coefficient (and distortion) inequalities and many other basic 
properties (and characteristics), which were proven recently by Srivastava et 
al. [35]. 



Theorem 7. Let the function  f be defined by (4.3). Then  f\in \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma) if
and only if

  \sum_{j=k+1}^{\infty}j^{n}(1-\lambda+\lambda j)\{(j-1)(1+\beta\gamma)+\beta(1+
\gamma)(1-\alpha)\}a_{j}
 \leqq\beta(1+\gamma)(1-\alpha) . (4.4)

The result is sharp, the extremal function being given by

 f(z)=z- \frac{\beta(1+\gamma)(1-\alpha)}{j^{n}(1-\lambda+\lambda j)\{(j-1)(1+
\beta\gamma)+\beta(1+\gamma)(1-\alpha)\}}z^{j} (4.5)

 (j\geqq k+1;k\in \mathbb{N}) .

Corollary 1. Let the function  f defined by (4.3) be in the class  \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma) .
Then

 a_{j} \leqq\frac{\beta(1+\gamma)(1-\alpha)}{j^{n}(1-\lambda+\lambda j)\{(j-1)(1
+\beta\gamma)+\beta(1+\gamma)(1-\alpha)\}} (4.6)

 (j\geqq k+1;k\in \mathbb{N}) .

The equality in (4.6) is attained for the function  f given by (4.5).

Remark 1. Since

 1-\lambda+\lambda j\leqq 1-\mu+\mu j  (j\geqq k+1;k\in \mathbb{N};0\leqq\lambda\leqq\mu\leqq 1) ,

we have the inclusion property:

 \mathcal{T}_{n,k}^{\mu}(\alpha, \beta, \gamma)\subseteq \mathcal{T}_{n,k}
^{\lambda}(\alpha, \beta, \gamma)  (0\leqq\lambda\leqq\mu\leqq 1) . (4.7)

Furthermore, for  0\leqq\alpha_{1}\leqq a_{2}<1 , it is easily verified that

  \frac{(j-1)(1+\beta\gamma)+\beta(1+\gamma)(1-\alpha_{1})}{1-\alpha_{1}}
\leqq\frac{(j-1)(1+\beta\gamma)+\beta(1+\gamma)(1-\alpha_{2})}{1-\alpha_{2}} ,

so that, with the aid of Theorem 7, we obtain the inclusion property:

 \mathcal{T}_{n,k}^{\lambda}(\alpha_{2}, \beta, \gamma)\subseteq \mathcal{T}_{n,
k}^{\lambda}(\alpha, \beta, \gamma)  (0\leqq\alpha_{1}\leqq\alpha_{2}<1) . (4.8)

Theorem 8. For each  n\in \mathbb{N}_{0} ,

 \mathcal{T}_{n+1,k}^{\lambda}(\alpha, \beta, \gamma)\subset \mathcal{T}_{n,k}^{
\lambda}(\xi, \beta, \gamma) , (4.9)
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Theorem 7. Let the function f be defined by (4.3). Then f ET,ふ(a,{3, ry) if 
and only if 

00 

区『 (1 —入＋入j){(j -1) (1 +(3'Y) +(3（1 +'Y) (1-a)}aJ 
J=k+l 

こ(3(l+'Y)(l-a). (4.4) 

The result is sharp, the extremal function being given by 

J(z)=z-
/3(1+'Y)(l-a) 

zJ 
jn (1 —入＋入j){(j -1) (1 +(3'Y) +(3（l+'Y)(l-a)} 

(4.5) 

(j・~ k + l; k EN). 

Corollary 1. Let the function f defined by (4.3) be in the class T,ふ(a,(3，'Y).
Then 

aj ~ 
[3（1+1)(1-a) 

jn (1 —入＋入j) { (j -1) (1 + /3,) +[3 （1+1)(1-a)} 

(j ~ k + 1; k E N). 

The equality in (4.6) is attained for the function f given by (4.5). 

Remark 1. Since 

l —入＋入j ~ 1-μ + μj (j・~ k + 1; k E N; 0 ~入~ μ ~ 1)) 

we have the inclusion property: 

(4.6) 

Tnり'(a,(3，'Y)こ;~\(a,(3, 'Y) (0 ~入~ μ ~ 1). (4. 7) 

Furthermore, for O ~ a1 ~ a2 < 1, it is easily verified that 

(j -1) (1 +(3'Y) +(3（1+,y)(l-a1),,.. (j-1)(1+(3'Y) +(3（l+,y)(l-a2) 

l -a1 
： 1 -0:2 

） 

so that, with the aid of Theorem 7, we obtain the inclusion property: 

7,,¥ (a2,(3，"!) <:;;; 7,,¥ (a,(3，"!) (0 ~ Oo1 ~ °'2 < 1). (4.8) 

Theorem 8. For each n E N。,
Tれ入＋l,k(a, (3,,) C 7,ぶ（も(3,,), (4.9) 



where

  \xi:=\frac{(1+\beta\gamma)(k+\alpha)+\beta(1+\gamma)(1-\alpha)}{(1+
\beta\gamma)(k+1)+\beta(1+\gamma)(1-\alpha)} . (4.10)

The result is sharp, the extremal function being given by

 f(z)=z- \frac{\beta(1+\gamma)(1-\alpha)}{(k+1)^{n}(1+\lambda k)\{(1+
\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}}z^{k+1} . (4.11)

Remark 2. Since  \xi>\alpha , it follows from Remark 1 that

 \mathcal{T}_{n,k}^{\lambda}(\xi, \beta, \gamma)\subset \mathcal{T}_{n,k}
^{\lambda}(\alpha, \beta, \gamma)  (n\in N_{0})
and hence that

 \mathcal{T}_{n+1,k}^{\lambda}(\alpha, \beta, \gamma)\subset \mathcal{T}_{n,k}^{
\lambda}(\xi, \beta, \gamma)\subset \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, 
\gamma)  (n\in \mathbb{N}_{0}) ,

where  \xi is defined by (4.10).

Theorem 9. Let  0\leqq\alpha_{j}<1(j=1,2) and  0<\beta_{j}\leqq 1(j=1,2) . Then

 \mathcal{T}_{n,k}^{\lambda}(\alpha_{1}, \beta_{1},1)=\mathcal{T}_{n,k}
^{\lambda}(\alpha_{2}, \beta_{2},1)  (n\in N_{0}) (4.12)

if and only if

  \frac{\beta_{1}(1-\alpha_{1})}{1+\beta_{1}}=\frac{\beta_{2}(1-\alpha_{2})}{1+
\beta_{2}} . (4.13)

In particular, if  0\leqq\alpha<1 and  0<\beta\leqq 1 , then

  \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, 1)=\mathcal{T}_{n,k}^{\lambda}
(\frac{1-\beta+2\alpha\beta}{1+\beta},  1,1)=P(k,  \lambda,   \frac{1-\beta+2\alpha\beta}{1+\beta},  n) (4.14)

 (n\in \mathbb{N}_{0}) .

Theorem 10. Let  0\leqq\alpha<1,0<\beta_{j}\leqq 1 , and  0\leqq\gamma_{j}\leqq 1(j=1,2) . Then

 \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta_{1}, \gamma_{1})=\mathcal{T}_{n,k}
^{\lambda}(\alpha, \beta_{2}, \gamma_{2})  (n\in \mathbb{N}_{0}) (4.15)

if and only if

  \frac{\beta_{1}(1+\gamma_{1})}{1-\beta_{1}}=\frac{\beta_{2}(1+\gamma_{2})}{1-
\beta_{2}} .

In particular, if  0<\beta\leqq 1 and  0\leqq\gamma\leqq 1 , then

 \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma)=\mathcal{T}_{n,k}^{\lambda}(
\alpha,   \frac{\beta(1+\gamma)}{2-\beta+\beta\gamma},  1)  (n\in \mathbb{N}_{0}) . (4.16)
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where 

~ := 
(1 +(3"t)(k+a)+(3（1+1)(1-a) 

(1 +(31)(k+l)+(3（l +1) （1 -a). 
(4.10) 

The result is sharp, the extremal function being given by 

f(z)=z-
(3（1 +1) （1 -a) K+1 

(k+lf(l＋入k){(l+(3"t) k +(3（1+1)(1-a)} 
z"'+1. (4.11) 

Remark 2. Since (>a, it follows from Remark 1 that 

な（ふ(3,1)C 7,ふ(a,(3,1) (n EN。)
and hence that 

Tn入＋l,k(a,(3,1) C 7;,¥ ((,(3，1) C 7;,¥ (a,(3，1) (n EN。)，
where (is defined by (4.10). 

Theorem 9. Let O ~巧く 1 (j = 1, 2) and 0く (3J~ 1 (j = 1, 2). Then 

砧 (a1，凡，1）＝ Tぷ(a2，あ，1) (n E No) (4.12) 

if and only if 

(31 (1 -0:1) 

1+(31 

的(1-a2) 
1+(32. 

In particular, if O ~ a < 1 and O <(3~ 1, then 

T人(a,(3，1)＝な (1-［：(32a(3，1,1)＝ア(KA,1-］++(32a(3,n) 
(n EN。)．

(4.13) 

(4.14) 

Theorem 10. Let O ~a< 1, 0 </3j ~ 1, and O ~乃~ 1 (j = 1, 2). Then 

砧 (a,(3ぃ叫＝砧(a，的，叫 (n EN。) （4.15) 

if and only if 

凡(1+ "11) 的(1+'Yり
1-(31 1 -9 2.  

In particular, if O <(3~ 1 and O ~ 1 ~ l, then 

(3（1 +,) 応 (a,(3 ， 1) ＝砧 (a,~,l2 -(3 + (3~'1) 
(n EN。)， (4.16) 



Let  f(z) be defined by (4.3) and let

 g(z)=z- \sum_{j=k+1}^{\infty}b_{j}z^{j}
 (b_{j}\geqq 0;j=k+1, k+2, k+3, \ldots ; k\in \mathbb{N}) . (4.17)

Then the modified Hadamard product (or convolution) of  f(z) and  g(z) is
defined here by

 (f  \bullet g)(z):=z-\sum_{j=k+1}^{\infty}a_{j}b_{j}z^{j} (4.18)

 (a_{j}\geqq 0;b_{j}\geqq 0, j=k+1, k+2, k+3, \ldots ; k\in N) .

In terms of the modified Hadamard product (or convolution), by employing
the technique used earlier by Schild and Silverman [26], we have

Theorem 11. Let the function  f defined by (4.3) and the function  g defined by
(4.17) belong to the class  \mathcal{T}_{n,k}^{\lambda}(\eta, \beta, \gamma) . Then the modified Hadamard product
 f  \bullet  g defined by (4.18) belongs to the class  \mathcal{T}_{n,k}^{\lambda}(\eta, \beta, \gamma) , where

 (k+1)^{n}(1+\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}^{2}

  \eta:=\frac{-\beta(1+\gamma)(1-\alpha)^{2}\{(1+\beta\gamma)k+\beta(1+\gamma)\}
}{(k+1)^{n}(1+\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}^{2}-
\{\beta(1+\gamma)(1-\alpha)\}^{2}} .

(4.19)

The result is sharp, the extremal function being given by

 f(z)=g(z)

 =z- \frac{\beta(1+\gamma)(1-\alpha)}{(k+1)^{n}(1+\lambda k)\{(1+\beta\gamma)k+
\beta(1+\gamma)(1-\alpha)\}}z^{k+1}  (k\in \mathbb{N}) .

(4.20)

Theorem 12. If each of the functions  f and  g belongs to the same class
 T_{n,k}^{\lambda}(\alpha, \beta, \gamma) , then  (f \bullet g)(z) belongs to the class  \mathcal{T}_{n,k}^{\lambda}(\rho, 1,1) or, equivalently,
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Let f (z) be defined by (4.3) and let 
00 

g (z) = zーこ亨
j=K+1 

(bi~O; j=k+l,k+2,k+3,... ; kEN). (4.17) 

Then the modified Hadamard product (or convolution) off (z) and g (z) is 
defined here by 

(J • g) (z) := z -I: ajbjzj (4.18) 
J=k+l 

(aj ~ O; bj ~ O; j = k + l, k + 2, k + 3,... ; k EN). 

In terms of the modified Hadamard product (or convolution), by employing 
the technique used earlier by Schild and Silverman [26], we have 

Theorem 11. Let the function f defined by (4.3) and the function g defined by 
(4.17) belong to the class T,,ふ('f/,(3,'Y).Then the modified Hadamard product 
f • g defined by (4.18) belongs to the class T,,ふ(TJ,(3，'Y),where 

(K+ l)n(1 ＋入k){(l+(3'Y) k +(3（l+'Y)(l-a)}2 

-(3（l+'Y)(l-aげ{(1+(3'Y) k +(3（1 + "()} 
n :=(K + 1)n (1 ＋入k）｛（1 +(3r)K +(3（1十、y)（1 -a)｝2 -{(3（1 +/） （1 -a)｝2・

(4.19) 

The result is sharp, the extremal function being given by 

f(z)=g(z) 

(3（l+'Y)(l-a) 
=z-
(K+ l)n(1 ＋入k){(l+(3'Y) k +(3（1 +7) （l -a)｝ 

zk+1 (k EN). 

(4.20) 

Theorem 12. If each of the functions f and g belongs to the same class 
Tふ(a,(3，'Y),then (f • g) (z) belongs to the class ~ふ (p,1, 1) or, equivalently, 



 P(k, \lambda, n) , where

 (k+1)^{n}(1+\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}^{2}

  \rho:=\frac{-(k+1)\{\beta(1+\gamma)(1-\alpha)\}^{2}}{(k+1)^{n}(1+\lambda k)
\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}^{2}-\{\beta(1+\gamma)(1-\alpha)\}
^{2}} .

The result is the best possible for the functions  f(z) and  g(z) defined by (4.20).

Theorem 13. Let the function  f defined by (4.3) and the function  g defined
by (4.17) be in the same class  \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma) . Then the function  h(z) defined
 by

 h(z):=z- \sum_{j=k+1}^{\infty}(a_{j}^{2}+b_{j}^{2})z^{j} (4.21)

belongs to the class  \mathcal{T}_{n,k}^{\lambda}(\sigma, \beta, \gamma) , where

 (k+1)^{n}(1+\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}^{2}

  \sigma:=\frac{-2\beta(1+\gamma)(1-\alpha)^{2}\{(1+\beta\gamma)k+\beta(1+
\gamma)\}}{(k+1)^{n}(1+\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}^
{2}-2\{\beta(1+\gamma)(1-\alpha)\}^{2}} .

The result is sharp for the functions  f(z) and  g(z) defined by (4.20).

Theorem 14. Let the function  f defined by (4.3) be in the class  \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma) ,
and let  c be a real number such that  c>-1 . Then the function  F(z) defined
by [cf. Equation (1.17)]

 F(z):= \frac{c+1}{z^{c}}\int_{0}^{z}t^{c-1}f(t)dt  (c>-1;f\in A_{k}) (4.22)

belongs to the class  \mathcal{T}_{n,k}^{\lambda}(\kappa, \beta, \gamma) , where

  \kappa:=\frac{(1+\beta\gamma)\{k+(c+1)\alpha\}+\beta(1+\gamma)(1-\alpha)}{(1+
\beta\gamma)(k+c+1)+\beta(1+\gamma)(1-\alpha)} .

The result is sharp for the function  f(z) defined by (4.11).

Theorem 15. If  f\in \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma) , then the function  F(z) defined by (4.22)
belongs to the class  \mathcal{T}_{n,k}^{\lambda}(\mu, 1,1) or, equivalently, 72  (k, \lambda, \mu, n,) , where

  \mu:=\frac{(1+\beta\gamma)(c+k+1)-c\beta(1+\gamma)(1-\alpha)}{(1+\beta\gamma)
(c+k+1)+\beta(1+\gamma)(1-\alpha)} . (4.23)
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P (k, >., n), where 

(k + 1『(1十入k){(l+/3'r) k +/3（l+1)(1-a)}2 

-(k+l){/3（l+1)(1-a)}2 
p:= 
(k+lf(l＋入k){(l+/3'r) k +/3（l+1)(1-a)}2-{/3（l+1)(1-a)}2・

The result is the best possible for the functions f (z) and g (z) defined by (4.20). 

Theorem 13. Let the function f defined by (4.3) and the function g defined 
by (4.17) be in the same class T,ぶ(a,/3，'"Y). Then the function h (z) defined 
by 

00 

h(z):=z —こ（吋＋尻）が
J=k+l 

belongs to the class T,ふ((T,(3,'Y),where 
(k+lt(l＋入k){(l+(3'Y) k +(3（l+'Y)(l-a)}2 

-2(3（l+'Y)(l-a)2{(1+(3'Y) k +(3（1 + "()} 

(4.21) 

(T ：＝ 
(k+lt(l+入k){(l+(3'Y) k +(3（l+'Y)(l-a)}2-2{(3（l+'Y)(l-a)}2・

The result is sharp for the functions f (z) and g (z) defined by (4.20). 

Theorem 14. Let the function f defined by (4.3) be in the class T,ふ(a,(3，'Y)'
and let c be a real number such that c > -l. Then the function F (z) defined 
by [cf Equation (1.17)] 

C + 1 {z 
F (z)：＝牙［口(t)dt (c > -1; f E Aり (4.22) 

belongs to the class T,ふ("',(3，'Y),where 
(1 +(31){k+(c+l)a}+(3（1+1)(1-a) 

"':= 
(1 +(31)(k+c+l)+(3（1+1)(1-a) ・ 

The result is sharp for the function f (z) defined by (4.11). 

Theorem 15. If f ET,,ふ(a,(3, "t), then the function F (z) defined by (4.22) 
belongs to the class T,,ふ(μ,1, 1) or, equivalently, P (k,入，μ,n),where 

μ:= 
(1＋出）（c+k+l)-c(3（l+"f)(l-a) 
(1＋灼） （c+k+l)+(3（1 +'Y)(l-a)・ 

(4.23) 



The result is sharp, the extremal function  f(z) being given by (4.11).

Theorem 16. Let the function  F(z) given by

 F(z)=z- \sum_{j=k+1}^{\infty}d_{j}z^{j}  (d_{j}\geqq 0;j=k+1, k+2, k+3, \ldots ; k\in \mathbb{N}) (4.24)

be in the class  \mathcal{T}_{nk}^{\lambda}(\alpha, \beta, \gamma) , and let  c be a real number such that  c>-1 . Then
the function  f(z') defined by (4.22) is univalent in  |z|<R , where

 R:= \inf_{j\geqq k+1}(\frac{j^{n-1}(1-\lambda+\lambda j)\{(1+\beta\gamma)(j-1)+
\beta(1+\gamma)(1-\alpha)\}(c+1)}{\beta(1+\gamma)(1-\alpha)(c+j)})^{1/(j-1)}
(4.25)

The result is sharp, the extremal function being given by

 f(z)=z- \frac{\beta(1+\gamma)(1-\alpha)(c+j)}{j^{n}(1-\lambda+\lambda j)\{(1+
\beta\gamma)(j-1)+\beta(1+\gamma)(1-\alpha)\}(c+1)}z^{j}
(4.26)

 (j\geqq k+1;k\in \mathbb{N}) .

Each of the following distortion inequalities (Theorem 17, Theorem 18,
Corollary 2, and Corollary 3) involves the fractional calculus operators which
we introduced in Section 1 by means of Definitions 1, 2, and 3.

Theorem 17. Let the function  f defined by (4.3) be in the class  \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma) .
Then

 |D_{z}^{-\mu}(D^{i}f(z))| \geqq\frac{r^{1+\mu}}{\Gamma(2+\mu)}
.  (1- \frac{\beta(1+\gamma)(1-\alpha)\Gamma(k+2)\Gamma(2+\mu)}{(k+1)^{n-:}(1+
\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}\Gamma(k+2+\mu)}r^{k})

(4.27)

 (|z|=r<1;\mu>0;i\in\{0,1, \ldots, n\})

166

The result is sharp, the extremal function f (z) being given by (4.11). 

Theorem 16. Let the function F (z) given by 
00 

F (z) = z ーと亨 (dj~O;j=k+l,k+2,k+3,... ; kEN) (4.24) 
J=k+l 

be in the class 7,ふ(a,f3,1), and let c be a real number such that c > -1. Then 
the function f (z) defined by (4.22) is univalent in JzJ < R, where 

R:＝畠（jn-1(1 —入＋入］）｛（1 + /31) (j -1) + /3 (1 + 1) (1 -a)} (c + 1) ¥ l/(j-I) 

9 (1 + 7) （1 -a) （c +。） • 
(4.25) 

The result is sharp, the extremal function being given by 

f3 (1 + 1) (1 -a) (c + j) 
f (z) = z -

jn (1 —入＋入j){ (1 + /3"() (j -1) + /3 (1 + "() (1 -a)} (C + 1) 
zJ 

(4.26) 

(j ~ k + 1; k E N). 

Each of the following distortion inequalities (Theorem 17, Theorem 18, 

Corollary 2, and Corollary 3) involves the fractional calculus operators which 

we introduced in Section 1 by means of Definitions 1, 2, and 3. 

Theorem 17. Let the function f defined by (4.3) be in the class ~ふ (a,(3 ， 'Y).
Then 

ID;μ (Vif (z)) I ~ 
rl+μ 

=「（2+μ) 

(1 (3（1十ア）（1-a）r(K+2)「（2+μ) rk 

・ 一 (K+ 1)n-＇（l十入k)｛（l +(37) K +(3（1 +T) （1 -a)｝r(K +2 + μ)） 
(4.27) 

(lzl = r < 1; μ > O; i E {O, 1,..., n}) 



and

 |D_{z}^{-\mu}(D^{i}f(z))| \leqq\frac{r^{1+\mu}}{\Gamma(2+\mu)}
.  (1+ \frac{\beta(1+\gamma)(1-\alpha)\Gamma(k+2)\Gamma(2+\mu)}{(k+1)^{n-i}(1+
\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}\Gamma(k+2+\mu)}r^{k})

(4.28)

 (|z|=r<1;\mu>0;i\in\{0,1, \ldots, n\}) .

Each of the assertions (4.27) and (4.28) is sharp, the extremal function being
given by

 D^{i}f(z)=z- \frac{\beta(1+\gamma)(1-\alpha)}{(k+1)^{n-1}\{(1+\beta\gamma)k+
\beta(1+\gamma)(1-\alpha)\}(1+\lambda k)}z^{k+1} .

(4.29)

By setting  i=0 in Theorem 17, we obtain

Corollary 2. Let the function  f defined by (4.3) be in the class  \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma) .
Then

 |D_{z}^{-\mu}f(z)| \geqq\frac{r^{1+\mu}}{\Gamma(2+\mu)}
.  (1- \frac{\beta(1+\gamma)(1-\alpha)\Gamma(k+2)\Gamma(2+\mu)}{(k+1)^{n}(1+
\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}\Gamma(k+2+\mu)}r^{k})

(4.30)
 (|z|=r<1;\mu>0)

and

 |D_{z}^{-\mu}f(z)| \leqq\frac{r^{1+\mu}}{\Gamma(2+\mu)}
.  (1+ \frac{\beta(1+\gamma)(1-\alpha)\Gamma(k+2)\Gamma(2+\mu)}{(k+1)^{n}(1+
\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}\Gamma(k+2+\mu)}r^{k})

(4.31)
 (|z|=r<1;\mu>0) .
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and 

ID;μ（かf（z)）|＜ 
r1+μ 

= r(2+μ) 

. (1 + (3（l +T) （1 -a)r(K+2)r(2+μ) rk 

(K+ l)n-＇（1十入k)｛（1+(3T)K+(3（1 +T) （l -a)｝r(K+2+μ) ） 
(4.28) 

(lzl = r < 1; μ > O; i E {O, 1,..., n}). 

Each of the assertions (4.27) and (4.28) is sharp, the extremal function being 
given by 

D'f (z) = z -
(3（l+'Y)(l-a) 

(k + 1r-1 {(1 +(3'Y) k +(3（l+'Y)(l-a)}(l十入k)

By setting i = 0 in Theorem 17, we obtain 

z K+1 

(4.29) 

Corollary 2. Let the function f defined by (4.3) be in the class T,ふ(a,(3，'Y).
Then 

rl+μ 
ID;μJ (z)I ~ r (2 + μ) 
(1(3（1 +1) （1 -aw(K+2)r(2+μ) 

•— (K + 1)n (1 ＋入k）｛（1 +(31) K +(3（1 +1) （l -a)｝r(K+2 +μ)rk) 
(4.30) 

(lzl = r < I; μ > 0) 
and 

ID刀 (z)|< 
rl+μ 

= r (2 + μ) 
. (1 + (3（1 +1) （1-aw(K+2W(2+μ) 
(K+ 1『(1十入k)｛(1 +(31)K+(3（1 +1) （1 -a)｝r(K+2+μ)rk) 

(4.31) 

(lzl = r < l; μ > 0). 



The estimates in (4.30) and (4.31) are sharp, the extremal function being given
by (4.29) with  i=0 , that is,  by

 f(z)=z- \frac{\beta(1+\gamma)(1-\alpha)}{(k+1)^{n-1}\{(1+\beta\gamma)k+\beta(1+
\gamma)(1-\alpha)\}(1+\lambda k)}z^{k+1} . (4.32)

Theorem 18. Let the function  f defined by (4.3) be in the class  \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma) .
Then

 |D_{z}^{\mu}(D^{i}f(z))| \geqq\frac{r^{1+\mu}}{\Gamma(2+\mu)}
.  (1- \frac{\beta(1+\gamma)(1-\alpha)\Gamma(k+2)\Gamma(2+\mu)}{(k+1)^{n-i}(1+
\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}\Gamma(k+2+\mu)}r^{k})

(4.33)

 (|z|=r<1;0\leqq\mu<1;i\in\{0,1, \ldots, n-1\})
and

 |D_{z}^{\mu}(D^{i}f(z))| \leqq\frac{r^{1+\mu}}{\Gamma(2+\mu)}
.  (1+ \frac{\beta(1+\gamma)(1-\alpha)\Gamma(k+2)\Gamma(2+\mu)}{(k+1)^{n-i}(1+
\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}\Gamma(k+2+\mu)}r^{k})

(4.34)

 (|z|=r<1;0\leqq\mu<1;i\in\{0,1, \ldots , n-1\})

Each of the assertions (4.33) and (4.34) is sharp, the extremal function being
given by (4.29).

By letting  i=0 in Theorem 18, we have

Corollary 3. Let the function  f defined by (4.3) be in the class  \mathcal{T}_{n,k}^{\lambda}(\alpha, \beta, \gamma) .
Then

 |D_{z}^{\mu}f(z)| \geqq\frac{r^{1-\mu}}{\Gamma(2-\mu)}
.  (1- \frac{\beta(1+\gamma)(1-\alpha)\Gamma(k+2)\Gamma(2-\mu)}{(k+1)^{n}(1+
\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}\Gamma(k+2-\mu)}r^{k})

(4.35)

 (|z|=r<1;0\leqq\mu<1)
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The estimates in (4.30) and (4.31) are sharp, the extremal function being given 
by (4.29) with i = 0, that is, by 

j(z)=z-
(3 (l +'Y) (1 -a) 

(k + 1r-1 {(1 +(3'Y) k + (3 (l +'Y) (1 -a)} (1＋入k)
z k+l . (4.32) 

Theorem 18. Let the function f defined by (4.3) be in the class ~ふ (a,{3,"f).
Then 

ID~ （町 (z))I~
rl+μ 

= r (2 + μ) 
(1 9(1十 rk
・ 一 (K+ 1)n-1 (1 ＋入K)｛（1 ＋約）K＋9(l十ァ）（1-a）｝r(K + 2 +μ)） 

(4.33) 

(!zl = r < 1; 0 ~ μ < 1; i E {O, 1,...,n-1}) 
and 

ID~ （かJ(z))I ~ 
r1+μ 

= r(2+μ) 

・ (1 + rk 
(K+ 1)n-t(1 ＋入K)｛（1+約） rk)

(4.34) 

(jzj = r < 1; 0 ~ μ < 1; i E {O, 1,...,n -1}) 

Each of the assertions (4.33) and (4.34) is sharp, the extremal function being 
given by (4.29). 

By letting i = 0 in Theorem 18, we have 

Corollary 3. Let the function f defined by (4.3) be in the class T,ふ(a,(3，'Y).
Then 

rl-μ 
|D[f(z)| ＞ = r(2-μ) 

• ―(K + 1『(1十入k)｛（1 +(3い）K＋(3（1+T) （1 -a)｝r(K + 2 -μ)rk) 
(1(3（1+7) （1 -a)r(K+2)r(2 -μ) 

(4.35) 

(lzl = r < 1; 0 ;£ μ < 1) 



and

 |D_{z}^{\mu}f(z)| \leqq\frac{r^{1-\mu}}{\Gamma(2-\mu)}
.  (1+ \frac{\beta(1+\gamma)(1-\alpha)\Gamma(k+2)\Gamma(2-\mu)}{(k+1)^{n}(1+
\lambda k)\{(1+\beta\gamma)k+\beta(1+\gamma)(1-\alpha)\}\Gamma(k+2-\mu)}r^{k})

(4.36)

 (|z|=r<1;0\leqq\mu<1) .

The estimates in (4.35) and (4.36) are sharp, the extremal function being given
by (4.32).

Remark 3. Many of the results of this section can suitably be extended
to hold true for such generalized fractional calculus operators as those with
the Gauss hypergeometric function kernel, which were considered earlier by
Srivastava et al. [36] (see also [3], [22], and [32]).
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