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p36 lines 6 and 7, p38 line -8, p41 lines 6 and 7,
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Preface

Reliability is one of the most important properties of networks, which has been studied as a subject in combinatorial optimizations for many years. This thesis treats two kinds of problems that are related to network reliability: the multiway partition problem (MPP) considers to estimate the reliability of a given network, and the survivable network design problem (SNPD) tries to construct reliable networks at low costs.

A family of nonempty, pairwise-disjoint subsets of a set $V$ whose union is $V$ is called $k$-partition of $V$. Given a system $(V, T, f, k)$, where $V$ is a finite set, $T \subseteq V$, $f : 2^V \rightarrow \mathbb{R}$ is a submodular function and $k$ is an integer, the general MPP asks to find a $k$-partition $\mathcal{P} = \{V_1, V_2, \ldots, V_k\}$ of $V$ satisfying $V_i \cap T \neq \emptyset$ for all $i$ that minimizes $f(V_1) + f(V_2) + \cdots + f(V_k)$.

As an application, the next network problem can be formulated as MPP. Suppose that we are given a network that consists of two kinds of nodes: terminals and nonterminals, and links between pairs of nodes. Terminals never fail, whereas nonterminals and links may fail independently. Given the failure rates, find a set of nonterminals and links with the maximum failure probability whose failure leaves the terminals with at least $k$ pairwise-disconnected groups. Besides this problem in network reliability analysis, MPP also appears in numerous applications such as VLSI design, parallel computing and others.

On the other hand, SNPD arises in designing reliable networks at low costs. Analogously, suppose that we are given a network with two kinds of nodes, terminals and nonterminals, and links between pairs of nodes. Nonterminals and links have nonnegative weights (e.g., the installation costs). Let us use “nonterminal/link” to denote a member in the set of nonterminals and links. Problem SNPD is: given integers $r_{st}$ (connectivity requirement) for each pair of terminals $s$ and $t$, find a minimum weight subnetwork in which there are at least $r_{st}$ nonterminal/link disjoint paths between (each pair of) terminals $s$ and $t$, where nonterminal/link disjointness means that no two of paths share a common nonterminal or link. Notice that, two terminals $s$ and $t$ are still connected after the failure of $r_{st} - 1$ nonterminal/links in a feasible solution. In the terminology of reliability, they are said to be able to “survive” the failure of at least $r_{st} - 1$ nonterminal/links. This is where the name of this problem came from. SNPD captures a generalization of many familiar problems such as shortest path, minimum spanning tree, Steiner tree (edge weighted or node weighted), minimum $k$ edge-connected spanning
subgraph. It has many applications in communication systems, transportation systems and others.

Unfortunately, both MPP and SNDP are NP-hard. Thus it is generally hard to obtain an optimal solution. So far, a lot of approaches, exact or approximate, have been developed. However, most of them are either inefficient or are designed for only restricted cases. Especially, they take no or little consideration on the existence of nonterminals. Before this work, little was known for our general formulations despite the practical importance.

In this thesis, we aim to design approximation algorithms that can find near-optimal solutions efficiently. The structure of the thesis goes as follows.

Chapter 1 provides an introduction with applications. After that, we present a unified framework for developing and analyzing approximation algorithms for MPP in Chapter 2 and 3. Chapter 4 treats SNDP, which is formulated (actually, generalized) by employing a requirement function. An efficient primal-dual method based approximation algorithm is proposed. Another approach for SNDP is given in Chapter 5, which utilizes approximation algorithms for “simpler” versions of SNDP. Finally in Chapter 6, we conclude the results obtained in this thesis. References and index are given at the end.

We are aware that many unknown facts remain in this exciting field. In particular, how far we can go is always a challenging question when considering approximation algorithms. It is deeply hoped that the new results obtained in this thesis would be helpful to stimulate future researches, as an old saying goes, “This is not an end, but a beginning.”

Kyoto, March 2002
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Chapter 1

Introduction

1.1 Notations and definitions

Let us start with graph.

A graph is a pair $G = (V, E)$ of a vertex set $V$ and an edge set $E$, where edges are two-elements subsets of $V$. We use $e = \{u, v\}$ to denote an edge $e$ with two endpoints $u, v \in V$. In general, we allow the existence of multiple edges, i.e. edges having the same endpoints. Thus the set $E$ of edges should be viewed as a set that allows multiple members. The notation $e = \{u, v\}$ is used without confusion. Graph is called network if vertices or edges, or both, have weights.

Let $G = (V, E)$ be a graph. A path $(s,t$-path) between two vertices $s$ and $t$ is a sequence $v_0 = s, e_1, v_1, \ldots, v_{i-1}, e_i, v_i, \ldots, e_j, v_j = t$, where $v_i$ (resp. $e_i$) are distinct vertices (resp. edges) such that $e_i = \{v_{i-1}, v_i\}$ holds for $i = 1, \ldots, j$. If there is a path between each pair of vertices, we say that graph $G$ is connected. Two vertex subsets $V_1, V_2 \subseteq V$ are said to be disconnected if there is no path between a vertex in $V_1$ and a vertex in $V_2$. A (connected) graph and a path in it are illustrated in Figure 1.1.

![Graph and path](image)

Path: $s, \{s, v_1\}, v_1, \{v_1, v_2\}, v_2, \{v_2, v_3\}, v_3, \{v_3, t\}, t$

Figure 1.1: A (connected) graph and a path $(s,t$-path).
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Graph \( G' = (V', E') \) is subgraph of \( G \) if \( V' \subseteq V \) and \( E' \subseteq E \cap 2^{V'} \) hold (recall that \( 2^{V'} \triangleq \{ S \mid S \subseteq V' \} \)). It is spanning if \( V' = V \). The subgraph of \( G \) induced by a vertex subset \( S \subseteq V \) is defined as \( G[S] \triangleq (S, E \cap 2^S) \). A connected component, or component in short, is a maximal connected subgraph of \( G \), i.e., a connected subgraph of \( G \) such that adding any vertex or edge not in it (but in \( G \)) violates the connectedness\(^1\). Obviously, a component must be an induced subgraph such that contains at least one vertex.

A tree is such a graph that there is a unique path between each pair of vertices (hence it is connected). A forest is a graph such that there is at most one path between each pair of vertices. It is clear that a forest is a collection of trees, where each tree forms a component. If a spanning subgraph of a graph is tree (resp. forest), we call it spanning tree (spanning forest). A spanning tree of the graph in Figure 1.1 is shown in Figure 1.2.

![Figure 1.2: A spanning tree of the graph in Figure 1.1.](image)

We need more notations. An optimization problem asks to minimize or maximize a function under given constraints. We consider minimization problem, which can be written as

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad x \in \Omega,
\end{align*}
\]

where \( f, x, f(x) \) and \( \Omega \) are called objective function, solution, objective value and feasible region (usually specified implicitly), respectively. A solution \( x \) is said to be feasible if \( x \in \Omega \); otherwise it is infeasible. A feasible solution \( x^* \) satisfying \( f(x^*) \leq f(x) \) for all \( x \in \Omega \) is called an optimal solution, and \( f(x^*) \) is called the optimal value or optimum. It is clear that the optimum is unique (if one exists), whereas optimal solutions may not be unique.

A combinatorial optimization problem (COP) is an optimization problem in which the feasible region has a combinatorial structure, typically defined by a subset of \( 2^V \) for a finite set \( V \). For instance, given a graph, the problem of finding a minimum subset of edges whose removal leaves the graph with \( k \) components (\( k \)-way cut problem), and the problem of finding a minimum spanning tree, are all COPs. Generalizing these two problems, this thesis considers

\(^1\)In general, we say that a set is maximal (resp. minimal) with respect to a property if it satisfies the property but none does its superset (resp. subset) with one more (resp. less) element.
two types of COPs: the multiway partition problem (MPP) and the survivable network design problem (SNPD). Precise formulations will be given in Sections 1.2 and 1.3, respectively.

The minimum spanning tree problem is well known, and can be solved efficiently. However, as will be seen later, MPP and SNPD are \( \text{NP-hard} \). \( \text{NP-hard} \) problems are strongly believed to have no polynomial time algorithms (see [GJ 79, Hoc 97]; this is the famous unsolved \( P \neq \text{NP} \) conjecture), where an algorithm is \( \text{polynomial time} \), or have \( \text{polynomial running time} \), if it can complete the computation in polynomial time of the input size. Thus it is reasonable to sacrifice optimality and settle for a “good" feasible solution that can be found efficiently (i.e., in polynomial time). While there are algorithmic tools for solving \( \text{NP-hard} \) problems exactly (which do not guarantee polynomial running time), polynomial time approximate methods, called \( \text{heuristics} \) (or \( \text{meta-heuristics} \)) and \( \text{approximation algorithms} \) are often used. In this thesis, we take the latter approach: approximation algorithm.

**Definition 1.1.** Let \( \mathcal{P} \) be a minimization problem for which each instance \( I \) has its optimum \( \text{opt}(I) \geq 0 \). A polynomial time algorithm \( A \) is said \( \rho \)-approximation algorithm for \( \mathcal{P} \) if it delivers a feasible solution of objective value at most \( \rho \cdot \text{opt}(I) \) for any instance \( I \) of \( \mathcal{P} \), where the value \( \rho \ (\geq 1) \), independent on \( I \), is called the performance guarantee.

By this definition, an approximation algorithm always has polynomial running time. Other terms for performance guarantee include \( \text{approximation factor} \), \( \text{approximation ratio} \), etc.

In considering COPs, the next definition contains important concepts. Let \( \mathbb{R} \) (resp. \( \mathbb{R}^+ \)) denote the set of real numbers (resp. set of nonnegative real numbers).

**Definition 1.2.** A set function \( f : 2^V \to \mathbb{R} \) is said

- **symmetric** if \( f(X) = f(V - X) \) holds for all \( X \subseteq V \);
- **monotone** (nondecreasing) if \( f(X) \leq f(Y) \) holds for all \( X \subseteq Y \subseteq V \);
- **submodular** (resp. **supermodular**) if \( f(X) + f(Y) \geq f(X \cap Y) + f(X \cup Y) \) (resp. \( f(X) + f(Y) \leq f(X \cap Y) + f(X \cup Y) \)) holds for all \( X, Y \subseteq V \);
- **weakly supermodular** if \( f(X) + f(Y) \leq \max\{f(X \cap Y) + f(X \cup Y), f(X - Y) + f(Y - X)\} \) holds for all \( X, Y \subseteq V \).

It is trivial to see the next properties.

**Proposition 1.1.** Let \( f, g : 2^V \to \mathbb{R} \) be two set functions.

1. Function \(-f\) is submodular if and only if \( f \) is supermodular.
2. Function \( f \) defined by \( \tilde{f}(S) \doteq f(V - S) \) for all \( S \subseteq V \) is submodular (resp. supermodular) if and only if so is \( f \).
3. If functions \( f \) and \( g \) are submodular (resp. supermodular), then function \( f + g \) defined by \( (f + g)(S) \triangleq f(S) + g(S) \) for all \( S \subseteq V \) is submodular (resp. supermodular). In particular, \( f + c \) is submodular (resp. supermodular) for any constant \( c \in \mathbb{R} \). \( \square \)

For further studies, we refer the readers to [DMM 97] for a recent comprehensive annotated bibliographies for combinatorial optimization. Among many good books in this field, there are two up-to-date textbooks [CCPS 98, KV 00] that cover many of the latest progresses, as well as fundamental and classical results. For classic books on NP-hard problems and computational complexity, see [GJ 79, Pap 94]. For exact-algorithm approaches for (NP-hard) COPs, see [Bel 57, JRT 95, Iba 87, LB 96]. For approximation algorithms (resp. heuristics), see [GGU 72, Joh 74, Hoc 97, KV 00] ([Ree 93, OL 96]). Submodular functions, their applications and related topics are found in [Fra 97, Fuj 91, Lov 83, Nar 97].

1.2 Multiway partition problem (MPP)

Let us first introduce the multiway partition problem (MPP).

1.2.1 Formulation and applications

**Problem 1.1 (MPP).** Given a system \((V, T, f, k)\), where \( V \) is a finite set, \( T \subseteq V \) called target set, \( f : 2^V \to \mathbb{R} \) is a submodular function and \( k \geq 1 \) is an integer, MPP is defined by

\[
\begin{align*}
\text{minimize} & & f(V_1) + f(V_2) + \cdots + f(V_k) \\
\text{subject to} & & V_1 \cup V_2 \cup \cdots \cup V_k = V, \quad (1.1) \\
& & V_i \cap V_j = \emptyset, \quad 1 \leq i \neq j \leq k, \quad (1.2) \\
& & V_i \cap T \neq \emptyset, \quad i = 1, 2, \ldots, k. \quad (1.3)
\end{align*}
\]

Without loss of generality we assume \(|T| \geq k\), since otherwise there is no feasible solution. We also assume that function \( f \) is given by an oracle which returns \( f(S) \) for a given \( S \subseteq V \).

A family \( \mathcal{P} = \{V_1, V_2, \ldots, V_k\} \) of nonempty, pairwise-disjoint subsets of \( V \) whose union is \( V \) is called \( k \)-partition of \( V \). If \( V \) is identified without confusion, we may say “\( k \)-partition” instead of “\( k \)-partition of \( V \)”. The weight of \( \mathcal{P} \) is \( f(\mathcal{P}) \triangleq f(V_1) + f(V_2) + \cdots + f(V_k) \). A \( k \)-partition that satisfies (1.3) (i.e., a feasible solution of MPP) is called target-split (of \( V \), with respect to \( T \)). Notice that, when \( T = V \), MPP reduces to the problem of finding a minimum weight \( k \)-partition of \( V \).

MPP has many practical applications. Let us see one in the following. Consider a connected communication network that consists of two types of elements: nodes and links between pairs of nodes. Due to the failures of links, a specified group of nodes (targets) can possibly be separated into pairwise-disconnected subgroups. Let \( V \) and \( T \subseteq V \) denote the
set of nodes and the set of targets, respectively. To estimate the reliability with respect to $T$, one may want to know the maximum probability of such failure of links that disconnect some $k$ targets from each other, $2 \leq k \leq |T|$. Such probability is called robustness index. It can be said that the smaller the robustness index, the more reliable the network.

Let us consider a formulation for finding the robustness index. Suppose that the failure rate (probability) of each link is known in advance, and links fail independently. The failure probability of a link subset $E'$ is then the product of failure rates of links in $E'$. As it is often convenient to use sum instead of product, we give each link $e$ of failure rate $p(e)$ a weight of $w(e) = -\ln p(e)$ (note $w(e) \geq 0$). The weight of a link subset $E'$ is given by

$$\sum_{e \in E'} w(e) = -\sum_{e \in E'} \ln p(e) = -\ln \left(\prod_{e \in E'} p(e)\right),$$

which is large if and only if the failure probability $\prod_{e \in E'} p(e)$ of $E'$ is small. Let vertices and edges represent nodes and links respectively. The problem of finding the robustness index for a $k$ is then formulated as the following problem.

**Problem 1.2 (Target split problem).** Given a graph $G = (V, E)$ with a target set $T \subseteq V$ and an edge weight function $w : E \to \mathbb{R}^+$, find a minimum weight subset of edges whose removal leaves $T$ with at least $k$ nonempty pairwise-disconnected subsets.

We call a subset of edges $k$-way cut if its removal leaves the graph with at least $k$ components. Obviously, a feasible solution of target split problem, called target-split cut, must be a $k$-way cut. Alternatively, target-split cut is a $k$-way cut whose removal leaves the graph with at least $k$ (may not be all) components that contain at least one target. An example of target-split cut for the graph in Figure 1.1 is illustrated in Figure 1.3.

![Figure 1.3: A target-split cut of the graph in Figure 1.1.](image)

Clearly, instead of the original definition of robust index, the weight of a minimum target-split cut can be used to estimate the reliability between targets: the larger the more robust.
Sometimes it is called as the robustness index (instead of the corresponding probability).

Before we give the MPP formulation for target split problem, let us see two special cases and their applications. One special case with $T = V$ (i.e., the problem of finding a minimum weight $k$-way cut) is called $k$-way cut problem. Two decades ago, Pulleyblank [Pul 82] (see [BG 97]) formulated it in connection with generating the cutting plane for solving the traveling salesman problem. After that, numerous applications of the $k$-way cut problem have been found, e.g., in network reliability analysis for which we have seen an example. See also [BG 97, Col 87, Cun 85, GH 88, Stoe 92, Tit 99].

We have another application of $k$-way cut problem. A family $DST$ of spanning trees is disjoint if no two of them share a common edge. The maximum number of disjoint spanning trees is considered as a measure of network invulnerability, see e.g., [Gus 83]. Let

$$\sigma(G) \triangleq \min_{k \geq 2} \min \left\{ \frac{|E'|}{k-1} \mid E' \text{ is a } k\text{-way cut of } G \right\}.$$ 

Let $DST$ denote a family of disjoint spanning trees. The next equality is due independently to Tutte [Tut 61] and Nash-Williams [NW 61] (see also [CCPS 98], Exercise 8.46).

$$\max\{|DST|\} = \lfloor \sigma(G) \rfloor.$$  

(1.4)

A natural generalization to edge-weighted graph was considered by Cunningham [Cun 85]. He introduced the strength for a graph $G$ with a nonnegative edge weight function $w$ as

$$\sigma(G, w) = \min_{k \geq 2} \min \left\{ \frac{\sum_{e \in E'} w(e)}{k-1} \mid E' \text{ is a } k\text{-way cut of } G \right\}.$$ 

(1.5)

Thus $\sigma(G) = \sigma(G, 1)$ holds. Obviously, $\sigma(G)$ (hence $\max\{|DST|\}$) and $\sigma(G, w)$ can be found by solving $k$-way cut problems for $k = 2, \ldots, n$, where $n$ is the number of vertices.

The $k$-way cut problem also has applications in parallel computing, in which one wants to assign $n$ computation tasks to $k$ processors. It is assumed that, some pairs of tasks must communicate during the computation, and communications take costs (e.g. network traffics). If such a pair of tasks are assigned to the same processor, then only a negligible cost will be incurred. On the other hand, if they are assigned to different processors, then a large communication cost is incurred. Let vertices denote computation tasks, and edges denote the need of communication between two tasks. The communication cost of two tasks, if assigned to different processors, is associated with the corresponding edge. We see that the problem of finding an assignment of tasks to processors that minimizes the communication cost is nothing but a $k$-way cut problem. See also [LKP 90, Ston 77].

Other applications of $k$-way cut problem include VLSI layout. In VLSI layout, a graph represents the connection diagram of a circuit, in which vertices and edges represent circuit modules and interconnections between pairs of modules, respectively. One wants to find a layout of the circuit into $k$ layers at the minimum layout cost. Similarly as the previous
1.2 Multiway partition problem (MPP)

processor assignment problem, if two modules, corresponding to the endpoints of an edge, is assigned to different layers, then a cross-layer cost occurs; otherwise (i.e., they are assigned to the same layer), only a small inner-layer cost occurs which can be omitted. Let each edge be given the cross-layer cost. It is then easy to see that the problem of finding a layout minimizing the layout cost can be formulated as \(k\)-way cut problem. See also [CO 96, Len 90].

Another special case of the target split problem asks to find a minimum weight \(k\)-way cut whose removal disconnects all \(k\) specified target vertices (i.e., \(|T| = k\)). It is often called the multiterminal cut problem. This problem also has applications in network reliability analysis and others, see [DJPSY 83]. Some other closely-related variants and applications of target split problem can be found in [Hu 69, Ston 77].

We now show that the target split problem can be formulated as MPP. For this, given a graph \(G = (V, E)\) with a target set \(T \subseteq V\) and a weight function \(w : E \to \mathbb{R}^+\), we denote the weight of an edge subset \(E' \subseteq E\) by

\[
w(E') = \sum_{e \in E'} w(e).
\]

Define a function \(w_{\text{ex}} : 2^V \to \mathbb{R}^+\) by

\[
w_{\text{ex}}(S) \triangleq \sum_{\emptyset \neq e \setminus S \neq e} w(e), \quad S \subseteq V,
\]

i.e., \(w_{\text{ex}}(S)\) is the weight of edges that have one but not all endpoints in \(S\). Function \(w_{\text{ex}}\) is called the cut function, which is submodular (see Proposition 1.4). Let us show that target split problem can be formulated as MPP with system \((V, T, w_{\text{ex}}, k)\), where the latter is called the \(k\)-target-split problem in graphs \((k\)-TPG\) in this thesis. For this, we consider a mapping from \(k\)-partition to \(k\)-way cut, where \(P = \{V_1, V_2, \ldots, V_k\}\) is mapped to \(E_P \triangleq \{\{u, v\} \in E \mid \exists i \neq j, u \in V_i, v \in V_j\}\). (In Figure 1.3, take \(P = \{V_1, V_2, V_3\}\), \(E_P\) is nothing but the target-split cut.) It then holds that

\[
w_{\text{ex}}(P) = \sum_{i=1}^k w_{\text{ex}}(V_i) = \sum_{i=1}^k \sum_{\emptyset \neq e \cap V_i \neq e} w(e) = \sum_{e} \sum_{i: \emptyset \neq e \cap V_i \neq e} w(e) = 2 \sum_{e \in E_P} w(e) = 2w(E_P).
\]

(Note that each edge has exactly two endpoints). Thus, from a feasible solution \(P\) of \(k\)-TPG, we can construct a feasible solution \(E_P\) of target split problem with half the weight. On the other hand, it is not difficult to see that a minimal target-split cut must be a \(k\)-way cut \(E_P\) for some \(k\)-partition \(P'\) of \(V\) that is feasible to \(k\)-TPG. Hence we conclude that the target split problem can be formulated as \(k\)-TPG, i.e., MPP with system \((V, T, w_{\text{ex}}, k)\).

In particular, the \(k\)-way cut problem can be formulated as MPP with system \((V, V, w_{\text{ex}}, k)\). We call the latter problem \(k\)-partition problem in graphs \((k\)-PPG\). We also denote the \(k\)-TPG
problem with \(|T| = k\) by \(k\)-MCP, since it is equivalent to the multiterminal cut problem. In
the following, we will not distinguish between \(k\)-way cut problem and \(k\)-PPG, nor between
multiterminal cut problem (resp. target split problem) and \(k\)-MCP (resp. \(k\)-TPG).

1.2.2 More applications

In the previous graph models of applications, there is only one kind of vertices. Sometimes
such models may be too simple to handle real networks. For instance, consider a computer
network such as the Internet. We know that computers are not connected simply by links.
Instead, they are connected by links and hubs\(^2\). While a link is incident to only two of
computer/hubs (i.e., two computers, or two hubs, or one computer and one hub), a hub
connects two or more computer/hubs by links. This is illustrated in Figure 1.4. This fact
suggests the necessity of new models that consist of two (or more) kinds of vertices.

![Computer Network Diagram](image)

Figure 1.4: A computer network, where computers are connected by links and hubs.

Possibly hubs may fail just as links. Again, suppose that the failure rate of each hub/link
is known in advance and they fail independently. Let terminals, nonterminals and edges
represent computers, hubs and links, respectively. Associate each nonterminal/edge of failure
rate \(p\) with weight \(-\ln p \geq 0\). We again obtain a graph (see Figure 1.5). However, it is different
from the previous model. There are two kinds of vertices: terminals and nonterminals, and
nonterminals have weights as well as edges.

For estimating the reliability, we want to determine a minimum weight set of nontermi-
nal/edges whose removal leaves the terminals with (at least) \(k\) pairwise-disconnected subsets.
Note that \(k\)-PPG (in general, \(k\)-TPG) is a special case with empty nonterminal set. We claim
that this generalized problem can also be formulated as MPP.

\(^2\)We use “hub” to denote a network element in connections between interested computers but other than
a link or an interested computer. It may or may not be a real hub as used in communication terminology.
Figure 1.5: The graph model for Figure 1.4, where nonterminals and edges have weights.

Let us first consider two formulations. The first is bipartite-graph based. Formally, we replace each edge \( e = \{s, t\} \) of weight \( w_e \) by two edges \( \{s, u_e\} \) and \( \{u_e, t\} \), introducing a new nonterminal \( u_e \) of weight \( w(e) \) (edges \( \{s, u_e\} \) and \( \{u_e, t\} \) are not given weights). Observe that, only nonterminals have weights and no two terminals are adjacent\(^3\) in the resulting graph. Next, we replace each edge \( e' = \{s', t'\} \) between two nonterminals \( s' \) and \( t' \) by two edges \( \{s', v_{e'}\} \) and \( \{v_{e'}, t'\} \), introducing a new terminal \( v_{e'} \). After the second replacement, the graph becomes bipartite, i.e., each edge has one endpoint of terminal and another endpoint of nonterminal. Notice that only nonterminals have weights. See Figure 1.6.

Figure 1.6: The bipartite graph for Figure 1.5, where only nonterminals have weights.

We now formulate the above problem by using the resulting bipartite graph.

**Problem 1.3 (Target split problem in hypergraphs of type 1).** Given a bipartite graph \( G \) with a terminal set \( V \), a nonterminal set \( U \), a target set \( T \subseteq V \), a set \( E \) of edges between \( V \) and \( U \) and a weight function \( w : U \rightarrow \mathbb{R}^+ \), find a minimum weight subset of nonterminals whose removal leaves \( T \) with at least \( k \) nonempty pairwise-disconnected subsets.

\(^3\)We allow the existence of edges between terminals in the input. It is not important by this replacement.
Let us use $G = (V, U, E)$ to denote the bipartite graph with terminal set $V$, nonterminal set $U$ and edge set $E$ between $V$ and $U$. Before we give another formulation which explains the name of Problem 1.3, let us introduce the notation of hypergraph.

Hypergraph is a generalization of graph. A hypergraph is a pair $H = (V, E)$ of a vertex set $V$ and a hyperedge set $E$, where hyperedges are nonempty subsets (of any cardinality) of $V$ (see Figure 1.7). The degree of a hyperedge is defined as its cardinality. A hyperedge $e = \{v_1, \ldots, v_k\}$ may also be treated as the set $\{v_1, \ldots, v_k\}$ of vertices, where each $v_i$ is called endpoint of $e$. Hence graphs are special hypergraphs, in which each hyperedge (i.e., edge) has degree 2. Again, we note that the set $E$ of hyperedges should be viewed as a set that allows multiple members, since we allow the existence of multiple hyperedges.

![Figure 1.7: Hypergraph and notations $\Gamma$ and $\delta$.](image)

We generalize notations for graph to hypergraph. Let $H = (V, E)$ be a hypergraph. A subgraph of $H$ is a hypergraph $H' = (V', E')$ that satisfies $V' \subseteq V$ and $E' \subseteq E \cap 2^{V'}$. The subgraph of $H$ induced by a vertex subset $S$ is defined as $H[S] \triangleq (S, E \cap 2^S)$. A path $(s,t$-path) between two vertices $s$ and $t$ is a sequence $v_0 = s, e_1, v_1, \ldots, v_{i-1}, e_i, v_i, \ldots, e_j, v_j = t$, where $v_i$ (resp. $e_i$) are distinct vertices (resp. hyperedges) such that $v_{i-1}, v_i \in e_i$ holds for $i = 1, \ldots, j$. If there is a path between any two vertices, we say that $H$ is connected. On the other hand, two vertex subsets $V_1$ and $V_2$ are disconnected if there is no path between a vertex in $V_1$ and a vertex in $V_2$.

We further introduce some notations. The set of neighbors of a vertex subset $S \subseteq V$ is

$$\Gamma(S) \triangleq \{v \in V - S \mid \exists e \in E, v \in e, e \cap S \neq \emptyset\}.$$  

The set of hyperedges incident to $S$ is defined as

$$\delta(S) \triangleq \{e \in E \mid \emptyset \neq e \cap S \neq e\},$$

which is called cut if $\emptyset \neq S \subseteq V$ holds. For a singleton set $\{v\}$, we use $\Gamma(v)$ and $\delta(v)$ instead of $\Gamma(\{v\})$ and $\delta(\{v\})$, respectively. The number of neighbors of vertex $v$ (i.e., $|\Gamma(v)|$) is called the degree of $v$. We illustrate the definitions in Figure 1.7.
Now the name of Problem 1.3 becomes clear, since we have an alternative description by hypergraph. More precisely, using the notation $\Gamma$ with respect to bipartite graph $G$, we leave terminals unchanged and replace each nonterminal $u$ and all edges incident to it by a hyperedge $e_u = \Gamma(u)$ of the same weight as $u$. Then we obtain a hypergraph $H = (V, \hat{E})$, where $\hat{E} = \{e_u = \Gamma(u) \mid u \in U\}$. This is illustrated in Figure 1.8.

![Hypergraph Model](image)

Figure 1.8: The hypergraph model for Figure 1.6, where hyperedges have weights.

With this interpretation, Problem 1.3 can be written as follows, where we use $E$ instead of $\hat{E}$ to denote the set of hyperedges for simplicity.

**Problem 1.4 (Target split problem in hypergraphs of type 1).** Given a hypergraph $H = (V, E)$ with a vertex set $V$, an hyperedge set $E$, a target set $T \subseteq V$ and a weight function $w : E \to \mathbb{R}^+$, find a minimum weight subset of hyperedges whose removal leaves $T$ with at least $k$ nonempty pairwise-disconnected subsets.

Similarly as before, we call a set of hyperedges $\text{k-way cut}$ if its removal leaves the hypergraph with at least $k$ components (i.e., maximal connected subgraphs). If there are at least $k$ (may not be all) components that contain at least one target, it is called target-split cut.

Now we are ready to show the promised claim that Problem 1.3 can be formulated as MPP. We use the equivalent formulation of Problem 1.4.

Suppose that we are given a hypergraph $H = (V, E)$ with a target set $T \subseteq V$ and a weight function $w : E \to \mathbb{R}^+$. Let $w(E') \triangleq \sum_{e \in E'} w(e)$ denote the weight of a hyperedge subset $E' \subseteq E$. Let a function $w_{in} : 2^V \to \mathbb{R}^+$ be defined by

$$w_{in}(S) \triangleq \sum_{e \in S} w(e) \quad S \subseteq V.$$

That is, $w_{in}(S)$ is the weight of hyperedges whose endpoints are all in $S$. Function $w_{in}$ is supermodular (see Proposition 1.4). Hence function $\frac{w(E)}{k} - w_{in}$ is submodular by Proposition 1.1. We claim that Problem 1.4 can be formulated as MPP with system $(V, T, \frac{w(E)}{k} - w_{in}, k)$. For
this, let $\mathcal{P} = \{V_1, V_2, \ldots, V_k\}$ be a $k$-partition of $V$. We see that the weight of $\mathcal{P}$ (with respect to function $\frac{w(E)}{k} - w_{in}$) is

$$
\sum_{i=1}^{k} \left( \frac{w(E)}{k} - w_{in}(V_i) \right) (V_i) = w(E) - \sum_{i=1}^{k} w_{in}(V_i) = w(E) - \sum_{i=1}^{k} \sum_{e \subseteq V_i} w(e)
$$

$$
= \sum_{e} \{ w(e) \mid \exists i \neq j, e \cap V_i \neq \emptyset \neq e \cap V_j \}. \tag{1.6}
$$

This is nothing but the weight of $k$-way cut $E_{\mathcal{P}} = \{ w(e) \mid \exists i \neq j, e \cap V_i \neq \emptyset \neq e \cap V_j \}$. On the other hand, given a $k$-way cut $E'$, there is a $k$-partition $\mathcal{P}'$ whose weight is no more than the weight of $E'$. Speaking precisely, $\mathcal{P}'$ consists of the vertex subsets of the components obtained by removing $E'$ (if there are more than $k$ components, simply bound some as one). Thus we obtain the next proposition.

**Proposition 1.2.** The target split problem in hypergraphs of type 1 (Problem 1.4) can be formulated as MPP with system $(V, T, \frac{w(E)}{k} - w_{in}, k)$.

In this thesis, we call it $k$-target-split problem in hypergraphs of type 1 ($k$-TPH-T1), and call the special case of $T = V$ $k$-partition problem in hypergraphs of type 1 ($k$-PPH-T1).

In practice, there are two other types of $k$-target-split problems in hypergraphs. We denote them by $k$-TPH-T2 (type 2) and $k$-TPH-T3 (type 3) respectively. They differ from $k$-TPH-T1 by the objective function. Let $\mathcal{P} = \{V_1, V_2, \ldots, V_k\}$ be a $k$-partition of $V$. In the objective function of $k$-TPH-T1, the weight of a hyperedge $e$ is counted only once if

$$
p_e \triangleq \left| \left\{ i \mid e \cap V_i \neq \emptyset \right\} \right| \geq 2;
$$

otherwise it is not counted. In $k$-TPH-T2 (resp., $k$-TPH-T3), the weight of $e$ is counted $p_e$ (resp., $p_e - 1$) times (if $p_e \geq 2$). Notice that, when restricted to graphs, these three types of problems ($k$-TPH-T1, $k$-TPH-T2 and $k$-TPH-T3) reduce to the same problem $k$-TPG. Even in hypergraphs, there is no difference between them if $k = 2$.

We claim that, $k$-TPH-T2 and $k$-TPH-T3 can also be formulated as MPP. For this, let a function (the cut function) $w_{ex} : 2^V \to \mathbb{R}^+$ be defined by

$$
w_{ex}(S) \triangleq \sum_{\emptyset \neq e \cap S \neq e} w(e), \quad S \subseteq V.
$$

(It was first introduced in considering $k$-TPG). It is not hard to see the next proposition.

**Proposition 1.3.** Problems $k$-TPH-T2 and $k$-TPH-T3 can be formulated as MPP with systems $(V, T, w_{ex}, k)$ and $(V, T, w_{ex} + w_{in} - \frac{w(E)}{k}, k)$, respectively.

(A proof for submodularity can be found in Proposition 1.4). We denote the cases of $T = V$ by $k$-PPH-T2 and $k$-PPH-T3, respectively (which generalize $k$-PPG).
1.2.3 Historical background

Let us give a brief review on the historical background of the studies on MPP. A survey on complexity results and (approximation) algorithms is left to the next chapter.

To our knowledge, the first MPP is $k$-PPH-T2. It was considered by Lawler as early as 1970s, even prior to Pulleyblank’s formulation [Pul 82] of $k$-PPG. Lawler [Law 62] first formulated a $k$-partition problem in hypergraphs using a monotone weight function on the vertex set. Later he [Law 73] gave the first precise definition of $k$-PPH-T2 (using the cut function). In the same article, several applications were suggested, which includes network analysis (where $k$-PPG was considered), information storage and retrieval, numerical taxonomy, and packaging of electronic circuits. However, at that time, he was unable to give good algorithms, which may be because the NP-hardness that was discovered later.

Several years later in 1983, Dalhaus, Johnson, Papadimitriou, Seymour and Yannakakis [DJPSY 83] considered $k$-MCP (in graphs). They showed the NP-hardness of $k$-MCP for any (fixed) $k \geq 3$. This result hence implies the NP-hardness of all the target-split versions of problems mentioned above.

The complexity of $k$-PPG was open for several years until Goldschmidt and Hochbaum [GH 88] showed that it is NP-hard even for unit edge weights. In the same article, they also showed that, however, it is solvable in polynomial time for any fixed $k$. This is quite different from $k$-MCP and $k$-TPG. Obviously, the NP-hardness of $k$-PPG implies the NP-hardness of all the problems mentioned above.

Problem $k$-TPH-T3 (including $k$-PPH-T3) is rather new. It arises from circuit partitioning in VLSI design. Circuit partitioning is a task of dividing a circuit into smaller components, with the objective to minimize the cost of connecting different components. It is known that, instead of graphs, hypergraphs are more natural representations of circuits in the layout process of VLSI design (see [Len 90]). For this, Chopra and Owen [CO 96, CO 99] considered the next problem. Given a hypergraph $H = (V, E)$ with a set $A \subseteq V$ and a weight function $w : E \rightarrow \mathbb{R}_+$, the $A$-partition problem on hypergraphs asks to find a $|A|$-partition $P = \{V_1, V_2, \ldots, V_{|A|}\}$ satisfying $|A \cap V_i| = 1$ for all $i$, and minimizing $\sum_{e \in E} n_e w(e)$, where $n_e$, called the cutsize of $e$ (see [Don 88]), is defined by

$$n_e \triangleq |\{i \mid e \cap V_i \neq \emptyset\}| - 1.$$

Clearly, this problem is a special case of $k$-TPH-T3, where $T = A$ and $k = |A|$ hold. It generalizes $k$-MCP, thus is NP-hard for any $k \geq 3$. Chopra and Owen considered several formulations with practical experiments, but approximation result was left open.

There is little literature on $k$-PPH-T1 and $k$-TPH-T1. Narayanan, Roy and Patkar [NRP 96] noticed a connection between $k$-PPH-T1 and $k$-PPG, which shows the NP-hardness
of k-PPH-T1. In the same article, they also considered to approximate it from a theoretical view of point, with no mention on applications. An application in VLSI layout was presented by Hadley [Had 95]. We have seen an application in network reliability analysis before.

1.3 Survivable network design problem (SNPD)

1.3.1 Formulation and applications

In the previous section, we have seen how to formulate the problem of estimating the reliability of given networks as MPP. The converse question is, what is the least cost network that provides enough reliability? Survivable network design problem (SNDP) considers such questions. Before we formulate it, more notations are needed.

Paths in a hypergraph are said hyperedge disjoint if no two of them share a common hyperedge. Let \( G = (V, U, E) \) be a bipartite graph, where \( U \) is the set of nonterminals. Paths in \( G \) (in the sense of hypergraph) are said nonterminal disjoint, or \( U \)-disjoint, if no two of them share a common nonterminal. Notice that they reduce to hyperedge disjoint paths in the corresponding hypergraph. This is illustrated in Figure 1.9.

![Figure 1.9: Hyperedge disjoint (s,t-) paths in a hypergraph and their corresponding nonterminal disjoint (s,t-) paths in the corresponding bipartite graph.](image)

We first give a definition of SNDP.

**Problem 1.5 (SNPD: hypergraph formulation).** Given a hypergraph \( H = (V, E) \) with a weight function \( w : E \rightarrow \mathbb{R}^+ \) and connectivity requirements \( r_{st} \) for each pair of distinct vertices \( s, t \in V \), find a minimum weight subset \( E^* \subseteq E \) such that there are at least \( r_{st} \) hyperedge disjoint paths between each pair of distinct vertices \( s \) and \( t \) in the subgraph \( H^* = (V, E^*) \) of \( H \).
Equivalently, we have an alternative description with the bipartite graph model.

**Problem 1.6 (SNDP: bipartite graph formulation).** Given a bipartite graph $G = (V, U, E)$ with a weight function $w : U \rightarrow \mathbb{R}^+$ and connectivity requirements $r_{st}$ for each pair of distinct terminals $s, t \in V$, find a minimum weight subset $U^* \subseteq U$ such that there are at least $r_{st}$ nonterminal disjoint paths between each pair of distinct terminals $s, t \in V$ in the subgraph $G^* = G[T \cup U^*]$ of $G$.

Let us see some applications. To avoid confusion, by “SNDP” we mean the general SNDP as formulated in Problem 1.5 (hypergraph model) or Problem 1.6 (bipartite graph model). On the other hand, by “SNDP in graphs” (SNDP-G), we refer the graph-restricted problem of SNDP formulated in Problem 1.5.

Some special cases of SNDP-G are well known, e.g., the *shortest path problem* (SPP). Given a graph with nonnegative edge weights (distances) and two vertices $s$ and $t$, SPP asks to find a minimum weight path between $s$ and $t$. It is easy to see that SPP can be formulated as SNDP-G with $r_{st} = 1$ (other requirements are zero). In fact, a minimal optimal solution (if all edges have positive weights, any optimal solution) of this SNDP-G must be a shortest $s,t$-path, and vice versa. We note that SPP can be solved by Dijkstra’s algorithm ([Dij 59]) in $O(m + n \log n)$ time ([FT 87]), where $n$ (resp., $m$) is the number of vertices (resp., edges).

Another example is the *minimum spanning tree problem* (MST). Given a graph with nonnegative edge weights, MST asks to find a minimum weight spanning tree. Problem MST can be formulated as SNDP-G with $r_{st} = 1$ for all pairs of vertices $s$ and $t$. It is known that MST can be solved in $O(m + n \log n)$ time ([FT 87]).

A variant of MST, the *Steiner tree problem* (STP), is however NP-hard. Given a graph

![Figure 1.10: Graph and Steiner tree.](image)

with nonnegative edge weights and a terminal set $T \subseteq V$, STP asks to find a minimum weight subset of edges that connects all vertices in $T$, where vertices in $V - T$ (called Steiner
vertices) can also be used. This is illustrated in Figure 1.10. Notice that a minimal solution must be a tree. Obviously, STP can also be formulated as SNDP-G, in which $r_{st} = 1$ holds for $s, t \in T$ (0 otherwise). Karp [Karp 72] has shown the NP-hardness of STP even for unit edge weights. This result hence implies the NP-hardness of SNDP-G and SNDP.

A special case of SNDP-G with connectivity requirements in the set of $\{0, 1\}$ generalizes STP. It is often called the generalized Steiner tree problem or Steiner forest problem (notice that a minimal solution must be a forest). In this thesis, we refer it as 0-1 SNDP-G.

Another important application is the minimum $k$ edge-connected spanning subgraph problem, where the connectivity requirements are $k$ for all pairs of distinct vertices. This problem is extensively studied in designing reliable networks. Not surprisingly, it is also NP-hard, even for $k = 2$ and graphs with unit edge weights (see, e.g., [Fer 98]).

Problem SNDP-G (with arbitrary connectivity requirements) is also called the generalized Steiner network problem. Notice that, each pair of vertices $s$ and $t$ are still connected after the removal of $r_{st} - 1$ edges in a feasible solution. In the words of network reliability, they are said to be able to “survive” the failure of at least $r_{uv} - 1$ edges. This is where the name (survivable network design) came from. For more about SNDP-G, we refer the readers to [GW 97, Wil 01].

1.3.2 More applications

We have seen some applications of SNDP-G. They are fundamental and important in both practice and theory combinatorial optimizations. However, as stated before, the graph model with only one kind of vertices may be too simple to fulfill the needs of applications. This motivated our study on hypergraph-based SNDP.

Let us first see an application, the multicasting in communication system. Consider a computer network that consists of computers, links and hubs (see Figure 1.4). A special computer (called the server) wants to send the same data to some other special computers (called clients). This is the case of Internet/intranet radio, TV, or other streaming broadcast systems. In the traditional method, called unicast, the server is required to send the data once per client. This is illustrated in Figure 1.11.

Since the same data is sent as many time as the number of clients, this method of unicast may result in large, unaffordable network traffics in total. In order to do it more efficiently, multicast is proposed recently. By multicasting, the server only needs to send the data once. It is the responsibility of hubs in the multicasting route to send (if needed, copy and send) the data to the next hub until it reaches the clients. This is also illustrated in Figure 1.11. It is clear that multicast is more efficient in reducing the network traffic. In fact, it is considered as one of the core technologies in networks of the next generation, see [KK 98].
From the viewpoint of efficiency, it is of our interest to find an optimal multicasting route. Obviously, this is a problem of finding a minimum subnetwork to connect given nodes in a network. We formulate it as the next *multicasting problem*.

**Problem 1.7 (Multicasting problem).** Given a graph $G = (V, E)$ with a server $s \in V$ and a set $T \subseteq V$ of clients, where other vertices and edges have nonnegative weights, find a minimum weight subgraph of $G$ that contains at least one $s,t$-path for each client $t \in T$.

In practice, the weight may represent transmission or switching time, or simply one if we are interested in minimizing the number of intermediate hub/links.

Now let us show that it can be formulated as SNDP. Similarly as before (see Subsection 1.2.2), by treating edges as nonterminals and inserting terminals between two adjacent nonterminals, we can have a bipartite graph model in which the server and clients are terminals and only nonterminals have weights. An optimal multicasting is thus obtained by solving the SNDP problem with $r_{st} = 1$ for each $t \in T$ (0 otherwise). Obviously, a minimal solution must be a tree, which is often called the *multicast tree* or *distribution tree*.

The multicasting problem also has applications in designing reliable networks. Suppose that we have some computers that need to be connected. Assume that we know in advance the places suitable for installing hub/links and the cost for each installation. The problem is: from given candidate places for installation, find a minimum cost plan that connects the computers. Giving each nonterminal/edge (i.e., candidate) with the installation cost, we see that this problem can be formulated as SNDP with $r_{st} = 1$ for distinct computers $s$ and $t$. This is equivalent to the multicasting problem.
Using hypergraph model, multicasting problem can be described as to find a minimum weight set of hyperedges that connects given vertices. Thus it captures a hypergraph generalization of STP (Steiner tree problem). We note that, while a minimal solution of STP is a tree, it is not true for this generalization (in hypergraph). In fact, even to determine the existence of a spanning tree (i.e., a spanning subgraph in which there is a unique path between each pair of vertices) in a general hypergraph is known to be NP-complete ([TZ 94, War 98]). See Figure 1.12 for an illustration.

![Diagram](image)

Figure 1.12: Minimum connected spanning subgraph in hypergraph may not be a tree. There are two paths \( (b, \{a, b, c\}, c) \) and \( (b, \{d, b, c\}, c) \) between vertices \( b \) and \( c \).

In this thesis, we consider the general SNDP problem. Note that, any two vertices \( s \) and \( t \) are still connected after the removal of at most \( r_{st} - 1 \) hyperedges in a feasible solution.

## 1.4 Preliminary of set functions in hypergraphs

Let us see several submodular or supermodular functions defined in hypergraphs, which are heavily used in this thesis.

**Proposition 1.4.** Let \( H = (V, E) \) be a hypergraph with a vertex set \( V \), a hyperedge set \( E \) and a nonnegative hyperedge weight function \( w : E \rightarrow \mathbb{R}^+ \). Let two functions \( w_{\text{ex}} : 2^V \rightarrow \mathbb{R}^+ \) and \( w_{\text{in}} : 2^V \rightarrow \mathbb{R}^+ \) be defined by

\[
w_{\text{ex}}(S) \triangleq \sum_{e \in \partial(S)} w(e) = \sum_{\emptyset \neq e \cap S \neq e} w(e), \tag{1.7}
\]

\[
w_{\text{in}}(S) \triangleq \sum_{e \subseteq S} w(e) \tag{1.8}
\]

for all sets \( S \subseteq V \). Then function \( w_{\text{ex}} \) is symmetric and submodular, whereas functions \( w_{\text{ex}} + w_{\text{in}} \) and \( w_{\text{in}} \) are submodular and supermodular, respectively. In particular, function \( |\partial| : 2^V \rightarrow \mathbb{R}^+ \) defined by \( |\partial|(S) = |\partial(S)| \) for all sets \( S \subseteq V \) is symmetric and submodular.

**Proof.** The submodularity of \( w_{\text{ex}} \) is well known, see, e.g., [KW 96]. We give a proof for
completeness. Let $X$ and $Y$ be two subsets of $V$. We have

$$w_{\text{ex}}(X) + w_{\text{ex}}(Y) - w_{\text{ex}}(X \cap Y) - w_{\text{ex}}(X \cup Y)$$

$$= \sum_{0 \notin e \cap X} w(e) + \sum_{0 \notin e \cap Y} w(e) - \sum_{0 \notin e \cap (X \cap Y)} w(e) - \sum_{0 \notin e \cap (X \cup Y)} w(e)$$

$$= \sum \left\{ w(e) \mid e \cap (X-Y) \neq \emptyset \neq e \cap (Y-X), \ e \cap (X \cap Y) = \emptyset \right\}$$

$$+ \sum \left\{ w(e) \mid e \cap (X-Y) \neq \emptyset \neq e \cap (Y-X), \ e \subseteq (X \cup Y) \right\} \geq 0 .$$

Thus function $w_{\text{ex}}$ is submodular. Clearly it is also symmetric. Let us next show that functions $w_{\text{ex}} + w_{\text{in}}$ and $w_{\text{in}}$ are submodular and supermodular, respectively. Notice that, by definition,

$$(w_{\text{ex}} + w_{\text{in}})(S) = \sum_{e \cap S \neq \emptyset} w(e) = w_{\text{in}}(V) - w_{\text{in}}(V-S) \quad \forall S \subseteq V .$$

Thus, by Proposition 1.1, it is sufficient to show that function $w_{\text{in}}$ is supermodular. This can be seen by

$$w_{\text{in}}(X) + w_{\text{in}}(Y) - w_{\text{in}}(X \cap Y) - w_{\text{in}}(X \cup Y)$$

$$= \sum_{e \subseteq X} w(e) + \sum_{e \subseteq Y} w(e) - \sum_{e \subseteq (X \cap Y)} w(e) - \sum_{e \subseteq (X \cup Y)} w(e)$$

$$= -\sum \left\{ w(e) \mid e \cap (X-Y) \neq \emptyset \neq e \cap (Y-X), \ e \subseteq (X \cup Y) \right\} \leq 0 .$$

Therefore functions $w_{\text{ex}} + w_{\text{in}}$ and $w_{\text{in}}$ are submodular and supermodular, respectively.

Taking the case of weight function $w' \equiv 1$, we see that $|\delta| = w'_{\text{ex}}$ is symmetric and submodular.

Finally, we note that function $w_{\text{ex}}$ is called the cut function.
Chapter 2

Greedy Splitting Algorithm for MPP

2.1 Introduction

We first give a survey on MPP. Due to the difference in complexities, we review two kinds of problems individually. One is to find a minimum weight $k$-partition, called MPP with no target (MPP-NT). The other is MPP with target, which is simply (the general) MPP.

2.1.1 Survey on MPP-NT (MPP with no target)

Let $V$ be a finite set. If function $f : 2^V \to \mathbb{R}$ is submodular, we call the pair $(V, f)$ submodular system. Analogous notations are used for nonnegative submodular systems, symmetric submodular system, etc. Recall that MPP-NT has the next formulation.

**Problem 2.1 (MPP-NT).** Given a system $(V, f, k)$, where $(V, f)$ is a submodular system and $k \geq 1$ is an integer, find a family $\mathcal{P} = \{V_1, V_2, \ldots, V_k\}$ such that

\[
\begin{align*}
\text{minimize} & \quad f(V_1) + f(V_2) + \cdots + f(V_k) \\
\text{subject to} & \quad V_1 \cup V_2 \cup \cdots \cup V_k = V, \\
& \quad V_i \cap V_j = \emptyset, \quad 1 \leq i \neq j \leq k, \\
& \quad V_i \neq \emptyset, \quad i = 1, 2, \ldots, k.
\end{align*}
\]

(2.1) (2.2) (2.3)

Recall that a family $\mathcal{P} = \{V_1, V_2, \ldots, V_k\}$ satisfying (2.1) – (2.3) is called $k$-partition (of $V$). We assume that function $f$ is given by an oracle that returns $f(S)$ for a given set $S \subseteq V$.

**Observation 2.1.** If function $f$ is changed to $f + c$, where $c \in \mathbb{R}$ is a constant, then the weight of a $k$-partition increases (or decreases) by $kc$. 
Notice that $kc$ is not dependent on the $k$-partition. Hence an optimal solution with respect to $f$ is also an optimal solution with respect to $f + c$. However, this is inappropriate for defining performance guarantee and may not be interesting in practical applications (e.g., a bigger $c$ yields a better guarantee). Throughout this thesis, we assume that the optimum is nonnegative. We consider the next problem classes.

**Problem 2.2 (k-PPSS).** The $k$-partition problem in submodular systems ($k$-PPSS) is to find a minimum $k$-partition of $V$ for a given nonnegative submodular system $(V, f)$.

In short, $k$-PPSS is MPP-NT in nonnegative submodular system.

**Problem 2.3 (k-PPSSS).** The $k$-partition problem in symmetric submodular systems ($k$-PPSSS) is $k$-PPSS with symmetric function $f$.

**Problem 2.4 (k-PPMSS).** The $k$-partition problem in monotone submodular systems ($k$-PPMSS) is $k$-PPSS with monotone function $f$.

In Chapter 1, we have seen $k$-PPH-T2 ($k$-partition problem in hypergraphs of type 2), and $k$-PP ($k$-partition problem in graphs).

**Problem 2.5 (k-PPH-T2, k-PP).** Given a hypergraph $H = (V, E)$ with a weight function $w : E \rightarrow \mathbb{R}^+$, problem $k$-PPH-T2 is $k$-PPSSS with system $(V, w_{ex}, k)$, where $w_{ex}$ is the cut function of $H$. Problem $k$-PP is $k$-PPH-T2 restricted to graphs.

(Notice that, by Proposition 1.4, a cut function is nonnegative, symmetric and submodular.)

Obviously, we have the next inclusion relationship among the above problem classes.

$$k\text{-PP} \subset k\text{-PPH-T2} \subset k\text{-PPSSS} \subset k\text{-PPSS}.\quad (2.4)$$

Later we will see that, in a sense slightly different from the above,

$$k\text{-PP} \subset k\text{-PPMSS} \subset k\text{-PPSS}.$$

Our study starts from $k$-PP. As noted in Chapter 1, it is NP-hard even for unit edge weights ([GH 88]). On the other hand, it is polynomial time solvable for any fixed $k$. More precisely, the running time is $O(n^{k^2/2-3k^2/2+4}F(m, n))$ for a graph with $m$ edges and $n$ vertices ([GH 88]), where $F(m, n)$ stands for the running time of a maxflow algorithm (for network flow theory, see e.g., [AMO 93]). It is known that $F(m, n) = O(mn \log(n^2/m))$ ([GT 88]).

Afterwards, Karger and Stein [KS 96] developed a randomized algorithm that can find an optimal solution of $k$-PP with high probability in $O(n^{2(k-1)} \log^3 n)$ time. Kamidoi, Wakabayasi and Yoshida [KWY 97] proposed another deterministic algorithm and claim (with no full proof) that it runs in $O(n^{2(k-2)}F(m, n))$ time. Goldschmidt and Hochbaum [GH 90] found a linear time algorithm which “almost certainly” solve $k$-PP in a kind of “random
graphs”. Dalhaus et al. [DJPSY 83] showed an $O(n^{O(k)})$ time algorithm for $k$-PPG in planar graphs, where a graph is planar if it can be drawn in the plane such that no pair of edges intersect. This result is later improved by Hartvigsen [Har 93] to $O(n^{2k-1})$.

For small $k$, there are more efficient algorithms. Problem 2-PPG, more commonly known as the minimum cut problem, is shown to be solvable in $O(mn + n^2 \log n)$ time due to Nagamochi and Ibaraki [NI 92], later simplified by Stoer and Wagner [SW 94]. An algorithm due to Hao and Orlin [HO 94] also solves 2-PPG in $O(mn \log(n^2/m))$ time. Random algorithms in [KS 96] and [Kar 96] can find a minimum cut with high probability in $O(n^2 \log^3 n)$ and $O(m \log^3 n)$ time, respectively. There are also known that an algorithm due to Gabow [Gab 95] can solve 2-PPG in graphs with unit edge weights in $O(m + \lambda^3 n \log(n/\lambda))$ time, where $\lambda$ is the size of a minimum cut (called edge connectivity; observe that $\lambda \leq 2m/n$ holds).

For $k \in \{3\}$, $\{3, 4\}$, Kapoor [Kap 96] and Kamidoi, Wakabayashi and Yoshida [KWY 02] showed that $k$-PPG can be solved in $O(n^k F(m, n))$ time. An improved $O(m n^3)$ time algorithm for 3-PPG is found by Burlet and Goldschmidt [BG 97]. For $k \in \{3, 4\}$, Nagamochi and Ibaraki [NI 00] proposed improved $O(n^{k-1} F(m, n))$ time algorithms. Later the results are extended to $k \in \{5, 6\}$ by Nagamochi, Katayama and Ibaraki [NKI 00]. Using their idea, Levine [Lev 00] found an $O(mn^{k-2} \log^3 n)$ time random algorithm (of Monte Carlo type) for $k \in \{3, 4, 5, 6\}$. For planar graphs, Hochbaum and Shmoys [HS 85] showed that 3-PPG with unit edge weights can be solved in $O(n^2)$ time. Later it is improved to $O(n \log n)$ by He [He 91]. For $k \in \{3\}$, $\{3, 4\}$ and $\{5, 6\}$, $k$-PPG in planar graphs with arbitrary edge weights can be solved in $O(n^k)$ time ([Har 93], [NI 00] and [NIK 00]).

From the NP-hardness of $k$-PPG, it is clear that $k$-PPH-T2, $k$-PPSSS and $k$-PPSS are also NP-hard. Queyranne [Que 99] claimed (where no full proof is available) that, for any fixed $k$, $k$-PPSS is solvable in $O(|V|^k \theta)$ time, where $\theta$ is the time bound of the value oracle for $f$. Notice that, for $k$-PPH-T2 in which $f$ is the cut function, we can estimate $f(S) = \sum_{e \notin S} w(e)$ in $\theta = O(D)$ time for all sets $S \subseteq V$ in a straightforward manner, where $D$ is the sum of the degrees of hyperedges.

On the other hand, no similar result is known for $k$-PPSS except for $k = 2$. Problem 2-PPS is shown to be solvable in $O(|V|^3 \theta)$ time due to Queyranne [Que 95]; see also [NI 98]. Of course, this also holds for 2-PPSS. In particular, 2-PPH-T2 can be solved in $O(n^3 D)$ time. The last result is later improved by Klimmek and Wagner [KW 96] to $O(n^2 \log n + nD)$ (notice that we can assume $n \leq D$ without loss of generality). Another algorithm for 3-PPSSS is obtained in [NI 00].

In Chapter 1, we have introduced other two problems in hypergraphs: $k$-PPH-T1 and $k$-PPH-T3. Let $H = (V, E)$ be a hypergraph, and $P = \{V_1, V_2, \ldots, V_k\}$ be a $k$-partition of $V$. The objective function in $k$-PPH-T1 (resp., $k$-PPH-T3) counts the weight of a hyperedge $e$.
once (resp., \(p_e - 1\) times) if \(p_e = |\{i \mid e \cap V_i \neq \emptyset\}| \geq 2\). We have shown in Proposition 1.3 that, 
\(k\)-PPH-T1 and \(k\)-PPH-T3 can be formulated as MPP with systems \((V, V, \frac{w(E)}{k} - w_{in}, k)\) and 
\((V, V, w_{ex} + w_{in} - \frac{w(E)}{k}, k)\), respectively. (Functions \(w_{ex}\) and \(w_{in}\) are defined in Proposition 1.4.)

**Problem 2.6 \((k\)-PPH-T1, \(k\)-PPH-T3\)\). Given a hypergraph \(H = (V, E)\) with a weight function \(w : E \rightarrow \mathbb{R}^+\), problems \(k\)-PPH-T1 and \(k\)-PPH-T3 are MPP-NT with systems 
\((V, \frac{w(E)}{k} - w_{in}, k)\) and \((V, w_{ex} + w_{in} - \frac{w(E)}{k}, k)\), respectively.

Currently, there is no result of showing polynomial time algorithm or the NP-hardness for 
these two problems even for fixed \(k \geq 3\). As noted in Chapter 1, in graphs, they reduce to 
\(k\)-PPG. Also we have \(2\)-PPH-T1 = \(2\)-PPH-T3 = \(2\)-PPH-T2.

No literature is available for \(k\)-PPMSS so far. We are not aware much of its practical applications. Considering the complexity of \(k\)-PPMSS, recall that we claimed that \(k\)-PPG is a special case of \(k\)-PPMSS. Let us see this in the following.

Given a hypergraph \(H = (V, E)\) with a nonnegative hyperedge weight function \(w\), \(k\)-PPH-T3 employs function \(w_{ex} + w_{in} - \frac{w(E)}{k}\), which is monotone and submodular, but may not be nonnegative. Nevertheless, since it is equivalent to employing function \(w_{ex} + w_{in}\), we see that 
\(k\)-PPH-T3 is a special case of \(k\)-PPMSS. Hence we obtain the next inclusion.

\[
k\text{-PPG} \subset k\text{-PPH-T3} \subset k\text{-PPMSS} \subset k\text{-PPSS}. \tag{2.5}
\]

This shows that \(k\)-PPMSS is also NP-hard. We note that, for applications, the rank function of a polymatroid is nonnegative, monotone and submodular. Furthermore, a nonnegative, monotone and submodular function \(f\) (with \(f(\emptyset) = 0\)) is the rank function of certain polymatroid. Thus \(k\)-PPMSS can be viewed as multiway partition problem in polymatroids, which suggests potential applications since polymatroid is a large class of systems. We will not go further details on polymatroid and its rank function, see e.g., [KV 00].

We now summarize the complexities of MPP-NTs in Table 2.1.

From Table 2.1, we see that, even if a problem (e.g. \(k\)-PPG) is solvable for fixed \(k\), the time complexity grows exponentially with respect to \(k\). Thus it is of great interest to design efficient approximation algorithms whose running time are also polynomials with respect to \(k\). The history of studies on approximation algorithms for these problems is rather short, actually, only one decade.

Saran and Vazirani [SV 91] proposed the first approximation algorithm for \(k\)-PPG. Actually they provided two. The first is based on the so-called cut-tree (or Gomory-Hu tree) structure of graphs (see [GH 61]) and runs in \(O(nF(m, n))\) time. The second is a greedy algorithm that splits the graph in \(k - 1\) phases, where in each phase it increases the size of partition by one. By a sophisticated proof using cut-tree structure, they showed that both algorithms achieve the same performance guarantee of \(2 - \frac{2}{k}\). Since at that time, people did
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Table 2.1: Complexities of MPP-NTs

<table>
<thead>
<tr>
<th>Problem</th>
<th>Arbitrary $k$</th>
<th>Time complexity for fixed $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-PPG</td>
<td>NP-hard [GH 88]</td>
<td>$O(n^{k^2})^{*}$ [GH 88] (better in special cases)</td>
</tr>
<tr>
<td>$k$-PPSSS</td>
<td>$\downarrow$</td>
<td>$O(</td>
</tr>
<tr>
<td>$k$-PPSS</td>
<td>$\downarrow$</td>
<td>$O(</td>
</tr>
<tr>
<td>$k$-PPH-T1</td>
<td>NP-hard</td>
<td>for $k = 2$, same as 2-PPH-T2</td>
</tr>
<tr>
<td>$k$-PPH-T2</td>
<td>NP-hard</td>
<td>for $k = 2$, same as 2-PPH-T2</td>
</tr>
<tr>
<td>$k$-PPH-T3</td>
<td>NP-hard</td>
<td>for $k = 2$, see $k$-PPSS</td>
</tr>
<tr>
<td>$k$-PPMSS</td>
<td>$\downarrow$</td>
<td>for $k = 2$, see $k$-PPSS</td>
</tr>
</tbody>
</table>

* $n$: number of vertices.
† $\theta$: time bound of the value oracle for function $f$.
‡ No full proof available.
§ $D$: sum of degrees of hyperedges.

not know how to compute a minimum cut efficiently, they were unable to give an efficient implementation for the greedy algorithm.

Later Kapoor [Kap 96] pointed out that the greedy algorithm in [SV 91] can be implemented by $O(k)$ minimum cut computations in $O(mn + n^2 \log n)$ time per phase. Therefore it yields a total running time of $O(kn(m + n \log n))$. He further claimed that, for any fixed $j \geq 2$, $k$-PPG can be approximated within factor $2 - \frac{j+1}{k} + \frac{j-1}{k} + O(j^6)$ in polynomial time. However, the correctness proof is not complete, since it contains a lemma which is not valid in general (we will discuss it in detail in Chapter 3).

Recently, Naor and Rabani [NR 01] proposed a 2-approximation algorithm that is based on an LP (linear programming, see e.g., [Sch 98]) relaxation. While their algorithm does not give an improved guarantee nor a faster running time, it is of interest in the sense that all the other algorithms for $k$-PPG are combinatorial. We now know that approximation results for many problems can be improved if good LP relaxations were found. We will see an example $k$-MCP in the next subsection.

For $k$-PPH-T1 and $k$-PPH-T3, Narayanan, Roy and Patkar [NRP 96] considered approximation algorithms via the so-called principal partition structure of graph (see [Nar 91]). Using a complicated proof (without running time analysis), they showed the performance guarantees of $d_{\max}(1 - \frac{1}{n})$ and $2 - \frac{2}{n}$ for $k$-PPH-T1 and $k$-PPH-T3 respectively, where $d_{\max}$ is the maximum degree of hyperedges and $n$ is the number of vertices.

Several years later, Queyranne [Que 99] pointed out that, the greedy algorithm in [Kap 96, SV 91] can be extended for approximating $k$-PPSSS. He claimed that a performance guarantee of $2 - \frac{2}{k}$ can be obtained. We note that Queyranne’s proof also uses a lower bound derived
from the cut-tree structure (for symmetric submodular systems; see [Que 93, GR 95]), which
is rather complicated and does not work for general submodular systems (see [Ben 95]). As
will be seen later, our approach does not need the cut-tree structure and works for any
submodular system. In a much simpler way, we will show the same or improved results
compared with those obtained so far by [Kap 96, NRP 96, SV 91, Que 99].

We summarize the previous best-known approximation results in the next table. (None
was known for k-PPMSS and k-PPSS.) New results obtained in this thesis will be summarized
later in Table 6.1 in Chapter 6.

Table 2.2: Previous best-known approximation results for MPP-NT

<table>
<thead>
<tr>
<th>Problem</th>
<th>Reference</th>
<th>Guarantee</th>
<th>Running time</th>
<th>Proved by</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-PPG</td>
<td>[Kap 96, SV 91]</td>
<td>2 - 2/k</td>
<td>$O(kn(m + n \log n))$*</td>
<td>cut-tree</td>
</tr>
<tr>
<td>k-PPH-T1</td>
<td>[NRP 96]</td>
<td>$d_{\max}(1 - 1/n)\frac{1}{1}$</td>
<td>N/A</td>
<td>principal partition</td>
</tr>
<tr>
<td>k-PPH-T2</td>
<td>[Que 99]</td>
<td>2 - 2/k</td>
<td>$O(kn^3D)\frac{1}{1}$</td>
<td>see k-PPSSS</td>
</tr>
<tr>
<td>k-PPH-T3</td>
<td>[NRP 96]</td>
<td>2 - 2/n</td>
<td>N/A</td>
<td>principal partition</td>
</tr>
<tr>
<td>k-PPSSS</td>
<td>[Que 99]</td>
<td>2 - 2/k</td>
<td>$O(k</td>
<td>V</td>
</tr>
</tbody>
</table>

*m (resp. n): number of edges (resp. vertices).
$\frac{1}{1}d_{\max}$: maximum degree of hyperedges.
$\frac{1}{1}D$: sum of degrees of hyperedges.
$\frac{1}{1}\theta$: time bound of the value oracle for function $f$.

2.1.2 Survey on general MPP

Recall that the general MPP is formulated as the next problem.

**Problem 2.7 (MPP).** Given a system $(V, T, f, k)$, where $V$ is a finite set, $T \subseteq V$ called
target set, $f : 2^V \to \mathbb{R}$ is a submodular function and $k$ is an integer, MPP is defined by

\[
\begin{align*}
\text{minimize} & \quad f(V_1) + f(V_2) + \cdots + f(V_k) \\
\text{subject to} & \quad V_1 \cup V_2 \cup \cdots \cup V_k = V, \\
& \quad V_i \cap V_j = \emptyset, \quad 1 \leq i \neq j \leq k, \\
& \quad V_i \cap T \neq \emptyset, \quad i = 1, 2, \ldots, k.
\end{align*}
\]  

(2.6)  

Recall that a feasible solution of MPP, i.e. a $k$-partition of $V$ satisfying (2.8), is called
$k$-target-split (with respect to $T$). We assume that $|T| \geq k$ holds and the function $f$ is given
by an oracle. We further assume that the optimum is nonnegative. Similarly as before, we
consider the next problem classes.
Problem 2.8 (k-TPSS). Given a nonnegative submodular system $(V, f)$ with a target set $T \subseteq V$, the $k$-target-split problem in submodular systems (k-TPSS) asks to find a minimum $k$-target-split of $V$.

Problem 2.9 (k-TPSSS). The $k$-target-split problem in symmetric submodular systems (k-TPSSS) is k-TPSS with symmetric function $f$.

Problem 2.10 (k-TPMSS). The $k$-target-split problem in monotone submodular systems (k-TPMSS) is k-TPSS with monotone function $f$.

Problem 2.11 (k-TPH-T2, k-TPG). Given a hypergraph $H = (V, E)$ with a target set $T \subseteq V$ and a weight function $w : E \to \mathbb{R}^+$, problem k-TPH-T2 is k-TPSSS with system $(V, T, w_{ex}, k)$, where $w_{ex}$ is the cut function of $H$. Problem k-TPG is k-TPH-T2 restricted to graphs.

Problem 2.12 (k-TPH-T1, k-TPH-T3). Given a hypergraph $H = (V, E)$ with a target set $T \subseteq V$ and a weight function $w : E \to \mathbb{R}^+$, problems k-PPH-T1 and k-PPH-T3 are MPP with systems $(V, T, \frac{w(E)}{k} - w_{in}, k)$ and $(V, T, w_{ex} + w_{in} - \frac{w(E)}{k}, k)$, respectively.

We have the next inclusion among the above problem classes.

$$k\text{-TPG} \subset k\text{-TPH-T2} \subset k\text{-TPSSS} \subset k\text{-TPSS} \quad (2.9)$$

$$k\text{-TPG} \subset k\text{-TPH-T3} \subset k\text{-TPMSS} \subset k\text{-TPSS}. \quad (2.10)$$

Recall that $k$-TPG with $|T| = k$ is called $k$-MCP (multiterminal cut problem). Clearly, $k$-PPG can be solved by at most $\binom{|V|}{|T|} = O(n^k)$ $k$-MCP computations, by considering all possible combinations of targets. This suggests that $k$-MCP may be more difficult than $k$-PPG, in the sense of existence of polynomial time algorithms. In fact, Dalhaus et al. [DJPSY 83] showed that, unless P=NP, there is no approximation algorithm for 3-MCP with performance guarantee better than $1 + \epsilon$ for some constant $\epsilon > 0$. They also showed that, $k$-MCP in planar graphs is solvable in $O(n^{O(k)})$ time, which implies that $k$-PPG (and $k$-TPG) in planar graphs is solvable in $O(n^{O(k)})$ time. They gave a combinatorial approximation algorithm for $k$-MCP with a performance guarantee of $2 - \frac{2}{k}$.

In the next fifteen years since [DJPSY 83], there was no better result for $k$-MCP until a revolutionary algorithm was proposed by Călinescu, Karloff and Rabani [CKR 98]. They proposed a novel geometric relaxation, and use it to obtain a $(\frac{3}{2} - \frac{1}{k})$-approximation algorithm. Later Cunningham and Tang [CT 99] showed that, for $k = 3$, the approximation guarantee $\frac{3}{2} - \frac{1}{3} = \frac{2}{3}$ can be improved to $\frac{12}{11}$, which is the best possible as long as the geometric relaxation is used. The same result is independently obtained by Karger, Klein, Stein, Thorup and Young [KKSTY 99]. Karger et al. further showed that, for $k = 4, 5, \geq 6$, the performance guarantee can be improved to 1.1539, 1.2161 and 1.3438, respectively. These are the best known results.
for \(k\)-MCP. For studies related to \(k\)-MCP, see [BTV 99, CO 96, CO 99, CR 91, EFS 99, ES 94, FK 00, GGY 94, Har 98, NZ 97, Yeh 01]. We note that, the geometric relaxation in [CKR 98] exploits the fact that there are exactly \(k\) targets, which is not valid for the general \(k\)-TPG problem.

Problem 2-MCP is well-known as the \textit{minimum s,t-cut problem} for \(T = \{s, t\}\). It is well-known that this problem can be solved by a single maximum flow computation ([FF 56]), as the famous \textit{maxflow-mincut theorem}. Numerous applications have been found for maxflow/mincut problem (see [AMO 93]). It has been extensively studied and various algorithms have been developed so far (see also [AMO 93]). It can be solved in \(O(mn \log(n^2 / m))\) time in a general graph ([GT 88]), in \(O(\min\{m^{1/4}, n^{3/4}\} n)\) time in a graph with unit edge weights ([ET 75]), and in \(O(n \log n)\) time in a planar graph ([AMO 93]), where \(n\) and \(m\) are the numbers of vertices and edges respectively.

Little is known for problems in hypergraph. Garg, Vazirani and Yannakakis [GVY 94] considered a \textit{node weighted} version of \(k\)-MCP, where, instead of edges, vertices have nonnegative weights. It is easy to see that this problem is equivalent to \(k\)-TPH-T1 with \(|T| = k\). Garg et al. [GVY 94] gave a \((2 - \frac{2}{k})\)-approximation algorithm. Their algorithm is also based on LP relaxation and exploits the fact that there are exactly \(|T| = k\) targets, hence does not apply to the general \(k\)-TPH-T1 problem. No more literature is known.

The literature is even poorer for problems in general submodular systems. The only known result is that 2-TPSS (hence 2-TPSSS and 2-TPMSS), can be solved by polynomial time calls to the value oracle for function \(f\) (see Lemma 2.3).

While all the previous literatures treat \(k\)-MCP (in graph or hypergraph), Maeda, Nagamochi and Ibaraki [MNI 93] considered the first target split problem \(k\)-TPG, in which they showed that it can be approximated within a factor of \(2 - \frac{2}{k}\). As far as we know, there is no more result available for other target split versions of problems.

### 2.2 Greedy splitting algorithm (GSA) for MPP-NT

In this section, we present a framework for approximating MPP-NT. The idea is to greedily increase the size of partition and use submodularity to derive performance guarantee.

#### 2.2.1 Greedy splitting approach

We first give a general description of the greedy splitting approach. The idea is natural: if it is hard to get an optimal solution, let us greedily construct a near-optimal one in several phases. We start with \(\mathcal{P}_1 = \{V\}\). In the \(i^{th}\) phase, a \(p_{i+1}\)-partition \(\mathcal{P}_{i+1}\) is constructed by splitting some member(s) of the previously obtained \(p_i\)-partition \(\mathcal{P}_i\), where of course \(p_{i+1} > p_i\).
holds. This is illustrated in Figure 2.1. The splitting process stops as soon as a $k$-partition is obtained.

![Figure 2.1: Splitting a $p_i$-partition to obtain a $p_{i+1}$-partition. Greedy algorithm tries to minimize the weight increase.](image)

Since it is desired to get a solution with weight as small as possible, we want to find such a way of splitting that minimizes the weight increase, or splitting weight that is $f(P_{i+1}) - f(P_i)$ in each phase $i$. Actually we do not know how to do this efficiently for arbitrary numbers of $p_{i+1}$ and $p_i$. Nevertheless, we can do it in some cases, e.g., when $p_{i+1} - p_i \equiv 1$ holds. This is the subject of the next subsection.

### 2.2.2 Algorithm description and main lemma

We first observe that 2-PPSS and a variant of it can be solved efficiently.

**Theorem 2.1 (Quyranne [Que 95]).** Given a symmetric submodular system $(V, g)$, where $|V| \geq 2$ holds, a nonempty proper subset $S^*$ of $V$ such that $g(S^*)$ is minimum can be found in $O(|V|^2 \theta_g)$ time, where $\theta_g$ is the time bound of the oracle for $g$.

**Theorem 2.2.** Given a submodular system $(V, f)$ and a set $W \subseteq V$ satisfying $|W| \geq 2$, a nonempty proper subset $S^*$ of $W$ such that $f(S^*) + f(W - S^*)$ is minimum can be found in $O(|W|^3 \theta)$ time, where $\theta$ is the time bound of the oracle for $f$.

**Proof.** Consider a system $(W, g)$, where function $g: 2^W \rightarrow \mathbb{R}$ is defined by $g(S) = f(S) + f(W - S)$ for all sets $S \subseteq W$. Notice that function $g$ is symmetric and submodular, and we can estimate $g(S)$ in at most $2\theta$ time for any set $S \subseteq W$ (by two calls to the oracle for $f$). Obviously, $f(S^*) + f(W - S^*)$ is minimum if and only if $g(S^*)$ is minimum. Theorem 2.1 then shows that such a set $S^*$ can be found in $O(|W|^3 \theta)$ time.

We now present the greedy splitting algorithm (GSA) in Figure 2.2. (Note that “argmin” means the value of argument that minimizes the objective.)

GSA contains $k - 1$ phases. It starts with $P_1 = \{V\}$. In the $i^{th}$ phase, we compute a pair $(S_i, W_i)$ that minimizes the splitting weight $f(S) + f(W - S) - f(W)$ over all $S$ and $W$.
Input: A submodular system \((V, f)\) and an integer \(k \geq 1\).

Output: A \(k\)-partition \(\mathcal{P}_k\) of \(V\).

\begin{verbatim}
1   \(\mathcal{P}_1 \leftarrow \{V\}
2   \text{for } i = 1, \ldots, k - 1 \text{ do}
3       (S_i, W_i) \leftarrow \arg\min \{f(S) + f(W - S) - f(W) \mid \emptyset \neq S \subset W, W \in \mathcal{P}_i\}
4   \mathcal{P}_{i+1} \leftarrow (\mathcal{P}_i - \{W_i\}) \cup \{S_i, W_i - S_i\}
5 \text{end} /* for */
\end{verbatim}

Figure 2.2: Greedy splitting algorithm (GSA) for MPP-NT

satisfying \(\emptyset \neq S \subset W\) and \(W \in \mathcal{P}_i\). We then get \(\mathcal{P}_{i+1}\) from \(\mathcal{P}_i\) by replacing \(W_i\) with \(S_i\) and \(W_i - S_i\). It is obvious that for all \(\ell = 1, 2, \ldots, k\), the weight of \(\ell\)-partition \(\mathcal{P}_i\) is

\[
f(\mathcal{P}_\ell) = f(V) + \sum_{i=1}^{\ell-1} \left(f(S_i) + f(W_i - S_i) - f(W_i)\right).\tag{2.11}
\]

Clearly the output \(\mathcal{P}_k\) is a \(k\)-partition of \(V\). Let us consider the running time of GSA. For any (fixed) \(W \subseteq V\), Theorem 2.2 shows that, we can find a nonempty set \(S^* \subset W\) such that \(f(S^*) + f(W - S^*)\) (hence \(f(S^*) + f(W - S^*) - f(W)\)) is minimum in \(O(|W|^3\theta)\) time. Thus we can execute Line 3 in \(O(|W|^3\theta) = O(\sum_{W \in \mathcal{P}_i} |W|^3\theta) = O(|V|^3\theta)\) time in the \(i^{th}\) phase (notice \(|V| = \sum_{W \in \mathcal{P}_i} |W|\)). This implies that the running time of GSA is \(O(k|V|^3\theta)\).

We note that GSA can be made faster. Suppose that, before the \(i^{th}\) phase we have computed an \(S_W\) for each \(W \in \mathcal{P}_i\) that minimizes \(f(S) + f(W - S) - f(W)\). Then in the \(i^{th}\) phase, Line 3 can be done in \(O(k)\) time by choosing the pair \((S_i, W_i)\) that minimizes \(f(S_W) + f(W - S_W) - f(W)\). Before leaving the \(i^{th}\) phase, in which \(W_i\) is replaced by \(S_i\) and \(W_i - S_i\), we compute an \(S_W\) that minimizes \(f(S) + f(W - S) - f(W)\) for each \(W \in \{S_i, W_i - S_i\}\). This observation does not improve the time bound but it avoids duplicate computations.

We summarize the arguments so far as the next theorem.

**Theorem 2.3.** Given a submodular system \((V, f)\) and an integer \(k \geq 1\), algorithm GSA finds an \(\ell\)-partition \(\mathcal{P}_\ell\) of \(V\) for \(\ell = 1, 2, \ldots, k\) in a total time of \(O(k|V|^3\theta)\), where \(\theta\) is the time bound of the oracle for \(f\). \(\square\)

Note that we can use an efficient 2-partition algorithm directly instead of calling the oracle. In particular for \(k\)-PPG, Line 3 can be done in \(O(mn + n^2 \log n)\) time if implemented by the minimum cut algorithm of [NI92] or [SW94], where \(m\) and \(n\) are the numbers of edges and vertices respectively. This was first pointed out by Kapoor [Kap96].
2.2 Greedy splitting algorithm (GSA) for MPP-NT

We now consider to derive the performance guarantee of GSA. For this, we first prove a technical lemma.

**Lemma 2.1 (Main lemma).** Let $\mathcal{P}_k$ be the $\ell$-partition of $V$ found by GSA in the $(\ell-1)$th phase, $1 \leq \ell \leq k$. For any $\ell$-partition $\mathcal{P} = \{V_1, V_2, \ldots, V_\ell\}$ of $V$, it holds that

$$f(\mathcal{P}_k) \leq \sum_{i=1}^{\ell-1} (f(V_i) + f(V - V_i)) - (\ell - 2)f(V). \tag{2.12}$$

Before going to the proof, notice that the right-hand side of (2.12) varies with the choice of the last member in $\mathcal{P}$ (i.e., numbered $\ell$) for a fixed $\ell$-partition $\mathcal{P}$.

**Proof.** We proceed by induction on $\ell$.

It is trivial for $\ell = 1$. Suppose that it holds for $\ell - 1$. Consider an $\ell$-partition $\mathcal{P} = \{V_1, V_2, \ldots, V_\ell\}$. Since $\mathcal{P}_{\ell-1}$ is an $(\ell - 1)$-partition, there must exist $W \in \mathcal{P}_{\ell-1}$ and $V_j, V_h \in \mathcal{P}$ with $j < h$ satisfying $W \cap V_j \neq \emptyset \neq W \cap V_h$ (imaging to put $\ell$ balls $v_i \in V_i$ into $\ell - 1$ boxes $W' \in \mathcal{P}_{\ell-1}$). We here define an $(\ell - 1)$-partition $\mathcal{P}' = \{V_1, \ldots, V_{j-1}, V_{j+1}, \ldots, V_{\ell-1}, V_j \cup V_\ell\}$, in which $V_j$ is merged with $V_\ell$ and comes to the last. Applying the induction hypothesis on $\mathcal{P}_{\ell-1}$ and $\mathcal{P}'$, we have

$$f(\mathcal{P}_{\ell-1}) \leq \sum_{1 \leq i \leq \ell-1, i \neq j} (f(V_i) + f(V - V_i)) - (\ell - 3)f(V). \tag{2.13}$$

Thus to show (2.12), it suffices to show

$$f(\mathcal{P}_\ell) - f(\mathcal{P}_{\ell-1}) \leq f(V_j) + f(V - V_j) - f(V). \tag{2.14}$$

Notice that $\emptyset \neq W \cap V_j \subset W$ holds. Thus pair $(W \cap V_j, W)$ is a splitting candidate for Line 3 of GSA in the $(\ell - 1)$th phase. Hence, by the optimality of $(S_{\ell-1}, W_{\ell-1})$, we have

$$f(\mathcal{P}_k) - f(\mathcal{P}_{\ell-1}) = f(S_{\ell-1}) + f(W_{\ell-1} - S_{\ell-1}) - f(W_{\ell-1})$$

$$\leq f(W \cap V_j) + f(W - V_j) - f(W)$$

$$\leq f(V_j) + f(W - V_j) - f(W \cup V_j)$$

$$\leq f(V_j) + f(V - V_j) - f(V),$$

where the last two inequalities are from submodularity. \hfill \Box

**Remark** Lemma 2.1 holds for any submodular system, not necessarily symmetric or nonnegative. In fact, it is valid for system $(V, f)$ that satisfies the next inequality

$$f(X \cap Y) + f(X - Y) + f(V) \leq f(Y) + f(V - Y) + f(X) \tag{2.15}$$

for all $X, Y \subseteq V$ with $\emptyset \neq X \cap Y \subset X$. \hfill \Box

Lemma 2.1 does not immediately provide the performance guarantee. Let us find the performance guarantees of GSA for various MPP-NTs in the next two subsections.
2.2.3 Performance analysis: part I

**Theorem 2.4.** Given a submodular system \((V, f)\) and an integer \(k \geq 2\), where \(f(V) \geq 0\) holds, GSA finds a \(k\)-partition of \(V\) with weight at most \((1 + \alpha)(1 - \frac{1}{k})\text{opt}\), where \(\text{opt}\) is the optimal value, and \(\alpha\) is an arbitrary constant that satisfies \(\sum_{i=1}^{k} f(V_i) \leq \alpha \sum_{i=1}^{k} f(V_i)\) for all \(k\)-partitions \(\mathcal{P} = \{V_1, \ldots, V_k\}\) of \(V\).

**Proof.** Let \(\mathcal{P}^* = \{V_1^*, V_2^*, \ldots, V_k^*\}\) be a minimum \(k\)-partition of \(V\) satisfying

\[
f(V_k^*) + f(V - V_k^*) = \max_{1 \leq i \leq k} \{f(V_i^*) + f(V - V_i^*)\}.
\]

It then holds that \(f(V_k^*) + f(V - V_k^*) \geq \frac{1}{k} \sum_{i=1}^{k} (f(V_i^*) + f(V - V_i^*))\). Therefore we have

\[
\sum_{i=1}^{k-1} (f(V_i^*) + f(V - V_i^*)) \leq (1 - \frac{1}{k}) \sum_{i=1}^{k} (f(V_i^*) + f(V - V_i^*)) = (1 + \alpha)(1 - \frac{1}{k})\text{opt}.
\]

On the other hand, by Lemma 2.1 and \(f(V) \geq 0\), GSA finds a \(k\)-partition with weight at most \(\sum_{i=1}^{k-1} (f(V_i^*) + f(V - V_i^*))\). Hence the proof is completed. \(\square\)

(Note that, in considering performance guarantee, we may have to further assume \(\text{opt} \geq 0\).)

It is clear that, for symmetric functions (i.e., \(f(V - X) = f(X)\) holds for all \(X \subseteq V\)), we can let \(\alpha = 1\) and thus obtain the following corollaries.

**Corollary 2.1** (Queyranne [Que 99]). **Problem k-PPSSS** in a nonnegative symmetric submodular system \((V, f)\) can be approximated by GSA within a factor of \(2 - \frac{2}{k}\) in \(O(k|V|^3\theta)\) time, where \(\theta\) is the time bound of the oracle for \(f\). \(\square\)

**Corollary 2.2** (Saran, Vazirani [SV 91] and Kapoor [Kap 96]). **Problem k-PPG** can be approximated by GSA within a factor of \(2 - \frac{2}{k}\) in \(O(kn(m + n \log n))\) time, where \(n\) and \(m\) are the numbers of vertices and edges respectively. \(\square\)

**Corollary 2.3.** **Problem k-PPG** in a planar graph with \(n\) vertices can be approximated within a factor of \(2 - \frac{2}{k}\) in \(O(kn^2)\) time.

**Proof.** Employ an \(O(n^2)\) time minimum cut algorithm for planar graph (see [NI 00]). \(\square\)

In Chapter 1, we have noted the strength of a graph. Given a graph \(G\) with a nonnegative edge weight function \(w\), the strength of \(G\) is defined by

\[
\sigma(G, w) = \min_{k \geq 2} \left\{ \frac{\text{the optimum of k-PPG in } G}{k - 1} \right\}.
\]

By applying GSA to k-PPG in \(G\) for \(k = n\), we obtain the next result.
Corollary 2.4. Given a graph $G$ with nonnegative weights on edges, a value $\sigma$ satisfying
\[
\frac{\sigma}{2 - \frac{2}{n}} \leq \sigma(G, w) \leq \sigma
\]
can be determined in $O(n^2(m + n \log n))$ time, where $\sigma(G, w)$, $n$ and $m$ are the strength of
$G$, number of vertices and number of edges, respectively. \hfill \Box

We note that $\sigma(G, w)$ can be find in $O(mn^2(m + n \log n))$ time, see [Cun 85]. Our \((2 - \frac{2}{n})\)-
approximation algorithm is faster by a factor of $m$.

For $k$-PPSS we cannot use $\alpha = 1$. Nevertheless, we show that $\alpha = k - 1$ is enough.

Lemma 2.2. For any $k$-partition $\{V_1, \ldots, V_k\}$ of a submodular system $(V, f)$, it holds that
\[
\sum_{i=1}^{k} f(V - V_i) \leq (k - 1) \sum_{i=1}^{k} f(V_i) - k(k - 2) f(\emptyset).
\]

Proof. For any sets $X, Y \subseteq V$ satisfying $X \cap Y = \emptyset$, $f(X \cup Y) \leq f(X) + f(Y) - f(\emptyset)$
holds by submodularity. An easy induction then shows that $f(V - V_i) = f(\bigcup_{j \neq i} V_j) \leq
\sum_{j \neq i} f(V_j) - (k - 2) f(\emptyset)$ for all $i = 1, \ldots, k$. Hence the lemma. \hfill \Box

Theorem 2.5. Problem MPP-NT in a submodular system $(V, f)$ satisfying $f(V) \geq 0$ and
$f(\emptyset) \geq 0$ can be approximated within a factor of $k - 1$ in $O(k|V|^3\theta)$ time, where $\theta$ is the time
bound of the oracle for $f$.

Proof. We first show that any $k$-partition $\mathcal{P} = \{V_1, V_2, \ldots, V_k\}$ has weight $f(\mathcal{P}) \geq 0$ (for the
definition of performance guarantee). This can be seen by
\[
f(\mathcal{P}) = \sum_{i=1}^{k} f(V_i) \geq f(V_1 \cup V_2) + f(\emptyset) + \sum_{i=3}^{k} f(V_i)
\geq f(V_1 \cup V_2 \cup V_3) + 2f(\emptyset) + \sum_{i=4}^{k} f(V_i) \geq \cdots \geq f(V) + (k - 1) f(\emptyset).
\]
It is then easy to see the guarantee $k - 1$ by Theorem 2.4 and Lemma 2.2 (or applying
Lemma 2.1 directly). \hfill \Box

Corollary 2.5. Problem $k$-PPSS for a nonnegative submodular system $(V, f)$ can be approximated
by GSA within a factor of $k - 1$ in $O(k|V|^3\theta)$ time, where $\theta$ is the time bound of the
oracle for $f$.

Let us next consider $k$-PPMSS.

Theorem 2.6. Problem MPP-NT in submodular system $(V, f)$ satisfying $f(\emptyset) \geq 0$ and
$f(V) \geq f(S)$ for all $\emptyset \neq S \subseteq V$ can be approximated by GSA within a factor of \(2 - \frac{2}{k}\)
in $O(k|V|^3\theta)$ time, where $\theta$ is the time bound of the oracle for $f$. \hfill \Box
Proof. Let \( \mathcal{P}^* = \{ V_1^*, V_2^*, \ldots, V_k^* \} \) be a minimum \( k \)-partition of \( V \) satisfying

\[
f(V_{k-1}^*) + f(V_k^*) = \max_{1 \leq i < j \leq k} \{ f(V_i^*) + f(V_j^*) \} \geq \frac{2}{k} \sum_{i=1}^{k} f(V_i^*).
\]

By Lemma 2.1, we see that GSA finds a \( k \)-partition \( \mathcal{P}_k \) with weight

\[
f(\mathcal{P}_k) \leq \sum_{i=1}^{k-1} (f(V_i^*) + f(V - V_k^*)) - (k - 2)f(V).
\]

By assumption, \( f(V) \geq f(V - V_i^*) \) holds for all \( i \). Thus we have

\[
f(\mathcal{P}_k) \leq \sum_{i=1}^{k-1} f(V_i^*) + f(V - V_{k-1}^*)
\]

\[
\leq \sum_{i=1}^{k-1} f(V_i^*) + \sum_{1 \leq i \neq k, j \neq k-1} f(V_i^*)
\]

\[
= 2 \sum_{i=1}^{k} f(V_i^*) - f(V_{k-1}^*) - f(V_k^*) \leq (2 - \frac{2}{k}) \sum_{i=1}^{k} f(V_i^*).
\]

(For the second inequality, see the proof of Lemma 2.2.)

For showing the performance guarantee, we need to show \( f(\mathcal{P}^*) = \sum_{i=1}^{k} f(V_i^*) \geq 0 \).

In fact, we can show a stronger result that \( f(S) \geq 0 \) holds for all \( S \subseteq V \). Notice that, for any set \( S \) with \( \emptyset \neq S \subset V \), \( f(S) + f(V - S) \geq f(V) + f(\emptyset) \) holds by submodularity. Since \( f(V) \geq f(V - S) \) holds by assumption, we have \( f(V) \geq f(S) \geq f(\emptyset) \geq 0 \). Hence the theorem.

\[\square\]

**Corollary 2.6.** Problem \( k \)-PPMSS can be approximated by GSA within a factor of \( 2 - \frac{2}{k} \) in \( O(k|V|^3) \) time for any nonnegative monotone submodular system \((V, f)\), where \( \theta \) is the time bound of the oracle for \( f \).

\[\square\]

Our derivation of the performance guarantees of GSA is not only simple and unified, but it also allows us to use approximation algorithms in Line 3 of GSA. Let us see the details in the following.

Assume that \( f(S) + f(W - S) - f(W) \geq 0 \) holds for any \( \emptyset \neq S \subset W \subset V \) (which is true if \( f(\emptyset) \geq 0 \) holds). Suppose that a \( \rho \)-approximation algorithm is used in Line 3 of GSA, where \( \rho \) is independent on the choice of \( W \). We observe that, by a similar induction as the proof for Lemma 2.1, the \( \ell \)-partition \( \mathcal{P}_\ell \), \( 1 \leq \ell \leq k \), obtained by this variant of GSA has weight

\[
f(\mathcal{P}_\ell) \leq \rho \left( \sum_{i=1}^{\ell-1} (f(V_i) + f(V - V_i)) - (\ell - 2)f(V) \right).
\]

Therefore we have the next theorem.
2.2 Greedy splitting algorithm (GSA) for MPP-NT

**Theorem 2.7.** The variant of GSA that uses a $\rho$-approximation algorithm in Line 3 is a $\rho(1 + \alpha)(1 - \frac{1}{k})$-approximation algorithm for $k$-PPSS, where $\alpha$ is an arbitrary constant that satisfies $\sum_{i=1}^{k} f(V - V_i) \leq \alpha \sum_{i=1}^{k} f(V_i)$ for all $k$-partitions $\{V_1, \ldots, V_k\}$ of $V$. 

(Nota that $\alpha \leq k - 1$ holds in general and $\alpha = 1$ holds for symmetric submodular systems.)

As a result, we obtain the next corollary by using the linear time $(2 + \varepsilon)$-approximation algorithm [Mat 93] for the minimum cut problem in graphs with unit edge weights, where $\varepsilon \in (0, 1)$ is an arbitrary number.

**Corollary 2.7.** Problem $k$-PPG in a graph with unit edge weights can be approximated within a factor of $(4 + \varepsilon)(1 - \frac{1}{k})$ in $O(k(n + m))$ time, where $\varepsilon \in (0, 1)$ is a constant, $n$ and $m$ are the numbers of vertices and edges respectively.

Obviously, similar results can be obtained for other MPP-NTs.

2.2.4 Performance analysis: part II

In this subsection, we consider to apply GSA to $k$-partition problems in hypergraphs.

Let $H = (V, E)$ be a hypergraph with a weight function $w : E \rightarrow \mathbb{R}^+$. Recall that three types of $k$-partition problems, $k$-PPH-T1, $k$-PPH-T2 and $k$-PPH-T3, employ objective functions $f_1 = \frac{w[1]}{k} - w_{in}$, $f_2 = w_{ex}$ and $f_3 = w_{in} + w_{ex} - \frac{w[1]}{k}$, respectively.

First of all, observe that function $f_2 = w_{ex}$ is nonnegative, symmetric and submodular. Thus $k$-PPH-T2 is a special case of $k$-PPSS. Hence GSA is a $(2 - \frac{2}{k})$-approximation algorithm for $k$-PPH-T2. Let us consider its running time. Recall that $w_{ex}$ can be evaluated in $O(D)$ time, where $D$ is the sum of degrees of hyperedges. Thus GSA can be implemented so that it has $O(kn^3D)$ running time in a hypergraph with $n$ vertices. In the next theorem, we show that a faster implementation is available.

**Theorem 2.8.** The $k$-PPH-T2 problem can be approximated by GSA within a factor of $2 - \frac{2}{k}$ in $O(kn(n \log n + D))$ time, where $n$ and $D$ are the number of vertices and the sum of degrees of hyperedges respectively.

**Proof.** The guarantee is implied by Corollary 2.1. We next show a faster implementation.

Suppose that a hypergraph $H = (V, E)$ with a weight function $w$ is given. We claim that, for any $W \subseteq V$, a nonempty set $S \subset W$ minimizing $w_{in}(S) + w_{ex}(W - S) - w_{ex}(W)$ can be found in $O(\sum_{w \in P} (|W|^2 \log |W| + |W||D|)$ time. This implies that Line 3 of GSA can be executed in $O(n^2 \log n + nD)$ time in the $i$th phase. Hence the claimed running time.

Now we show the claimed fact in the following. Denote the set of hyperedges between two vertex subsets $V_1$ and $V_2$ by

$$E(V_1 : V_2) \triangleq \{ e \in E \mid e \cap V_1 \neq \emptyset \neq e \cap V_2, \ e \subseteq V_1 \cup V_2 \}.$$
We have
\[
w_{ex}(S) + w_{ex}(W - S) - w_{ex}(W) = \sum_{e \in \delta(S)} w(e) + \sum_{e \in \delta(W - S)} w(e) - \sum_{e \in \delta(W)} w(e) \\
= 2 \sum_{e \in E : (S, W - S)} w(e) + \sum_{e \in \delta(S) \cap \delta(W - S) \cap \delta(W)} w(e) \\
= 2 \left( \sum_{e \in E : (S, W - S)} w(e) + \sum_{e \in \delta(S) \cap \delta(W - S) \cap \delta(W)} \frac{w(e)}{2} \right).
\]

Thus minimization of \(w_{ex}(S) + w_{ex}(W - S) - w_{ex}(W)\) can be reduced to 2-PPH-T2 (i.e., minimum cut problem) in hypergraph \(H[W] = (W, E \cap 2^W)\) with a modified weight function \(w' : E \cap 2^W \rightarrow \mathbb{R}^+\) defined by

\[
w'(e \cap 2^W) = \begin{cases} 
\frac{w(e)}{2} & \text{if } e \subseteq W, \\
\frac{w(e)}{2} & \text{if } e \in \delta(W).
\end{cases}
\]

(Notice that there may exist multiple hyperedges.)

Therefore, we can minimize \(w_{ex}(S) + w_{ex}(W - S) - w_{ex}(W)\) in \(O(|W|^2 \log |W| + |W|D)\) time by applying the minimum cut algorithm [KW96].

Now let us consider problems \(k\)-PPH-T1 and \(k\)-PPH-T3.

Functions \(f_1 = \frac{w(E)}{k} - w_{in}\) and \(f_3 = w_{in} + w_{ex} - \frac{w(E)}{k}\) may not be nonnegative or symmetric. Thus Corollary 2.1 or Theorem 2.4 cannot be applied. Nevertheless, since both Theorem 2.2 and Lemma 2.1 do not require nonnegative or symmetric function, we can still use GSA to find a \(k\)-partition in polynomial time (by Theorem 2.2), and estimate the performance guarantees (by Lemma 2.1). Let us see the details in the next two theorems, where we also provide faster implementations.

**Theorem 2.9.** The \(k\)-PPH-T1 problem can be approximated by GSA within a factor of \((1 - \frac{1}{k}) \min \{k, d_{max}^{+}\}\) in \(O(kn (n \log n + D))\) time, where \(d_{max}^{+}\), \(n\) and \(D\) are the maximum degree of hyperedges of positive weights, the number of vertices and the sum of degrees of hyperedges, respectively.

**Proof.** Suppose that a hypergraph \(H = (V, E)\) with a weight function \(w : E \rightarrow \mathbb{R}^+\) are given.

We first derive the performance guarantee of GSA. For this, let \(P^* = \{V_1^*, V_2^*, \ldots, V_k^*\}\) be an optimal solution satisfying

\[
w_{ex}(V_k^*) = \max_{1 \leq i \leq k} \{w_{ex}(V_i^*)\} \geq \frac{1}{k} \sum_{i=1}^{k} w_{ex}(V_i^*).
\]
2.2 Greedy splitting algorithm (GSA) for MPP-NT

By Lemma 2.1, GSA finds a $k$-partition whose weight is at most

$$
\sum_{i=1}^{k-1} \left( f_i(V_i^*) + f_i(V - V_i^*) \right) - (k - 2) f_1(V) = \sum_{i=1}^{k-1} \left( \frac{w(E)}{k} - w_{in}(V_i^*) + \frac{w(E)}{k} - w_{in}(V - V_i^*) \right) - (k - 2) \left( \frac{w(E)}{k} - w_{in}(V) \right) = \sum_{i=1}^{k-1} \left( w(E) - w_{in}(V_i^*) - w_{in}(V - V_i^*) \right) = \sum_{i=1}^{k-1} w_{ex}(V_i^*) \leq \left( 1 - \frac{1}{k} \right) \sum_{i=1}^{k} w_{ex}(V_i^*) \leq \left( 1 - \frac{1}{k} \right) \min\{k, d_{\text{max}}^+\} \sum_{i=1}^{k} f_i(V_i^*) \tag{2.17}
$$

The last inequality is based on the fact that the weight of a hyperedge $e$ is counted once in the optimum $\sum_{i=1}^{k} f_i(V_i^*)$, whereas it is counted $p_e$ times in $\sum_{i=1}^{k} w_{ex}(V_i^*)$, if $p_e \triangleq |\{e \mid e \cap V_i^* \neq \emptyset\}| \geq 2$ (otherwise it is not counted at all). Notice that we only need to consider hyperedges with positive weights, for which $p_e \leq \min\{k, d_{\text{max}}^+\}$ holds.

Since we can evaluate $f_1 = \frac{w(E)}{k} - w_{in}$ in $O(D)$ time, GSA for $k$-PPH-T1 can be executed in $O(kn^3D)$ time. We give a faster implementation in the following.

Similarly to the proof of Theorem 2.8, we show how to find a nonempty set $S \subset W$ minimizing $f_1(S) + f_1(W - S) - f_1(W)$ in $O(|W|^2 \log |W| + |W|D)$ time for any fixed $W \subseteq V$. For this, notice that

$$f_1(S) + f_1(W - S) - f_1(W) = w_{in}(W) - w_{in}(S) - w_{in}(W - S) + \frac{w(E)}{k}$$

holds. Hence minimization of $f_1(S) + f_1(W - S) - f_1(W)$ can be reduced to 2-PPH-T1 (i.e., minimum cut problem) in hypergraph $H_W \triangleq (W, E_W)$, where $E_W = \{e \in E \mid e \subseteq W\}$ and hyperedges in $E_W$ have the same weights as they have in $H$. Using the minimum cut algorithm [KW 96], we can minimize it in $O(|W|^2 \log |W| + |W|D)$ time. \[\square\]

**Theorem 2.10.** The $k$-PPH-T3 problem can be approximated within a factor of $2 - \frac{2}{k}$ by GSA in $O(kn(n \log n + D))$ time, where $n$ and $D$ are the number of vertices and the sum of degrees of hyperedges, respectively.

**Proof.** Suppose that a hypergraph $H = (V, E)$ with a weight function $w : E \rightarrow \mathbb{R}^+$ are given. We first derive the performance guarantee. Let $P^* = \{V_1^*, V_2^*, \ldots, V_k^*\}$ be an optimal solution satisfying $w_{ex}(V_k^*) = \max_{1 \leq i \leq k} w_{ex}(V_i^*) \geq \frac{1}{k} \sum_{i=1}^{k} w_{ex}(V_i^*)$. 

By Lemma 2.1, GSA finds a $k$-partition whose weight is at most
\[
\sum_{i=1}^{k-1} (f_3(V_i^*) + f_3(V - V_i^*)) - (k - 2) f_3(V)
\]
\[
= \sum_{i=1}^{k-1} \left( \left( w_{in}(V_i^*) + w_{ex}(V_i^*) - \frac{w(E)}{k} \right) + \left( w_{in}(V - V_i^*) + w_{ex}(V - V_i^*) - \frac{w(E)}{k} \right) \right)
\]
\[
- (k - 2) \left( w_{in}(V) + w_{ex}(V) - \frac{w(E)}{k} \right)
\]
\[
= \sum_{i=1}^{k-1} \left( w_{in}(V_i^*) + w_{ex}(V_i^*) + w_{in}(V - V_i^*) + w_{ex}(V - V_i^*) - w(E) \right)
\]
\[
= \sum_{i=1}^{k-1} w_{ex}(V_i^*) \leq \left( 1 - \frac{1}{k} \right) \sum_{i=1}^{k} w_{ex}(V_i^*) \leq \left( 2 - \frac{2}{k} \right) \sum_{i=1}^{k} f_3(V_i^*). \quad (2.18)
\]

The last inequality is based on the fact that the weight of a hyperedge $e$ is counted $p_e - 1$ times in the optimum $\sum_{i=1}^{k} f_3(V_i^*)$, whereas it is counted $p_e$ times in $\sum_{i=1}^{k} w_{ex}(V_i^*)$, if $p_e = \left| \{ i \mid e \cap V_i^* \neq \emptyset \} \right| \geq 2$.

Next, let us consider a fast implementation of GSA. Again, we only need to show how to find a nonempty $S \subseteq W$ minimizing $f_3(S) + f_3(W - S) - f_3(W)$ in $O(|W|^2 \log |W| + |W|D)$ time for any $W \subseteq V$. For this, notice that
\[
f_3(S) + f_3(W - S) - f_3(W)
\]
\[
= \left( w_{in}(S) + w_{ex}(S) - \frac{w(E)}{k} \right) + \left( w_{in}(W - S) + w_{ex}(W - S) - \frac{w(E)}{k} \right)
\]
\[
- \left( w_{in}(W) + w_{ex}(W) - \frac{w(E)}{k} \right)
\]
\[
= \left( \sum_{e \in E(S; W - S)} w(e) + \sum_{e \in \delta(S) \cap \delta(W - S) \cap \delta(W)} w(e) \right) - \frac{w(E)}{k}
\]
holds. Therefore, the minimization of $f_3(S) + f_3(W - S) - f_3(W)$ reduces to minimum cut problem in hypergraph $H[W] = (W, E \cap 2^W)$, in which hyperedges have the same weights as in $H$. Again, using the algorithm [KW 96], we can minimize it in $O(|W|^2 \log |W| + |W|D)$ time.

\[
\square
\]

2.3 Modified GSA (M-GSA) for general MPP

2.3.1 Algorithm description and main lemma

In the previous section, we have discussed algorithm GSA (greedy splitting algorithm) for MPP-NT. We introduce in this section a slightly modified version of GSA (M-GSA) to approximate the general MPP. See Figure 2.3.
Input: A submodular system \((V, f)\), a target set \(T \subseteq V\) and an integer \(k, 1 \leq k \leq |T|\).
Output: A target-split \(P_k\) of \(V\).

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(P_1 \leftarrow {V})</td>
</tr>
<tr>
<td>2</td>
<td>for (i = 1, \ldots, k - 1) do</td>
</tr>
<tr>
<td>3</td>
<td>((S_i, W_i) \leftarrow \operatorname{argmin}{f(S) + f(W - S) - f(W) \mid \emptyset \neq S \subset W, W \in P_n, S \cap T \neq \emptyset \neq (W - S) \cap T})</td>
</tr>
<tr>
<td>4</td>
<td>(P_{i+1} \leftarrow (P_i \setminus {W_i}) \cup {S_i, W_i - S_i})</td>
</tr>
<tr>
<td>5</td>
<td>end /* for */</td>
</tr>
</tbody>
</table>

Figure 2.3: Modified greedy splitting algorithm (M-GSA) for MPP.

Only Line 3 is different from GSA, where we want to minimize \(f(S) + f(W - S) - f(W)\) under an additional constraint \(S \cap T \neq \emptyset \neq (W - S) \cap T\). By this constraint, we can ensure that the output \(P_k\) is a target-split of \(V\) with respect to \(T\).

Let us first consider the minimization of \(f(S) + f(W - S)\) for a fixed \(W \subseteq V\), under the constraints \(\emptyset \neq S \subset W\) and \(S \cap T \neq \emptyset \neq (W - S) \cap T\). If \(W \subseteq T\), the constraints reduce to \(\emptyset \neq S \subset W\) only, which implies that the minimization can be achieved in \(O(|W|^3 \theta)\) time by Theorem 2.2. Otherwise, as shown soon in Theorem 2.11, it can be achieved by solving the next partial \(s, t\)-partition problem.

**Problem 2.13 (Partial \(s, t\)-partition problem).** Given a submodular system \((V, f)\) with a set \(W \subseteq V\) and distinct \(s, t \in W\), find a set \(S\) such that

\[
\begin{align*}
\text{minimize} & \quad f(S) + f(W - S) - f(W) \\
\text{subject to} & \quad s \in S \subset W, \ t \in W - S.
\end{align*}
\]

**Lemma 2.3.** Given a submodular system \((V, f)\), \(W \subseteq V\) and distinct \(s, t \in W\), a set \(S^*\) such that \(s \in S^* \subset W\), \(t \in W - S^*\) and \(f(S^*) + f(W - S^* - f(W)\) is minimum can be found in \(O(|W|^7 \log |W| \theta)\) time, where \(\theta\) is the time bound of the oracle for \(f\).

**Proof.** Consider a system \((W - \{s, t\}, g)\), where function \(g : 2^{W - \{s, t\}} \rightarrow \mathbb{R}\) is defined by

\[
g(S) = f(S \cup \{s\}) + f(W - (S \cup \{s\})) \quad S \subseteq W - \{s, t\}.
\]

We only need to find a set \(S' \subseteq W - \{s, t\}\) such that \(g(S')\) is minimum and let \(S^* = S' \cup \{s\}\). It is easy to verify that function \(g\) is submodular. Submodular functions can be minimized in polynomial time ([GLS 88, IFF 00, Sch 00]). In particular, an algorithm in [IFF 00] has a running time of \(O(|W|^7 \log |W| \theta)\). Hence the lemma. \(\square\)
\textbf{Theorem 2.11.} Given a submodular system \((V, f)\), \(T \subseteq V\) and an integer \(k \geq 1\), \(M\)-GSA has running time of \(O(k|T||V|^7 \log |V|\theta)\), where \(\theta\) is the time bound of the oracle for \(f\).

\textit{Proof.} The minimization of \(f(S) + f(W - S) - f(W)\) for a fixed \(W \subseteq V\) under the constraints \(\emptyset \neq S \subseteq W\) and \(S \cap T \neq \emptyset\) \((W - S) \cap T\) can be achieved by applying at most \(|T \cap W| - 1\) partial \(s, t\)-partition computations. More precisely, we choose an arbitrary \(s \in W \cap T\) and compute a minimum partial \(s, t\)-partition of \(W\) for each \(t \in W \cap T - \{s\}\). It is clear that the minimum partial \(s, t\)-partition among all \(t\) is a required solution. Hence Line 3 of \(M\)-GSA can be done in \(\sum_{W \in \mathcal{P}_i} O(|T \cap W||W|^7 \log |W|\theta) = O(|T||V|^7 \log |V|\theta)\) time. This implies that the running time of \(M\)-GSA is \(O(k|T||V|^7 \log |V|\theta)\).

\textbf{Remark:} Of course, we can get faster implementations in special cases. For instance, it is easy to see that the partial \(s, t\)-partition problem for \(k\)-TPG reduces to minimum \(s, t\)-cut problem. Thus in this case, \(M\)-GSA can have \(O(k|T|mn \log(n^2/m))\) running time for a graph with \(n\) vertices and \(m\) edges.

Consider the performance of \(M\)-GSA. It is not difficult to see that analogous results as obtained in the previous section can be obtained in a straightforward manner. Analogously to Lemma 2.1, we obtain the next technique lemma.

\textbf{Lemma 2.4.} Let \(\mathcal{P}_\ell\) be the \(\ell\)-target-split of \(V\) found by \(M\)-GSA in the \((\ell - 1)^{th}\) phase, \(1 \leq \ell \leq k\). For any \(\ell\)-target-split \(\{V_1, V_2, \ldots, V_\ell\}\) of \(V\), it holds that

\[f(\mathcal{P}_\ell) \leq \sum_{i=1}^{\ell-1} (f(V_i) + f(V - V_i)) - (\ell - 2)f(V).\]  

(2.19)

\textbf{2.3.2 Performance analysis}

Similarly as before, we obtain the next theorem as a result of Theorem 2.11 and Lemma 2.4.

\textbf{Theorem 2.12.} Given a nonnegative submodular system \((V, f)\) with a target set \(T \subseteq V\), \(k\)-\(TPSS\) can be approximated by \(M\)-GSA within a factor of \((1 + \alpha)(1 - \frac{1}{k})\) in \(O(k|T||V|^7 \log |V|\theta)\) time, where \(\alpha\) is an arbitrary constant satisfying \(\sum_{i=1}^k f(V_i) \leq \alpha \sum_{i=1}^k f(V_i)\) for all \(k\)-target-split \(\{V_1, \ldots, V_k\}\) of \(V\), and \(\theta\) is the time bound of the oracle for \(f\).

\textbf{Corollary 2.8.} Given a nonnegative submodular system \((V, f)\) with a target set \(T \subseteq V\), \(k\)-\(TPSS\) can be approximated by \(M\)-GSA within a factor of \(k - 1\) in \(O(k|T||V|^7 \log |V|\theta)\) time, where \(\theta\) is the time bound of the oracle for \(f\).

\textbf{Corollary 2.9.} Given a submodular system \((V, f)\) with a target set \(T \subseteq V\), where \(f\) is nonnegative and symmetric, \(k\)-\(TPSSSS\) can be approximated by \(M\)-GSA within a factor of \(2 - \frac{2}{k}\) in \(O(k|T||V|^7 \log |V|\theta)\) time, where \(\theta\) is the time bound of the value oracle for \(f\).
Theorem 2.13. Given a hypergraph $H = (V, E)$ and a target set $T \subseteq V$, k-TPH-T2 can be approximated by M-GSA within a factor of $2 - \frac{2}{k}$ in $O(k|T|m'n'\log(n'^2/m')$ time, where $m' = 2D + |E|$, $n' = |V| + 2|E|$ and $D$ is the sum of degrees of hyperedges.

Proof. The guarantee is implied by Corollary 2.9. We give a faster implementation.

Analogously to Theorem 2.8, it is not difficult to see that, the partial $s,t$-partition problem reduces to 2-TPH-T2 with target set $\{s,t\}$ in hypergraph $H[W] = (W, E \cap 2^W)$ with a modified weight function $w' : E \cap 2^W \rightarrow \mathbb{R}^+$ defined by

$$w'(e \cap 2^W) = \begin{cases} w(e) & \text{if } e \subseteq W, \\ \frac{w(e)}{2} & \text{if } e \in \delta(W). \end{cases}$$

Problem 2-TPH-T2 with two targets can be reduced to a maxflow problem ([Law 73]). More precisely, given a hypergraph $H''$ with $n''$ vertices and $m''$ hyperedges, where the sum of degrees of hyperedges is $D''$, it reduces to a maxflow problem in a (directed) graph with $n'' + 2m''$ vertices and $2D'' + m''$ edges. The theorem is then shown by an easy calculation. □

Combining with the remark of Theorem 2.11, we have the next corollary.

Corollary 2.10 (Maeda, Nagamochi and Ibaraki [MNI 93]). Problem k-TPG can be approximated by M-GSA within a factor of $2 - \frac{2}{k}$ in $O(k|T|mn\log(n^2/m))$ time, where $T$ is the target set, $n$ and $m$ are the numbers of vertices and edges, respectively. □

Similar results can be obtained in a straightforward manner.

Theorem 2.14. Problem MPP in submodular system $(V, f)$ satisfying $f(\emptyset) \geq 0$ and $f(V) \geq f(S)$ for all $\emptyset \neq S \subseteq V$ can be approximated by M-GSA within a factor of $2 - \frac{2}{k}$ in $O(k|T||V|^7 \log |V|\theta)$ time, where $\theta$ is the time bound of the oracle for $f$. □

Corollary 2.11. Given a nonnegative, monotone submodular system $(V, f)$ with a target set $T \subseteq V$, k-TPMSS can be approximated by M-GSA within factor $2 - \frac{2}{k}$ in $O(k|T||V|^7 \log |V|\theta)$ time, where $\theta$ is the time bound of the oracle for $f$. □

Analogously to the proof of Theorems 2.13, 2.9 and 2.10, we have the next two theorems.

Theorem 2.15. Given a hypergraph $H = (V, E)$ with a target set $T \subseteq V$, k-TPH-T1 can be approximated by M-GSA within a factor of $(1 - \frac{1}{k}) \min\{k, d^+_{\text{max}}\}$ in $O(k|T|m'n'\log(n'^2/m')$ time, where $m' = 2D + |E|$, $n' = |V| + 2|E|$, $d^+_{\text{max}}$ is the maximum degree of hyperedges with positive weights, and $D$ is the sum of degrees of hyperedges. □

Theorem 2.16. Given a hypergraph $H = (V, E)$ with a target set $T \subseteq V$, k-TPH-T3 can be approximated by M-GSA within a factor of $2 - \frac{2}{k}$ in $O(k|T|m'n'\log(n'^2/m')$ time, where $m' = 2D + |E|$, $n' = |V| + 2|E|$, and $D$ is the sum of degrees of hyperedges. □
Again, our proof allows us to use approximate algorithms in Line 3 of M-GSA. Assume that $f(S) + f(W - S) - f(W) \geq 0$ holds for all $\emptyset \neq S \subseteq W$, $W \in \mathcal{P}$, and $S \cap T \neq \emptyset \neq (W - S) \cap T$ (which is true if $f(\emptyset) \geq 0$ holds). It is easy to see the next theorem.

**Theorem 2.17.** The variant of M-GSA that uses a $\rho$-approximation algorithm in Line 3 of M-GSA is a $\rho(1 + \alpha)(1 - \frac{1}{k})$-approximation algorithm for $k$-PPSS, where $\alpha$ is an arbitrary constant satisfying $\sum_{i=1}^{k} f(V - V_i) \leq \alpha \sum_{i=1}^{k} f(V_i)$ for all $k$-target-split $\{V_1, \ldots, V_k\}$ of $V$. \hfill $\square$

Again, we note that $\alpha \leq k - 1$ holds in general, and $\alpha = 1$ holds for symmetric submodular systems. Similar results as in Section 2.2 can also be obtained for other MPPs.

### 2.4 Tight examples

In this section, we construct tight examples for algorithm GSA (such examples are also tight examples for M-GSA). For this, we need an easy property.

**Proposition 2.1.** Let $(V, f)$ and $(W, g)$ be two submodular systems, where $V$ and $W$ are not necessarily disjoint. Define a function $h : 2^{V \cup W} \rightarrow \mathbb{R}$ by $h(S) = f(S \cap V) + g(S \cap W)$ for all sets $S \subseteq V \cup W$. Function $h$ is submodular. Furthermore, it is symmetric if so are $f$ and $g$.

**Proof.** We first show the submodularity of $h$. For any sets $X, Y \subseteq V \cup W$, we have

$$h(X) + h(Y) = (f(X \cap V) + g(X \cap W)) + (f(Y \cap V) + g(Y \cap W))$$

$$= (f(X \cap V) + f(Y \cap V)) + (g(X \cap W) + g(Y \cap W))$$

$$\geq f((X \cap V) \cap (Y \cap V)) + f((X \cup V) \cup (Y \cup V))$$

$$+ g((X \cap W) \cap (Y \cap W)) + g((X \cap W) \cup (Y \cap W))$$

$$= f((X \cap Y) \cap V) + g((X \cap Y) \cap W)$$

$$+ f((X \cup Y) \cap V) + g((X \cup Y) \cap V)$$

$$= h(X \cap Y) + h(X \cup Y).$$

Hence function $h$ is submodular.

Now suppose that functions $f$ and $g$ are symmetric. For any sets $X \subseteq V \cup W$, we have

$$h((V \cup W) - X) = f(((V \cup W) - X) \cap V) + g(((V \cup W) - X) \cap W)$$

$$= f(V - X) + g(W - X) = f(X \cap V) + g(X \cap W)$$

$$= h(X).$$

Hence function $h$ is symmetric. \hfill $\square$

**Proposition 2.2.** For any $\epsilon > 0$, there exists a nonnegative submodular system for which GSA always finds a $k$-partition whose weight is at least $k - 1 - \epsilon$ times of the optimum.
2.4 Tight examples

Proof. Define two submodular systems \((V, f)\) and \((W, g)\) as follows.

Let \(V = \{v_0, v_1, \ldots, v_{k-1}\}\), and function \(f\) be defined by \(f(S) = |S|\) if \(S \subset V\) and \(f(V) = 0\). Let \(W = \{v_0, w_1, \ldots, w_{k-1}\}\) (note \(V \cap W = \{v_0\}\)). Let \(g\) be the cut function of graph \((W, E)\) for \(E = \{\{v_0, w_1\}, \{v_0, w_2\}, \ldots, \{v_0, w_{k-1}\}\}\) of edges of weight \(\frac{k-\epsilon}{2}\). See Figure 2.4. Obviously, functions \(f\) and \(g\) are submodular. Let us consider a system \((V \cup W, h)\), where \(h(S) = f(S \cap V) + g(S \cap W), S \subseteq V \cup W\). By Proposition 2.1, function \(h\) is submodular (obviously it is also nonnegative).

![Figure 2.4: A tight example for GSA applied to \(k\)-PPSS.](image)

There is a \(k\)-partition \(\mathcal{P} = \{\{v_1\}, \{v_2\}, \ldots, \{v_{k-1}\}, W\}\) with weight \(k\). On the other hand, since any 2-partition separating some pair of members in \(V\) has weight at least \(k\), the minimum 2-partition is \(\{\{w_i\}, (V \cup W) - \{w_i\}\}\) of weight \(k - \epsilon\) for some \(i\). Therefore GSA first finds a 2-partition \(\{\{w_i\}, (V \cup W) - \{w_i\}\}\) for some \(i\). It is then easy to see that the output of GSA is the \(k\)-partition \(\mathcal{P}' = \{\{w_1\}, \{w_2\}, \ldots, \{w_{k-1}\}, V\}\), whose weight is \((k - 1)(k - \epsilon)\). Thus the performance guarantee is at least as bad as

\[
\frac{(k - 1)(k - \epsilon)}{k} = k - 1 - \frac{(k - 1)\epsilon}{k} > k - 1 - \epsilon.
\]

\[\square\]

Proposition 2.3. For any \(\epsilon > 0\), there exists a graph for which GSA always finds a \(k\)-way cut whose weight is at least \(2 - \frac{2k}{k} - \epsilon\) times of the optimum.

Proof. Recall that \(k\)-way cut is a subset of edges whose removal leaves the graph with at least \(k\) components. Problem \(k\)-PPG is equivalent to find a minimum weight \(k\)-way cut.

Let us consider a graph \(G = (V, E)\), where \(V = \{v_0, v_1, \ldots, v_{k-1}, w_1, w_2, \ldots, w_{k-1}\}\), \(E = \{\{v_i, v_j\} \mid 0 \leq i < j \leq k-1\} \cup \{\{v_0, w_i\} \mid 0 \leq i \leq k-1\}\). (The subgraph of \(G\) induced by vertices \(\{v_0, v_1, \ldots, v_{k-1}\}\) is a clique of size \(k\).) Each edge \(\{v_i, v_j\}\) has weight 1, whereas each edge \(\{v_0, w_i\}\) has weight \(k - 1 - \epsilon\). The graph is shown in Figure 2.5.
It is easy to see that the optimal $k$-way cut is the set of edges of weight 1, whereas GSA finds a solution consisting of the edges with weight $k - 1 - \epsilon$. Therefore the performance guarantee of GSA is at least as bad as

$$\frac{(k - 1)(k - 1 - \epsilon)}{k(k - 1)/2} = 2 - \frac{2}{k} - \frac{2\epsilon}{k} \geq 2 - \frac{2}{k} - \epsilon.$$ 

We note that the guarantee $2 - \frac{2}{k}$ is tight even for graphs with unit edge weights. This can be seen by modifying Figure 2.5 such that each vertex $w_i$ and edge $\{v_0, w_i\}$ are replaced by a large clique that is connected to $v_0$ by exactly $k - 1$ edges. 

Observe that the example in Proposition 2.3 also serves as a tight example for GSA applied to some other MPPs as $k$-PPH-T1, $k$-PPH-T2, $k$-PPH-T3 and $k$-PPSSS.
Chapter 3

Greedy Splitting of Higher Accuracy for MPP

3.1 Introduction

In the previous chapter, we have presented an algorithm GSA (greedy splitting algorithm) for MPP, which greedily increases the size of partition by one in each phase. As a natural extension, one may consider to increase the size of partition more than one in each phase. In this chapter, we consider to increase the size of partition by two or more.

Unlike the case of GSA, increasing the size of partition by two at the smallest weight increase may be difficult to implement. In fact, we do not know how to implement it in polynomial time for an arbitrary submodular system. Nevertheless, we can show some interesting properties on the quality of the obtained solutions. At the end of this chapter, we also give a remark on the extension of greedily increasing the size of partition by three or more.

We first consider MPP-NT (MPP with no target), which is easier than the general MPP problem.

3.2 Greedy splitting algorithm 2 (GSA2)

3.2.1 Algorithm description and main lemma for odd $k$

Let $k$ be a positive odd integer. We consider an approximation algorithm, called greedy splitting algorithm 2 (GSA2), which is described in Figure 3.1.

GSA2 contains $\frac{k-1}{2}$ phases. It starts with $\mathcal{P}_1 = \{V\}$. In the $i^{th}$ phase, it constructs an $(2i + 1)$-partition $\mathcal{P}_{i+1}$ by splitting some member(s) of the previously obtained $(2i - 1)$-partition $\mathcal{P}_i$ with the smallest weight increase. There are two ways of splitting (in order to increase the size of partition by two). One is to split two members in $\mathcal{P}_i$ into four. The other
is to split one member in $P_i$ into three. These are considered in Lines 3 and 4 of GSA2, respectively. We choose $P_{i+1}$ so that the weight increase from $P_i$ is minimum. This is done in Lines 5–9 of GSA2.

**Input:** A submodular system $(V, f)$ and an odd integer $k \geq 1$.

**Output:** A $k$-partition $P_{k+1}$ of $V$.

```
1     $P_1 \leftarrow \{V\}$
2   for $i = 1, \ldots, \frac{k-1}{2}$ do
3     $(S_i^1, W_i^1, S_i^2, W_i^2) \leftarrow \arg\min \{ \sum_{j=1}^2 (f(S_i^j) + f(W_i^j - S_i^j) - f(W_i^j)) \mid$
4                   $\emptyset \neq S_i^j \subseteq W_i^j, j = 1, 2, \text{ for distinct } W_1, W_2 \in P_i \}$
5     $(T_i^1, T_i^2, W_i) \leftarrow \arg\min \{ f(T_i^1) + f(T_i^2) + f(W - T_i^1 - T_i^2) - f(W) \mid$
6                   $\{T_i^1, T_i^2, W - T_i^1 - T_i^2\}$ is a 3-partition of $W \in P_i \}$
7     if $\sum_{j=1}^2 (f(S_i^j) + f(W_i^j - S_i^j) - f(W_i^j))$
8                  $< f(T_i^1) + f(T_i^2) + f(W_i - T_i^1 - T_i^2) - f(W_i) \text{ then}$
9       $P_{i+1} \leftarrow (P_i - \{W_i^1, W_i^2\}) \cup \{S_i^1, W_i^1 - S_i^1, S_i^2, W_i^2 - S_i^2\}$
10     else
11       $P_{i+1} \leftarrow (P_i - \{W_i\}) \cup \{T_i^1, T_i^2, W_i - T_i^1 - T_i^2\}$
12     end /* if */
13 end /* for */
```

Figure 3.1: Greedy splitting algorithm 2 (GSA2) for MPP-NT for odd $k$

Clearly, the output $P_{k+1}$ is a $k$-partition of $V$. Let us consider the running time of GSA2. Line 3 can be done in $\sum_{W \in P_i} O(|W|^3) = O(|V|^3)$ time by Theorem 2.2. On the other hand, since we do not know how to find efficiently a minimum 3-partition in an arbitrary submodular system, the complexity of Line 4 is open in general. For the purpose of ensuring that GSA2 runs in polynomial time, we assume the next.

**Assumption 1.** For any set $W \subseteq V$, a 3-partition $\{T_i^1, T_i^2, W - T_i^1 - T_i^2\}$ of $W$ that minimizes $f(T_i^1) + f(T_i^2) + f(W - T_i^1 - T_i^2) - f(W)$ can be found in polynomial time.

To analyze the performance of GSA2, we show a lemma that is analogous to Lemma 2.1.

**Lemma 3.1.** For $\ell = 0, 1, \ldots, \frac{k-1}{2}$, let $P_{\ell+1}$ be the $(2\ell + 1)$-partition of $V$ found by GSA2 in the $\ell$th phase. For any $(2\ell + 1)$-partition $P = \{V_1, V_2, \ldots, V_{2\ell+1}\}$ of $V$, it holds that

$$f(P_{\ell+1}) \leq \sum_{i=1}^{\ell} (f(V_{2i-1}) + f(V_{2i}) + f(V - V_{2i-1} - V_{2i})) - (\ell - 1)f(V). \quad (3.1)$$
3.2 Greedy splitting algorithm 2 (GSA2)

Proof. Notice that the right-hand side of (3.1) is dependent on the order of \(V_1, V_2, \ldots, V_{2\ell+1}\). More precisely, it is symmetric between \(V_{2i-1}\) and \(V_{2i}\), \(1 \leq i \leq \ell\), and the last member of \(\{V_1, V_2, \ldots, V_{2\ell+1}\}\) does not appear at all.

The proof is rather long, continuing to the end of this subsection. Similarly as before, we proceed by induction on \(\ell\). It is trivial for \(\ell = 0\). Suppose that it holds for \(\ell - 1\). Let us consider a \((2\ell + 1)\)-partition \(\mathcal{P} = \{V_1, V_2, \ldots, V_{2\ell+1}\}\).

We will show that, there always exists a “splitting candidate” that is a candidate in Line 3 or 4 for GSA2. This implies that its splitting weight (the weight increase) is an upper bound on \(f(\mathcal{P}_{\ell+1}) - f(\mathcal{P}_\ell)\). We then show how to construct a “nice” \((2\ell - 1)\)-partition \(\mathcal{P}' = \{V'_1, \ldots, V'_{2\ell-1}\}\) from \(\mathcal{P}\), for which \(\sum_{i=1}^{\ell-1} \left( f(V'_{2i-1}) + f(V'_{2i}) + f(V - V'_{2i-1} - V'_{2i}) \right) - (\ell-2)f(V)\) plus the splitting weight of the “splitting candidate” is at most the right-hand side of (3.1). This will prove the lemma by applying the induction hypothesis on \(\mathcal{P}_\ell\) and \(\mathcal{P}'\). Let us see the details in the following.

We first consider to find the splitting candidate. Since \(\mathcal{P}_\ell\) is a \((2\ell - 1)\)-partition of \(V\), we see that at least one of the next two cases occurs (imaging to put \(2\ell + 1\) balls \(v_i \in V_i\) into \(2\ell - 1\) boxes \(W' \in \mathcal{P}_\ell\)).

1. There is a \(W \in \mathcal{P}_\ell\) and at least three distinct indices \(r, s, t \in \{1, 2, \ldots, 2\ell + 1\}\) such that \(W \cap V_i \neq \emptyset\) holds for all \(i \in \{r, s, t\}\) (one box obtains at least three balls).

2. There are two distinct \(W^1, W^2 \in \mathcal{P}_\ell\) and four distinct indices \(a, b, p, q \in \{1, 2, \ldots, 2\ell + 1\}\) such that \(W^1 \cap V_a \neq \emptyset \neq W^1 \cap V_b, W^2 \cap V_p \neq \emptyset \neq W^2 \cap V_q, W^1 \subseteq V_a \cup V_b\) and \(W^2 \subseteq V_p \cup V_q\) hold (roughly speaking, each of two boxes contains exactly two balls).

We can easily find splitting candidates in cases (1) and (2). However, it is still unclear how to construct the “nice partition”, since, as will be seen later, the nice partitions vary with the choice of indices (i.e., \(r, s, t\) and \(a, b, p, q\)). Thus we consider the next five sub-cases.

From the symmetry in (3.1), we say \(V_{2i-1}\) and \(V_{2i}\) “partners” of each other, \(1 \leq i \leq \ell\). Let us first consider two sub-cases derived from case (1).

1a) There is an index \(h \in \{1, \ldots, \ell\}\) satisfying \(\{2h-1, 2h\} \subset \{r, s, t\}\) (i.e., two partners appear simultaneously in \(W\)). Let \(r = 2h-1\) and \(s = 2h\).

1b) Otherwise \(|\{2i-1, 2i\} \cap \{r, s, t\}| \leq 1\) holds for all \(i \in \{1, \ldots, \ell\}\). Let \(r \in \{2h-1, 2h\}\) and \(s \in \{2h'-1, 2h'\}\) for \(1 \leq h < h' \leq \ell\). By assumption, \(W \cap V_j = \emptyset\) holds for all \(j \in \{2h-1, 2h, 2h'-1, 2h'\} - \{r, s\}\) (i.e., no partner of \(V_r\) or \(V_s\) appears in \(W\)). By the symmetry of partners, we suppose without loss of generality that \(r = 2h\) and \(s = 2h'\). Then \(W \cap V_{2h-1} = W \cap V_{2h'-1} = \emptyset\) holds.
Case (2) is a little complicated. We first consider the sub-case in which

$$|\{a,b\} \cap \{2h-1,2h\}| = |\{p,q\} \cap \{2h'-1,2h'\}| = 1$$

holds for some $1 \leq h \neq h' \leq \ell$. By symmetry, we assume the next without loss of generality.

(2a) Let $a = 2h$ and $p = 2h'$ for $1 \leq h < h' \leq \ell$. Then $W^1 \cap V_{2h-1} = W^2 \cap V_{2h'-1} = \emptyset$ holds.

Otherwise, we have the next two sub-cases.

(2b) $|\{a,b\} \cap \{2h-1,2h\}| = |\{p,q\} \cap \{2h'-1,2h'\}| = 2$ holds for $1 \leq h \neq h' \leq \ell$. Let $h < h'$, $a = 2h-1$, $b = 2h$, $p = 2h'-1$, $q = 2h'$. By the assumption of case (2), $W^1 \subseteq V_{2h-1} \cup V_{2h}$ and $W^2 \subseteq V_{2h'-1} \cup V_{2h'}$ hold.

(2c) $\{\{a,b\} \cap \{2h-1,2h\}, \{p,q\} \cap \{2h'-1,2h'\}\} = \{1,2\}$ hold for some $1 \leq h \neq h' \leq \ell$. Let $a = 2h-1$, $b = 2h$, $p \in \{2h'-1,2h'\}$ and $q \not\in \{2h'-1,2h'\}$. Without loss of generality, we assume $p = 2h'$ and $h < h'$. Hence $W^1 \subseteq V_{2h-1} \cup V_{2h}$ and $W^2 \cap V_{2h'-1} = \emptyset$ hold.

Notice that at least one of sub-cases (2a), (2b) and (2c) must occur in case (2).

Now let us show the “splitting candidate” and the corresponding “nice partition” for each sub-case. In constructing the “nice partition”s, the idea is

(*) binding members of $\mathcal{P}$ to hide weights that are used by the splitting candidate.

Let us see the details in the following, where we will explain the above idea.

(1a) Split $W$ into three pieces $W \cap V_{2h-1}, W \cap V_{2h}$ and $W - V_{2h-1} - V_{2h}$. Let

$$\mathcal{P}^{1a} = \{V_1, \ldots, V_{2h-2}, V_{2h+1}, \ldots, V_{2\ell}, V_{2h-1} \cup V_{2h} \cup V_{2\ell+1}\}.$$ 

Applying the induction hypothesis on $\mathcal{P}_\ell$ and $\mathcal{P}^{1a}$, we have

$$f(\mathcal{P}_\ell) \leq \sum_{1 \leq \ell' \leq \ell, \ell \neq h} (f(V_{2\ell'-1}) + f(V_{2\ell}) + f(W - V_{2\ell'-1} - V_{2\ell})) - (\ell - 2)f(V). \quad (3.2)$$

Thus, to prove (3.1), it suffices to show

$$f(\mathcal{P}_{\ell+1}) - f(\mathcal{P}_\ell) \leq f(V_{2h-1}) + f(V_{2h}) + f(W - V_{2h-1} - V_{2h}) - f(V). \quad (3.3)$$

In fact, since $(W \cap V_{2h-1}, W \cap V_{2h}, W)$ is a candidate in Line 4 for GSA2, we have

$$f(\mathcal{P}_{\ell+1}) - f(\mathcal{P}_\ell) \leq f(W \cap V_{2h-1}) + f(W \cap V_{2h}) + f(W - V_{2h-1} - V_{2h}) - f(W). \quad (3.4)$$
Let us show that the right-hand side of (3.3) is at least as large as the right-hand side of (3.4). This will prove the lemma for sub-case (1a). Actually, by submodularity, we have

\[
\begin{align*}
  f(V_{2h-1}) + f(V_{2h}) + f(V - V_{2h-1} - V_{2h}) &- f(V) \\
  \geq & f(W \cap V_{2h-1}) + f(W \cup V_{2h-1}) + f(V_{2h}) + f(V - V_{2h-1} - V_{2h}) - f(V) - f(W) \\
  \geq & f(W \cap V_{2h-1}) + f(W \cap V_{2h}) + f(W \cup V_{2h-1} \cup V_{2h}) + f(V - V_{2h-1} - V_{2h}) - f(V) - f(W) \\
  \geq & f(W \cap V_{2h-1}) + f(W \cap V_{2h}) + f(W - V_{2h-1} - V_{2h}) - f(W).
\end{align*}
\]

Therefore sub-case (1a) is completed.

Let us take an example $k$-PPG to give an explanation of the idea (*). In sub-case (1a), the splitting candidate is to split $W$ into three pieces $W \cap V_{2h-1}$, $W \cap V_{2h}$ and $W - V_{2h-1} - V_{2h}$. See Figure 3.2. The splitting weight (i.e., $f(W \cap V_{2h-1}) + f(W \cap V_{2h}) + f(W - V_{2h-1} - V_{2h}) - f(W)$ where $f$ is the cut function) is two times of the weight of edge set

\[
E(W \cap V_{2h-1} : W \cap V_{2h}) \cup E(W \cap V_{2h-1} : W - V_{2h-1} - V_{2h}) \cup E(W \cap V_{2h} : W - V_{2h-1} - V_{2h})
\]

(recall that $E(X : Y)$ is the set of edges between vertex sets $X$ and $Y$). It is of course no more than two times of the weight of edge set

\[
E(V_{2h-1} : V_{2h}) \cup E(V_{2h-1} : V - V_{2h-1} - V_{2h}) \cup E(V_{2h} : V - V_{2h-1} - V_{2h}),
\]

which is nothing but $f(V_{2h-1}) + f(V_{2h}) + f(V - V_{2h-1} - V_{2h}) - f(V)$, the right-hand side of (3.3). Therefore we “bind” $V_{2h-1}$ and $V_{2h}$ to $V_{2\ell+1}$, and let them be the last member in the constructed nice partition $\mathcal{P}^{1a}$. Analogous explanations are available for other sub-cases.

![Figure 3.2: Illustration of sub-case (1a) for $k$-PPG.](image)

Next let us consider sub-case (1b).

(1b) Recall that in sub-case (1b), we have a $W \in \mathcal{P}_\ell$ such that $W \cap V_{2h} \neq \emptyset \neq W \cap V_{2h'}$, $W - V_{2h} - V_{2h'} \neq \emptyset$ and $W \cap V_{2h-1} = W \cap V_{2h'-1} = \emptyset$ hold for $1 \leq h < h' \leq \ell$.

Split $W$ into $W \cap V_{2h}$, $W \cap V_{2h'}$ and $W - V_{2h} - V_{2h'}$. Let

\[
\mathcal{P}^{1b} = \{V_1, \ldots, V_{2h-2}, V_{2h+1}, \ldots, V_{2h'-2}, V_{2h'+1}, \ldots, V_\ell, V_{2h-1}, V_{2h'-1}, V_{2h} \cup V_{2h'} \cup V_{2\ell+1}\}.
\]
Applying the induction hypothesis on $\mathcal{P}_\ell$ and $\mathcal{P}^{1b}$, we have
\[
f(\mathcal{P}_\ell) \leq \sum_{1 \leq i \leq \ell, i \neq h, h'} \left( f(V_{2i-1}) + f(V_{2i}) + f(V-V_{2i-1} - V_{2i}) \right) \\
+ \left( f(V_{2h-1}) + f(V_{2h-1}) + f(V-V_{2h-1} - V_{2h-1}') \right) - (\ell-2)f(V). \tag{3.5}
\]
Thus it suffices to show
\[
f(\mathcal{P}_{\ell+1}) - f(\mathcal{P}_\ell) \leq f(V_{2h}) + f(V-V_{2h-1} - V_{2h}) - f(V_{2h'}) \\
+ f(V-V_{2h-1} - V_{2h'}) - f(V-V_{2h-1} - V_{2h-1}') - f(V). \tag{3.6}
\]
Since $(W \cap V_{2h}, W \cap V_{2h'}, W-V_{2h} - V_{2h'})$ is a candidate in Line 4 for GSA2, we have
\[
f(\mathcal{P}_{\ell+1}) - f(\mathcal{P}_\ell) \leq f(W \cap V_{2h}) + f(W \cap V_{2h'}) + f(W-V_{2h} - V_{2h'}) - f(W). \tag{3.7}
\]
To complete the proof for sub-case (1b), we show that the right-hand side of (3.6) is no less than the right-hand side of (3.7). By transferring negative terms, this is equivalent to
\[
f(V_{2h}) + f(V-V_{2h-1} - V_{2h}) + f(V_{2h'}) + f(V-V_{2h-1} - V_{2h'}) + f(W) \geq \\
f(W \cap V_{2h}) + f(W \cap V_{2h'}) + f(W-V_{2h} - V_{2h'}) + f(W-V_{2h-1} - V_{2h-1}') + f(V). \tag{3.8}
\]
We can prove (3.8) by submodularity as follows.
\[
(3.8) \iff f(W \cup V_{2h}) + f(V-V_{2h-1} - V_{2h}) + f(V_{2h'}) + f(V-V_{2h-1} - V_{2h'}) \geq \\
f(W \cap V_{2h'}) + f(W-V_{2h} - V_{2h'}) + f(V-V_{2h-1} - V_{2h-1}') + f(V) \\
\iff f(W \cup V_{2h} \cup V_{2h'}) + f(V-V_{2h-1} - V_{2h}) + f(V-V_{2h-1} - V_{2h'}) \geq \\
f(W-V_{2h} - V_{2h'}) + f(V-V_{2h-1} - V_{2h-1}') + f(V) \\
\iff f(W \cup V_{2h} \cup V_{2h'}) + f(V-V_{2h-1} - V_{2h} - V_{2h'}) \geq \\
f(W-V_{2h} - V_{2h'}) + f(V-V_{2h-1} - V_{2h-1}').
\]
(Note that the last inequality uses the fact $W \cap V_{2h-1} = W \cap V_{2h-1} = \emptyset$.)

Similarly we consider sub-case (2a).

(2a) Recall that in sub-case (2a), we have $W^1, W^2 \in \mathcal{P}_\ell$ such that $\emptyset \neq W^1 \cap V_{2h} \subset W^1$, $\emptyset \neq W^2 \cap V_{2h'} \subset W^2$ and $W^1 \cap V_{2h-1} = W^2 \cap V_{2h-1} = \emptyset$ hold for $1 \leq h < h' \leq \ell$. Split $W^1$ into $W^1 \cap V_{2h}$ and $W^1 - V_{2h}$, $W^2$ into $W^2 \cap V_{2h'}$ and $W^2 - V_{2h'}$. Let $\mathcal{P}^{2a} = \{V_1, \ldots, V_{2h-2}, V_{2h+1}, \ldots, V_{2h'-2}, V_{2h'+1}, \ldots, V_{2h}, V_{2h+1}, V_{2h-1}, V_{2h} \cup V_{2h'} \cup V_{2\ell+1}\}$.

Notice that $\mathcal{P}^{2a} = \mathcal{P}^{1b}$. Thus it suffices to show (3.6). Since $(W^1 \cap V_{2h}, W^1, W^2 \cap V_{2h'}, W^2)$ is a candidate in Line 3 for GSA2, we have
\[
f(\mathcal{P}_{\ell+1}) - f(\mathcal{P}_\ell) \leq f(W^1 \cap V_{2h}) + f(W^1 - V_{2h}) - f(W^1) \\
+ f(W^2 \cap V_{2h'}) + f(W^2 - V_{2h'}) - f(W^2).
\]
Therefore we only need to show the next inequality to complete the proof.

\[
\begin{align*}
    f(V_{2h}) + f(V - V_{2h}) + f(V_{2h'} - V_{2h}) + f(V_{2h' - 1}) + f(W^1) + f(W^2) \\
    \geq f(W^1 \cap V_{2h}) + f(W^1 - V_{2h}) + f(W^2 \cap V_{2h'}) + f(W^2 - V_{2h'}) \\
    \quad + f(V - V_{2h' - 1} - V_{2h' - 1}) + f(V).
\end{align*}
\]

This can be done as follows.

\[
(3.9) \iff \begin{align*}
    f(W^1 \cup V_{2h}) + f(W^2 \cup V_{2h'}) + f(V - V_{2h' - 1} - V_{2h'}) + f(V - V_{2h' - 1} - V_{2h'}) \\
    \geq f(W^1 - V_{2h}) + f(W^2 - V_{2h'}) + f(V - V_{2h' - 1} - V_{2h' - 1}) + f(V) \\
    \iff f(V - V_{2h - 1}) + f(V - V_{2h' - 1}) \geq f(V - V_{2h - 1} - V_{2h' - 1}) + f(V).
\end{align*}
\]

Notice that fact \(W^1 \cap V_{2h - 1} = W^2 \cap V_{2h' - 1} = \emptyset\) is used to obtain the second “\(\iff\)”.

(2b) Recall that in sub-case (2b), we have \(W^1, W^2 \in \mathcal{P}_{\ell}\) such that \(W^1 \cap V_{2h - 1} \neq \emptyset \neq W^1 \cap V_{2h}\), \(W^2 \cap V_{2h' - 1} \neq \emptyset \neq W^2 \cap V_{2h'}\), \(W^1 \subseteq V_{2h - 1} \cup V_{2h}\) and \(W^2 \subseteq V_{2h' - 1} \cup V_{2h'}\) hold for \(1 \leq h < h' \leq \ell\). Split \(W^1\) into \(W^1 \cap V_{2h - 1}\) and \(W^1 \cap V_{2h}\), \(W^2\) into \(W^2 \cap V_{2h' - 1}\) and \(W^2 \cap V_{2h'}\). Let \(\mathcal{P}^{2b}\) be

\[
\{V_1, \ldots, V_{2h-2}, V_{2h+1}, \ldots, V_{2h' - 2}, V_{2h' + 1}, \ldots, V_{2\ell}, V_{2h - 1} \cup V_{2h}, V_{2h' - 1} \cup V_{2h'}, V_{2\ell + 1}\}.
\]

Applying the induction hypothesis on \(\mathcal{P}_{\ell}\) and \(\mathcal{P}^{2b}\), we have

\[
f(\mathcal{P}_{\ell}) \leq \sum_{1 \leq i \leq \ell, \ i \neq h, h'} \left( f(V_{2i-1}) + f(V_{2i}) + f(V - V_{2i - 1} - V_{2i}) \right) + \left( f(V_{2h - 1} \cup V_{2h}) \\
+ f(V_{2h' - 1} \cup V_{2h'}) + f(V - V_{2h - 1} - V_{2h' - 1} - V_{2h'}) \right) - (\ell - 2)f(V).
\]

Thus, it suffices to show

\[
f(\mathcal{P}_{\ell + 1}) - f(\mathcal{P}_{\ell}) \leq \left( f(V_{2h - 1}) + f(V_{2h}) + f(V - V_{2h - 1} - V_{2h}) \right) + \left( f(V_{2h' - 1}) + f(V_{2h'}) \right. \\
+ f(V - V_{2h' - 1} - V_{2h'}) \left. \right) - \left( f(V_{2h - 1} \cup V_{2h}) + f(V_{2h' - 1} \cup V_{2h'}) \right) \\
+ f(V - V_{2h - 1} - V_{2h} - V_{2h' - 1} - V_{2h'}) + f(V)).
\]

Since \((W^1 \cap V_{2h}, W^1, W^2 \cap V_{2h'}, W^2)\) is a candidate in Line 3 for GSA2, we have

\[
f(\mathcal{P}_{\ell + 1}) - f(\mathcal{P}_{\ell}) \leq f(W^1 \cap V_{2h - 1}) + f(W^1 \cap V_{2h}) - f(W^1) \\
+ f(W^2 \cap V_{2h' - 1}) + f(W^2 \cap V_{2h'}) - f(W^2).
\]

Hence we only need to show the next inequality.

\[
\begin{align*}
    f(V_{2h - 1}) + f(V_{2h}) + f(V - V_{2h - 1} - V_{2h}) + f(W^1) \\
    + f(V_{2h' - 1}) + f(V_{2h'}) + f(V - V_{2h' - 1} - V_{2h'}) + f(W^2) \\
    \geq f(W^1 \cap V_{2h - 1}) + f(W^1 \cap V_{2h}) + f(W^2 \cap V_{2h' - 1}) + f(W^2 \cap V_{2h'}) + f(V_{2h - 1} \cup V_{2h}) \\
    + f(V_{2h' - 1} \cup V_{2h'}) + f(V - V_{2h - 1} - V_{2h} - V_{2h' - 1} - V_{2h'}) + f(V).
\end{align*}
\]
In fact, by submodularity, we have

\[
(3.11) \quad \iff \quad f(W^1 \cup V_{2h-1}) + f(V_{2h}) + f(V - V_{2h-1} - V_{2h}) \\
+ f(W^2 \cup V_{2h'-1}) + f(V_{2h'}) + f(V - V_{2h'-1} - V_{2h'}) \\
\geq f(W^1 \cap V_{2h}) + f(W^2 \cap V_{2h'}) + f(V_{2h-1} \cup V_{2h}) \\
+ f(V_{2h'-1} \cup V_{2h'}) + f(V - V_{2h-1} - V_{2h} - V_{2h'-1} - V_{2h'}) + f(V) \\
\iff \quad f(V - V_{2h-1} - V_{2h}) + f(W^2 \cup V_{2h'-1}) + f(V_{2h'}) + f(V - V_{2h'-1} - V_{2h'}) \\
\geq f(V - V_{2h-1} - V_{2h}) + f(V - V_{2h'-1} - V_{2h'}) \\
\iff \quad f(V - V_{2h-1} - V_{2h}) + f(V - V_{2h'-1} - V_{2h'}) + f(V).
\]

Notice that the facts \( W^1 \subseteq V_{2h-1} \cup V_{2h} \) and \( W^2 \subseteq V_{2h'-1} \cup V_{2h'} \) are used to obtain the second and the third “\( \iff \)”, respectively.

Finally we consider sub-case (2c).

(2c) Recall that in sub-case (2c), we have \( W^1, W^2 \in \mathcal{P}_\ell \) such that \( W^1 \cap V_{2h-1} \neq \emptyset \neq W^1 \cap V_{2h} \), \( W^2 \cap V_{2h'} \neq \emptyset \subseteq W_2 \), \( W^1 \subseteq V_{2h-1} \cup V_{2h} \) and \( W^2 \cap V_{2h'-1} = \emptyset \) hold for \( 1 \leq h < h' \leq \ell \).

Split \( W^1 \) into \( W^1 \cap V_{2h-1} \) and \( W^1 \cap V_{2h} \), \( W^2 \) into \( W^2 \cap V_{2h} \) and \( W^2 - V_{2h} \). Let \( \mathcal{P}^{2c} = \{V_1, \ldots, V_{2h-2}, V_{2h+1}, \ldots, V_{2h'-2}, V_{2h'+1}, \ldots, V_{2\ell}, V_{2h-1} \cup V_{2h}, V_{2h'-1} \cup V_{2h'} \} \).

Applying the induction hypothesis on \( \mathcal{P}_\ell \) and \( \mathcal{P}^{2c} \), we have

\[
f(\mathcal{P}_\ell) \leq \sum_{1 \leq i \leq \ell, i \neq h, h'} \left( f(V_{2i-1}) + f(V_{2i}) + f(V - V_{2i-1} - V_{2i}) \right) + \left( f(V_{2h-1} \cup V_{2h}) \\
+ f(V_{2h'-1}) + f(V - V_{2h-1} - V_{2h} - V_{2h'-1}) \right) - (\ell - 2)f(V). \tag{3.12}
\]

Thus, it suffices to show

\[
f(\mathcal{P}_{\ell+1}) - f(\mathcal{P}_\ell) \leq \left( f(V_{2h-1}) + f(V_{2h}) + f(V - V_{2h-1} - V_{2h}) \right) \\
+ \left( f(V_{2h'}) + f(V - V_{2h'-1} - V_{2h'}) \right) \\
- \left( f(V_{2h-1} \cup V_{2h}) + f(V - V_{2h-1} - V_{2h} - V_{2h'-1}) + f(V) \right). \tag{3.13}
\]

Since \( (W^1 \cap V_{2h}, W^1, W^2 \cap V_{2h'}, W^2) \) is a candidate in Line 3 for GSA2, we have

\[
f(\mathcal{P}_{\ell+1}) - f(\mathcal{P}_\ell) \leq f(W^1 \cap V_{2h-1}) + f(W^1 \cap V_{2h}) - f(W^1) \\
+ f(W^2 \cap V_{2h'}) + f(W^2 - V_{2h'}) - f(W^2).
\]
Hence we only need to show the next inequality
\[
\begin{align*}
f(V_2) + f(V_2 - V_2 - V_2) & + f(V - V_2 - V_2 - V_2) + f(V) \\
& + f(V - V_2 - V_2 - V_2) + f(V)
\end{align*}
\]
\[
\geq f(W_1 \cup V_2) + f(W_2 \cup V_2) + f(V_2) + f(V - V_2 - V_2 - V_2) + f(V).
\]
This can be proved as follows.

\[
\begin{align*}
(W_1 \cup V_2) + f(V_2) & + f(V - V_2 - V_2) + f(V - V_2 - V_2 - V_2) + f(V) \\
& + f(V - V_2 - V_2 - V_2 - V_2) + f(V)
\end{align*}
\]
\[
\geq f(W_1 \cap V_2) + f(W_2 \cap V_2) + f(V_2 - V_2 - V_2 - V_2) + f(V)
\]
\[
\iff f(V - V_2 - V_2 - V_2) + f(V - V_2 - V_2 - V_2) = f(V)
\]
Notice that the facts \( W_1 \subseteq V_2 \cup V_2 \) and \( W_2 \cap V_2 = \emptyset \) are used to obtain the second and the third “\( \iff \)”, respectively.

### 3.2.2 Algorithm description and main lemma for even \( k \)

For a positive even \( k \), we start with a minimum 2-partition of \( V \), and repeatedly increase the size of the partition by two greedily as we did before. It is described in Figure 3.3, where the same code as in Figure 3.1 is omitted.

**Input:** A submodular system \((V, f)\) and an even integer \( k \geq 2 \).

**Output:** A \( k \)-partition \( \mathcal{P}_k \) of \( V \).

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \mathcal{P}_1 ) ← a minimum 2-partition of ( V )</td>
</tr>
<tr>
<td>2</td>
<td>for ( i = 1, \ldots, \frac{k}{2} - 1 ) do</td>
</tr>
<tr>
<td>3-10</td>
<td>(The same code as Lines 3-10 in Figure 3.1)</td>
</tr>
</tbody>
</table>

Figure 3.3: Greedy splitting algorithm 2 (GSA2) for MPP-NT for even \( k \).

Clearly the output \( \mathcal{P}_k \) is a \( k \)-partition of \( V \). In order to obtain a polynomial time algorithm, it also requires that Assumption 1 holds.

We now give a lemma on the performance.
Lemma 3.2. Let $\mathcal{P}_\ell$ be the $2\ell$-partition of $V$ found by GSA2 in the $(\ell-1)^{th}$ phase, $\ell = 1, 2, \ldots, \frac{k}{2}$. For any $2\ell$-partition $\mathcal{P} = \{V_1, V_2, \ldots, V_{2\ell}\}$ of $V$, it holds that

$$f(\mathcal{P}_\ell) \leq f(V_1) + f(V - V_1) + \sum_{i=1}^{\ell-1} (f(V_{2i}) + f(V_{2i+1}) + f(V - V_{2i} - V_{2i+1})) - (\ell - 1)f(V). \quad (3.15)$$

Proof. Again, we proceed by induction on $\ell$. It is trivial for $\ell = 1$. Suppose that it holds for $\ell - 1$. We consider a $2\ell$-partition $\mathcal{P} = \{V_1, V_2, \ldots, V_{2\ell}\}$, where $\ell \geq 2$ holds.

Referring to the proof for Lemma 3.1, we see that at least one of cases (1) and (2) must happen. Before considering the sub-cases, we redefine the notation of “partners”. Notice that (3.15) shows the symmetry between $V_{2i}$ and $V_{2i+1}$ for all $i$. Thus we say that $V_{2i}$ and $V_{2i+1}$ are partners of each other, $i = 1, 2, \ldots, \ell - 1$.

**Observation 3.1.** All the sub-cases (1a), (1b), (2a), (2b) and (2c) in the proof of Lemma 3.1 can happen with the new definition of partner. In each one sub-case of them, the proof can be done by fixing $V_1$ as the first member in the constructed nice partition.

Hence we only need to consider such sub-cases that are not covered. First, let us consider case (1). The only sub-case that is not covered is the next.

(1c) $1 \in \{r, s, t\}$ and $|\{W \cap V_{2h}, W \cap V_{2h+1}\}| = 1$ hold for some $h \in \{1, \ldots, \ell-1\}$. Let $r = 1$ and suppose without loss of generality that $s = 2h$ (hence $W \cap V_{2h+1} = \emptyset$) holds. Split $W$ into $W \cap V_1, W \cap V_{2h}$ and $W - V_1 - V_{2h}$. Let

$$\mathcal{P}^{1c} = \{V_{2h+1}, V_2, \ldots, V_{2h-1}, V_{2h+2}, \ldots, V_{2\ell-1}, V_1 \cup V_{2h} \cup V_{2\ell}\}.$$

(Note that $1 < 2h < 2h+1 < 2\ell$.) Applying the induction hypothesis on $\mathcal{P}_{\ell-1}$ and $\mathcal{P}^{1c}$, we have

$$f(\mathcal{P}_{\ell-1}) \leq f(V_{2h+1}) + f(V - V_{2h+1}) + \sum_{1 \leq i \leq \ell - 1, i \neq h} (f(V_{2i}) + f(V_{2i+1}) + f(V - V_{2i} - V_{2i+1})) - (\ell - 2)f(V). \quad (3.16)$$

Therefore, it suffices to show

$$f(\mathcal{P}_\ell) - f(\mathcal{P}_{\ell-1}) \leq f(V_1) + f(V - V_1) + f(V_{2h}) + f(V - V_{2h} - V_{2h+1}) - f(V - V_{2h+1}) - f(V). \quad (3.17)$$

Since $(W \cap V_1, W \cap V_{2h}, W)$ is a candidate in Line 4 for GSA2, we have

$$f(\mathcal{P}_\ell) - f(\mathcal{P}_{\ell-1}) \leq f(W \cap V_1) + f(W \cap V_{2h}) + f(W - V_1 - V_{2h}) - f(W). \quad (3.18)$$
Hence we only need to show
\[
 f(V_1) + f(V - V_1) + f(V_2) + f(V - V_2 - V_{2h+1}) + f(W) \\
\leq f(W \cap V_1) + f(W \cap V_2) + f(W_1 - V_1 - V_2) + f(V - V_{2h+1}) + f(V). 
\tag{3.19}
\]

In fact, this can be proved by submodularity as follows.
\[
(3.19) \iff f(W \cup V_1) + f(V - V_1) + f(V_2) + f(V - V_{2h} - V_{2h+1}) \\
\leq f(W \cap V_{2h}) + f(W_1 - V_1 - V_2) + f(V - V_{2h+1}) + f(V) \\
\iff f(W \cup V_1 \cup V_{2h}) + f(V - V_1) + f(V - V_2 - V_{2h+1}) \\
\leq f(W_1 - V_1 - V_2) + f(V - V_{2h+1}) + f(V) \\
\iff f((W - V_1) \cup V_{2h}) + f(V - V_2 - V_{2h+1}) \\
\leq f(W - V_1 - V_2) + f(V - V_{2h+1}).
\]

Note that the fact \( W \cap V_{2h+1} = \emptyset \) is used to obtain the last inequality.

Next, let us consider sub-cases of case (2). Sub-cases that are not covered by (2a), (2b) and (2c) are the following two, where we fix \( a = 1 \) (since \( 1 \in \{a, b, p, q\}\)).

(2d) \(|\{p, q\} \cap \{2h, 2h+1\}| = 1\) holds for some \( 1 \leq h \leq \ell - 1 \). Without loss of generality, let \( p = 2h \). Thus \( W^2 \cap V_{2h+1} = \emptyset \) holds.

(2e) \( \{p, q\} = \{2h, 2h+1\}\) holds for some \( 1 \leq h \leq \ell - 1 \). Hence \( W^2 \cap V_{2h} \neq \emptyset \neq W^2 \cap V_{2h+1} \) and \( W^2 \subseteq V_{2h} \cup V_{2h+1} \) hold.

Let us first consider sub-case (2d).

(2d) Split \( W^1 \) into \( W^1 \cap V_1 \) and \( W^1 - V_1 \), \( W^2 \) into \( W^2 \cap V_{2h} \) and \( W^2 - V_{2h} \). Let
\[
\mathcal{P}^{2d} = \{V_{2h+1}, V_2, \ldots, V_{2h-1}, V_{2h+2}, \ldots, V_{2\ell-1}, V_1 \cup V_{2h} \cup V_{2\ell}\}.
\]

Notice that \( \mathcal{P}^{2d} = \mathcal{P}^{ic} \) holds. Hence we only need to show (3.17). Since \((W^1 \cap V_1, W^1, W^2 \cap V_{2h}, W^2)\) is a candidate in Line 3 for GSA2, we have
\[
f(P_{\ell}) - f(P_{\ell-1}) \leq f(W^1 \cap V_1) + f(W^1 - V_1) - f(W^1) \\
+ f(W^2 \cap V_{2h}) + f(W^2 - V_{2h}) - f(W^2). 
\tag{3.20}
\]

Therefore we only need to show
\[
f(V_1) + f(V - V_1) + f(V_2) + f(V - V_2 - V_{2h+1}) + f(W) \\
\geq f(W^1 \cap V_1) + f(W^1 - V_1) + f(W^2 \cap V_{2h}) + f(W^2 - V_{2h}) \\
\phantom{\geq} + f(V - V_{2h+1}) + f(V). 
\tag{3.21}
\]
This is proved by submodularity as follows.

\[(3.21) \iff f(W^1 \cup V_1) + f(V - V_1) + f(W^2 \cup V_2h) + f(V - V_{2h} - V_{2h+1}) \geq f(W^1 - V_1) + f(W^2 - V_2h) + f(V - V_{2h+1}) + f(V) \iff f(W^2 \cup V_{2h}) + f(V - V_{2h} - V_{2h+1}) \geq f(W^2 - V_{2h}) + f(V - V_{2h+1})\]

Note that the fact \(W^2 \cap V_{2h+1} = \emptyset\) is used to obtain the last inequality.

Finally, we consider sub-case (2e).

(2e) Split \(W^1\) into \(W^1 \cap V_1\) and \(W^1 - V_1\), \(W^2\) into \(W^2 \cap V_{2h}\) and \(W^2 \cap V_{2h+1}\). Let

\[\mathcal{P}^{2e} = \{V_{2h} \cup V_{2h+1}, V_2, \ldots, V_{2h-1}, V_{2h+2}, \ldots, V_{2\ell-1}, V_1 \cup V_{2\ell}\} \]

Applying the induction hypothesis on \(\mathcal{P}_{\ell-1}\) and \(\mathcal{P}^{2e}\), we have

\[f(\mathcal{P}_{\ell-1}) \leq f(V_{2h} \cup V_{2h+1}) + f(V - V_{2h} - V_{2h+1}) + \sum_{1 \leq i \leq \ell-1, i \neq h} (f(V_{2i}) + f(V_{2i+1}) + f(V - V_{2i} - V_{2i+1})) - (\ell - 2)f(V). (3.22)\]

Therefore, it suffices to show

\[f(\mathcal{P}_\ell) - f(\mathcal{P}_{\ell-1}) \leq f(V_1) + f(V - V_1) + f(V_{2h}) + f(V_{2h+1}) - f(V_2h \cup V_{2h+1}) - f(V). \quad (3.23)\]

Since \((W^1 \cap V_1, W^1, W^2 \cap V_{2h}, W^2)\) is a candidate in Line 3 for GSA2, we have

\[f(\mathcal{P}_\ell) - f(\mathcal{P}_{\ell-1}) \leq f(W^1 \cap V_1) + f(W^1 - V_1) - f(W^1) + f(W^2 \cap V_{2h}) + f(W^2 \cap V_{2h+1}) - f(W^2). \quad (3.24)\]

Therefore we only need to show

\[f(V_1) + f(V - V_1) + f(V_{2h}) + f(V_{2h+1}) + f(W^1) + f(W^2) \geq f(W^1 \cap V_1) + f(W^1 - V_1) + f(W^2 \cap V_{2h}) + f(W^2 \cap V_{2h+1}) + f(V_2h \cup V_{2h+1}) + f(V). \quad (3.25)\]

This can be proved by submodularity as follows.

\[(3.25) \iff f(W^1 \cup V_1) + f(W^2 \cup V_{2h}) + f(V - V_1) + f(V_{2h+1}) \leq f(W^1 - V_1) + f(W^2 \cap V_{2h+1}) + f(V_2h \cup V_{2h+1}) + f(V) \iff f(W^2 \cup V_{2h}) + f(V_{2h+1}) \leq f(W^2 \cap V_{2h+1}) + f(V_2h \cup V_{2h+1}).\]

Notice that the fact \(W^2 \subseteq V_{2h} \cup V_{2h+1}\) is used to obtain the last inequality. \(\square\)
3.3 Performance analysis of GSA2

3.3.1 Polynomial time implementation

We have noted that, GSA2 has polynomial running time if the next problem, called partial 3-partition problem, can be solved in polynomial time (Assumption 1 in Section 3.2).

Problem 3.1 (Partial 3-partition problem). Given a submodular system \((V, f), W \subseteq V (|W| \geq 3)\), find a 3-partition \(\{S_1^*, S_2^*, S_3^*\}\) of \(W\) that minimizes \(f(S_1^*) + f(S_2^*) + f(S_3^*)\).

Obviously, the partial 3-partition problem reduces to 3-PPSS in submodular system \((W, f|_W)\), where \(f|_W\) denotes the restriction of \(f\) to \(W\). One may think that, if \(f\) is symmetric, then it can be solved by the algorithm [Que 99] for 3-PPSSS. However, this does not work, since function \(f|_W\) can lose the symmetric property when restricted to \(W\). An interesting question is thus to find problem classes for which the partial 3-partition problem can be solved in polynomial time. The next proposition shows one of such problem classes: \(k\)-PPG.

Proposition 3.1. Given a graph \(G = (V, E)\) with a weight function \(w : E \rightarrow \mathbb{R}^+\), a 3-partition \(\{S_1^*, S_2^*, S_3^*\}\) of \(W \subseteq V\) with \(|W| \geq 3\) that minimizes \(w_{ex}(S_1^*) + w_{ex}(S_2^*) + w_{ex}(S_3^*)\) can be found in polynomial time.

Proof. Equivalently, consider to minimize \(w_{ex}(S_1) + w_{ex}(S_2) + w_{ex}(S_3) - w_{ex}(W)\) over all 3-partitions \(\{S_1, S_2, S_3\}\) of \(W\). This is nothing but 3-PPG in the reduced subgraph \(G[W]\) of \(G\). Thus it can be solved in polynomial time ([GH 88]).

Since 3-PPG can be solved in \(O(mn^3 \log(n^2/m))\) time for a graph with \(n\) vertices and \(m\) edges ([NI 00]), we have the next corollary.

Corollary 3.1. GSA2 for \(k\)-PPG in a graph with \(n\) vertices and \(m\) edges can be implemented in \(O(knm^3 \log(n^2/m))\) running time.

Problem \(k\)-PPG is not the only class for which the partial 3-partition problem can be solved in polynomial time. A slightly generalization, i.e., \(k\)-PPH-T2 with \(d_{\text{max}}^+ \leq 3\), is available. See the next observation.

Observation 3.2. The partial 3-partition problem for \(k\)-PPH-T1 (resp. \(k\)-PPH-T3) can be reduced to 3-PPH-T1 (3-PPH-T3). For \(k\)-PPH-T2, it reduces to \(k\)-PPH-T2 when \(d_{\text{max}}^+ \leq 3\) holds, where \(d_{\text{max}}^+\) is the maximum degree of hyperedges with positive weights.

This observation can be shown by the same ideas in proofs for Theorems 2.8, 2.9 and 2.10. Notice that the idea in Theorem 2.8 does not work in general. Since the complexities for 3-PPH-T1 and 3-PPH-T3 are still open, the question of whether GSA2 can have polynomial running time or not remains open in general for any one of \(k\)-PPH-T1, \(k\)-PPH-T2 and \(k\)-PPH-T3.
3.3.2 Performance guarantee: part I

Assuming that GSA2 has polynomial running time, we derive its performance guarantees.

We first note that, not surprisingly, GSA2 does no worse than GSA. This can be seen by comparing the right-hand side of (2.12) with the right-hand sides of (3.1) and (3.15). Notice that \( f(V - X - Y) + f(V) \leq f(V - X) + f(V - Y) \) holds for any disjoint \( X, Y \subseteq V \).

In fact, using Lemma 3.1 and Lemma 3.2, we have the next result.

**Theorem 3.1.** The performance guarantee of GSA2 is \( \lfloor \frac{1}{2} \rfloor \) for k-PPSS, and \( 2 - \frac{2}{k} \) for k-PPSSS (\( k \geq 2 \)). There are examples indicating that these bounds are tight.

**Proof.** First consider k-PPSS. Let \( \mathcal{P}^* = \{ V_1^*, V_2^*, \ldots, V_k^* \} \) be a minimum k-partition.

Let \( k \) be an odd number. By Lemma 3.1, GSA2 finds a k-partition whose weight is at most

\[
\sum_{i=1}^{\frac{k-1}{2}} \left( f(V_{2i-1}^*) + f(V_{2i}^*) + f(V - V_{2i-1}^* - V_{2i}^*) \right). \tag{3.26}
\]

(Note \( f(V) \geq 0 \).) Notice that

\[
f(V - V_{2i-1}^* - V_{2i}^*) = f(\bigcup_{j \neq 2i-1, 2i} V_j^*) \leq \sum_{j \neq 2i-1, 2i} f(V_j^*).
\]

(Note \( f(\emptyset) \geq 0 \).) Hence (3.26) is at most \( \frac{k-1}{2} \sum_{i=1}^{k} f(V_i^*) \).

Similarly, let us consider an even \( k \). By Lemma 3.2, GSA2 finds a k-partition whose weight is at most

\[
f(V_1^*) + f(V - V_1^*) + \sum_{i=1}^{\frac{k}{2}-1} \left( f(V_{2i-1}^*) + f(V_{2i}^*) + f(V - V_{2i-1}^* - V_{2i}^*) \right)
\leq \sum_{i=1}^{k} f(V_i^*) + \sum_{i=1}^{\frac{k}{2}-1} \sum_{i=1}^{k} f(V_i^*) = \frac{k}{2} \sum_{i=1}^{k} f(V_i^*). \tag{3.27}
\]

Hence the guarantee of GSA2 is \( \lfloor \frac{1}{2} \rfloor \) for k-PPSS.

The performance guarantee \( 2 - \frac{2}{k} \) for k-PPSSS is trivial, since we have noted that GSA2 performs at least as good as GSA. Tight examples will be given in Section 3.4. \( \square \)

Let us now consider k-PPMSS.

**Theorem 3.2.** The performance guarantee of GSA2 for MPP-NT in submodular system \((V, f)\) satisfying \( f(\emptyset) \geq 0 \) and \( f(V) \geq f(S) \) for all \( \emptyset \neq S \subset V \) is \( 2 - \frac{3}{k} \) for any \( k \geq 3 \). In particular, this is true for k-PPMSS.
3.3 Performance analysis of GSA2

Proof. Let \( \mathcal{P}^* = \{V_1^*, V_2^*, \ldots, V_k^*\} \) be a minimum \( k \)-partition with the order \( f(V_1^*) \leq f(V_2^*) \leq \cdots \leq f(V_{k-1}^*) \leq f(V_k^*) \). Let \( k \geq 3 \) be an odd number. By Lemma 3.1, GSA2 finds a \( k \)-partition whose weight is at most

\[
\sum_{i=1}^{k-1} \left( f(V_{2i-1}^*) + f(V_{2i}^*) + f(V - V_{2i-1}^* - V_{2i}^*) \right) \leq \left( \frac{k-1}{2} - 1 \right) f(V)
\]

Similarly, we can show the theorem for an even \( k \geq 4 \).

An interesting and somewhat strange result is, while GSA2 improves the guarantee of GSA for \( k \)-PPSS and \( k \)-PPMSS, it performs as bad as GSA for \( k \)-PPSS. In fact, we later will see that, there exist instances of \( k \)-PPSS for which no guarantee better than \( 2 - \frac{2}{k} \) can be obtained, even the size of partition is increased by \( j \) per phase for any \( j \geq 1 \).

3.3.3 Performance guarantee: part II

In this subsection, we show that GSA2 performs better than GSA for a special case \( k \)-PPHT2 (hence \( k \)-PPG) of \( k \)-PPSS. We also show that improved guarantees can be obtained for \( k \)-PPHT1, and for some cases of \( k \)-PPHT3. We assume that GSA2 runs in polynomial time, which is true for \( k \)-PPHT2 with \( d_{\max}^i \leq 3 \) (hence \( k \)-PPG) as stated in Corollary 3.1 and Observation 3.2.

Theorem 3.3. The performance guarantee of GSA2 for \( k \)-PPHT2 is \( 2 - \frac{2}{k} \) for odd \( k \geq 3 \), and \( 2 - \frac{2}{k} + \frac{1}{k+1} \) for even \( k \geq 2 \).

Proof. Let \( H = (V,E) \) be a hypergraph with a weight function \( w : E \rightarrow \mathbb{R}^+ \). Denote the cut function by \( f = w_{\text{ex}} \). Let \( \mathcal{P}^* = \{V_1^*, V_2^*, \ldots, V_k^*\} \) be a minimum \( k \)-partition. Let \( \pi \) denote a permutation of \( \{1, \ldots, k\} \), where \( \pi(i) \) denotes the number of \( i \) in \( \pi \).

First we consider an odd \( k \geq 3 \). By Lemma 3.1, for any permutation \( \pi \), GSA2 finds a \( k \)-partition whose weight is at most

\[
f_{\pi} = \sum_{i=1}^{k-1} \left( w_{\text{ex}}(V_{\pi(2i-1)}^*) + w_{\text{ex}}(V_{\pi(2i)}^*) + w_{\text{ex}}(V - V_{\pi(2i-1)}^* - V_{\pi(2i)}^*) \right).
\]

To show the theorem for an odd \( k \), we want to show that there is a permutation \( \pi^* \) such that

\[
f_{\pi^*} \leq \left( 2 - \frac{3}{k} \right) \sum_{i=1}^{k} w_{\text{ex}}(V_i^*) = \left( 2 - \frac{3}{k} \right) f(\mathcal{P}^*).\]

(3.29)
Inequality (3.29) can be proved by considering all permutations and showing that the average value of \( f_\pi \) is at most \( (2 - \frac{3}{k}) f(P^*) \). Alternatively, letting

\[
\Delta_\pi = 2f(P^*) - f_\pi
\]

\[
= 2w_{\text{ex}}(V^*_{\pi(k)}) + \sum_{i=1}^{k-1} \left( w_{\text{ex}}(V^*_{\pi(2i-1)}) + w_{\text{ex}}(V^*_{\pi(2i)}) - w_{\text{ex}}(V - V^*_{\pi(2i-1)} - V^*_{\pi(2i)}) \right),
\]

we only need to show that, the average value of \( \Delta_\pi \) is at least \( \frac{3}{k} f(P^*) \). We prove this fact by showing that, for any hyperedge \( e \) (of weight \( w(e) \)), the average number that \( w(e) \) is counted in \( \Delta_\pi \) is at least \( \frac{3}{k} \) times of the number that \( w(e) \) is counted in \( f(P^*) \).

For simplicity, we contract each \( V^*_{\pi} \) to a single node \( v_i \). This may decrease the degree of \( e \). Let \( H|_{P^*} \) denote the hypergraph obtained after contraction. To avoid confusing, we use “node” to denote \( v_i \) in \( H|_{P^*} \). We assume that \( H|_{P^*} \) is complete and simple; i.e., the set of hyperedge in \( H|_{P^*} \) consists of all possible hyperedges, and there are no multiple hyperedges. Otherwise we can realize this assumption by adding zero weight hyperedges and merging multiple hyperedges.

Let the degree of \( e \) after contraction be \( d \). We may assume that \( d \geq 2 \); since otherwise \( w(e) \) is not counted in \( \Delta_\pi \) or \( f(P^*) \). Recall that \( w_{\text{ex}}(S) \) is the sum of weights of hyperedges that have at least one but not all endpoints in \( S \) for a set \( S \subseteq V \). Thus \( w(e) \) is counted, due to the term of \( 2w_{\text{ex}}(V^*_{\pi(k)}) \) in \( \Delta_\pi \), twice if one endpoint of \( e \) (in hypergraph \( H|_{P^*} \)) has number \( k \). Since \( H|_{P^*} \) has \( k \) nodes, we see that the average number (i.e., expected value) that \( w(e) \) is counted due to term \( 2w_{\text{ex}}(V^*_{\pi(k)}) \) is \( \frac{2d}{k} \).

On the other hand, due to term \( \sum_{i=1}^{\frac{k-1}{2}} \left( w_{\text{ex}}(V^*_{\pi(2i-1)}) + w_{\text{ex}}(V^*_{\pi(2i)}) - w_{\text{ex}}(V - V^*_{\pi(2i-1)} - V^*_{\pi(2i)}) \right) \) in \( \Delta_\pi \), if \( d = 2 \) and the two endpoints of \( e \) are numbered \( \pi(2i - 1) \) and \( \pi(2i) \) for some \( i \), then \( w(e) \) is counted twice. Otherwise, \( w(e) \) is not counted if \( d = 2 \), whereas it is counted \( p \) times if \( d \geq 3 \), where \( p \) is the number of pairs of endpoints of \( e \) that are numbered \( \pi(2i - 1) \) and \( \pi(2i) \) for some \( i \).

Notice that for each pair of indices \( 2i - 1 \) and \( 2i \), the average number (expected value) that both nodes \( v_{2i-1} \) and \( v_{2i} \) are endpoints of \( e \) is

\[
\frac{k - 2}{k^2} = \frac{d(d - 1)}{k(k - 1)}.
\]

Since there are \( \frac{k-1}{2} \) pairs of indices, the average number (expected value) that \( w(e) \) is counted due to term \( \sum_{i=1}^{\frac{k-1}{2}} \left( w_{\text{ex}}(V^*_{\pi(2i-1)}) + w_{\text{ex}}(V^*_{\pi(2i)}) - w_{\text{ex}}(V - V^*_{\pi(2i-1)} - V^*_{\pi(2i)}) \right) \) is thus

\[
2 \cdot \frac{k - 1}{k^2} \cdot \frac{2 \cdot (2 - 1)}{k(k - 1)} = \frac{2}{k} \quad \text{if} \; d = 2;
\]
or
\[
\frac{k-1}{2} \cdot \frac{d(d-1)}{k(k-1)} = \frac{d(d-1)}{2k} \quad \text{if } d \geq 3.
\]

Since \(w(e)\) is counted \(d\) times in the optimum \(f(\mathcal{P}^*)\), we see that the contribution of \(w(e)\) to the average value of \(\Delta_\pi\) is
\[
\frac{1}{2} \cdot \left(\frac{4}{k} + \frac{2}{k}\right) = \frac{3}{k} \quad (d = 2) \quad \text{and} \quad \frac{1}{d} \cdot \left(\frac{2d}{k} + \frac{d(d-1)}{2k}\right) \geq \frac{3}{k} \quad (d \geq 3)
\]
times the contribution to \(f(\mathcal{P}^*)\). Thus the average value of \(\Delta_\pi\) is at least \(\frac{4}{k}f(\mathcal{P}^*)\), proving the theorem for odd \(k\).

Similarly, for an even \(k\), let
\[
\Delta_\pi = 2f(\mathcal{P}^*) - f_\pi
\]
\[
= 2w_{\text{ex}}(V^*_{\pi(k)}) + \sum_{i=1}^{k-1} \left( w_{\text{ex}}(V^*_{\pi(2i)}) + w_{\text{ex}}(V^*_{\pi(2i+1)}) - w_{\text{ex}}(V - V^*_{\pi(2i)} - V^*_{\pi(2i+1)}) \right).
\]

Let \(e\) be a hyperedge whose degree after contraction is \(d \geq 2\). Again, the average number that \(w(e)\) is counted due to term \(2w_{\text{ex}}(V^*_{\pi(k)})\) is \(\frac{2d}{k}\). Due to other terms, it is
\[
2 \cdot \left(\frac{k}{2} - 1\right) \cdot \frac{2 \cdot (2 - 1)}{k(k-1)} = \frac{2(k-2)}{k(k-1)} \quad \text{if } d = 2;
\]
or
\[
\left(\frac{k}{2} - 1\right) \cdot \frac{d(d-1)}{k(k-1)} = \frac{d(d-1)(k-2)}{2k(k-1)} \quad \text{if } d \geq 3.
\]

Therefore the contribution of \(e\) to the average value of \(\Delta_\pi\) is
\[
\frac{1}{2} \cdot \left(\frac{4}{k} + \frac{2(k-2)}{k(k-1)}\right) = \frac{3}{k} - \frac{1}{k^2 - k} \quad (d = 2)
\]
and
\[
\frac{1}{d} \cdot \left(\frac{2d}{k} + \frac{d(d-1)(k-2)}{2k(k-1)}\right) \geq \frac{3}{k} - \frac{1}{k^2 - k} \quad (d \geq 3)
\]
times the contribution to \(f(\mathcal{P}^*)\). This proves the theorem for an even \(k\). \(\square\)

Combining this result with Corollary 3.1, we have the next corollary.

**Corollary 3.2.** Problem \(k\)-PPG in a graph with \(n\) vertices and \(m\) edges can be approximated by GSA2 within a factor of \(2 - \frac{3}{k}\) for any odd \(k \geq 3\), and within a factor of \(2 - \frac{3}{k} + \frac{1}{k^2 - k}\) for any even \(k \geq 2\), in \(O(kmn^3 \log(n^2/m))\) time. \(\square\)

Let us now consider \(k\)-PPH-T1. We have the next proposition.
Proposition 3.2. The guarantee of GSA2 for k-PPH-T1 is \( (1 - \frac{3}{2k}) \min\{k, d^*_\text{max}\} \) for odd \( k \geq 3 \), and \( (1 - \frac{3k-4}{2k(k-1)}) \min\{k, d^*_\text{max}\} \) for even \( k \geq 2 \), where \( d^*_\text{max} \) is the maximum degree of hyperedges of positive weights.

Proof. Let \( H = (V, E) \) be a hypergraph with a weight function \( w : E \to \mathbb{R}^+ \). Let \( f = \frac{w(E)}{k} - w_\text{in} \) be the function employed by k-PPH-T1 (recall that \( w_\text{in}(S) = \sum_{e \in S} w(e) \)). Let \( \mathcal{P}^* = \{V_1^*, V_2^*, \ldots, V_k^*\} \) be a minimum k-partition of \( V \) with respect to \( f \). Let \( \pi \) denote a permutation of \( \{1, \ldots, k\} \), and let \( \pi(i) \) be the number of \( i \) in \( \pi \).

First consider an odd \( k \geq 3 \). By Lemma 3.1, for any permutation \( \pi \), GSA2 finds a k-partition whose weight is at most

\[
f_\pi = \sum_{i=1}^{k-1} \left( f(V_{\pi(2i-1)}^*) + f(V_{\pi(2i)}^*) + f(V - V_{\pi(2i-1)}^* - V_{\pi(2i)}^*) \right) - \left( k - 1 \right) - \left( k - 1 \right) f(V)
\]

\[
= \sum_{i=1}^{k-1} \left( \frac{3w(E)}{k} - w_\text{in}(V_{\pi(2i-1)}^*) - w_\text{in}(V_{\pi(2i)}^*) - w_\text{in}(V - V_{\pi(2i-1)}^* - V_{\pi(2i)}^*) \right)
\]

\[
- \left( k - 1 \right) \left( \frac{w(E)}{k} - w_\text{in}(V) \right)
\]

\[
= \sum_{i=1}^{k-1} \left( w_\text{ex}(V_{\pi(2i-1)}^*) + w_\text{ex}(V_{\pi(2i)}^*) - w \left( \{e \in E \mid e \cap V_{\pi(2i-1)}^* \neq \emptyset \neq V_{\pi(2i)}^* \} \right) \right)
\]

\[
= \sum_{i=1}^{k} w_\text{ex}(V_i^*) - w_\text{ex}(V_{\pi(k)}^*) - \sum_{i=1}^{k-1} w \left( \{e \in E \mid e \cap V_{\pi(2i-1)}^* \neq \emptyset \neq V_{\pi(2i)}^* \} \right) \). \quad (3.30)
\]

Let us consider the average value of \( f_\pi \). Let

\[
\Delta_\pi = \sum_{i=1}^{k} w_\text{ex}(V_i^*) - f_\pi = w_\text{ex}(V_{\pi(k)}^*) + \sum_{i=1}^{k-1} w \left( \{e \in E \mid e \cap V_{\pi(2i-1)}^* \neq \emptyset \neq V_{\pi(2i)}^* \} \right) \).
\]

For each hyperedge \( e \), we consider the average number that \( w(e) \) is counted in \( \Delta_\pi \). Let \( H|_{P^*} \) be the hypergraph obtained by contracting each \( V_i^* \) to a single node \( v_i \). Assume without loss of generality that \( H|_{P^*} \) is complete and simple.

Suppose that after contraction, \( e \) has degree \( d \geq 2 \). Due to the term of \( w_\text{ex}(V_{\pi(k)}^*) \), \( w(e) \) is counted once if one endpoint of \( e \) (in \( H|_{P^*} \)) is numbered \( k \). Therefore the average number that \( w(e) \) is counted due to term \( w_\text{ex}(V_{\pi(k)}^*) \) is \( \frac{d}{k} \).

On the other hand, due to other terms in \( \Delta_\pi \), \( w(e) \) is counted \( p \) times if there are \( p \) pairs of endpoints of \( e \) that are numbered \( \pi(2i-1) \) and \( \pi(2i) \) for some \( i \). Thus the average number
that \( w(e) \) is counted due to term \( \sum_{i=1}^{k} w \left( \{ e \in E \mid e \cap V^*_{\pi[i-1]} \neq \emptyset \neq V^*_{\pi[i+1]} \} \right) \) is

\[
\frac{k-1}{2} \cdot \left( \frac{k-2}{2} \right) = \frac{k-1}{2} \cdot \frac{d(d-1)}{k(k-1)} = \frac{d(d-1)}{2k}.
\]

Since \( w(e) \) is counted \( d \) times in \( \sum_{i=1}^{k} w_{ex}(V^*_i) \), we see that the contribution of \( w(e) \) to the average value of \( \Delta_\pi \) is

\[
\frac{1}{d} \left( \frac{d}{k} + \frac{d(d-1)}{2k} \right) \geq \frac{3}{2k}
\]
times the contribution to \( \sum_{i=1}^{k} w_{ex}(V^*_i) \). Thus the average value of \( f_\pi \) is at most

\[
(1 - \frac{3}{2k}) \sum_{i=1}^{k} w_{ex}(V^*_i) \leq (1 - \frac{3}{2k}) \min \{ k, d_{\max}^+ \} f(P^*),
\]
proving the theorem for odd \( k \) (recall that \( \sum_{i=1}^{k} w_{ex}(V^*_i) \leq \min \{ k, d_{\max}^+ \} f(P^*) \)).

We can apply a similar argument for even \( k \). By Lemma 3.2, for any permutation \( \pi \), GSA2 finds a \( k \)-partition whose weight is at most

\[
f_\pi = f(V^*_{\pi(1)}) + f(V - V^*_{\pi(1)}) + \sum_{i=1}^{\frac{k}{2}-1} \left( f(V^*_{\pi(2i)}) + f(V^*_{\pi(2i+1)}) + f(V - V^*_{\pi(2i)} - V^*_{\pi(2i+1)}) \right) - \left( \frac{k}{2} - 1 \right) f(V)
\]

\[
= \sum_{i=1}^{k} w_{ex}(V^*_i) - w_{ex}(V^*_{\pi[k]}) - \sum_{i=1}^{\frac{k}{2}-1} w \left( \{ e \in E \mid e \cap V^*_{\pi[2i]} \neq \emptyset \neq V^*_{\pi[2i+1]} \} \right).
\]

(3.31)

Let

\[
\Delta_\pi = \sum_{i=1}^{k} w_{ex}(V^*_i) - f_\pi = w_{ex}(V^*_{\pi[k]}) + \sum_{i=1}^{\frac{k}{2}-1} w \left( \{ e \in E \mid e \cap V^*_{\pi[2i]} \neq \emptyset \neq V^*_{\pi[2i+1]} \} \right).
\]

Let \( e \) be an hyperedge of degree \( d \geq 2 \) after contraction. The average number that \( w(e) \) is counted due to term \( w_{ex}(V^*_{\pi[k]}) \) is \( \frac{d}{k} \). The average number due to other terms is

\[
\left( \frac{k}{2} - 1 \right) \frac{d(d-1)}{k(k-1)} = \frac{d(d-1)(k-2)}{2k(k-1)}.
\]

Thus the contribution of \( e \) to the average value of \( \Delta_\pi \) is

\[
\frac{1}{d} \left( \frac{d}{k} + \frac{d(d-1)(k-2)}{2k(k-1)} \right) \geq \frac{3k - 4}{2k(k-1)}
\]
times the contribution to \( \sum_{i=1}^{k} w_{ex}(V^*_i) \). Therefore the average value of \( f_\pi \) is at most

\[
\left( 1 - \frac{3k - 4}{2k(k-1)} \right) \sum_{i=1}^{k} w_{ex}(V^*_i) \leq \left( 1 - \frac{3k - 4}{2k(k-1)} \right) \min \{ k, d_{\max}^+ \} f(P^*),
\]
proving of the theorem for even \( k \). \( \square \)
Theorem 3.4. The performance guarantee of GSA2 for \( k \)-PPH-T3 is \( 2 - \frac{3}{k} \) (resp. \( 2 - \frac{3(k-1)}{k} \)) for odd \( k \geq 3 \) (even \( k \geq 2 \)) if \( d_k \) is 2. Otherwise, it is \( 2 - \frac{3}{k} \) for any \( k \geq 2 \), where \( d_k \) is the maximum degree of hyperedges with positive weights.

Proof. Again, let \( H = (V, E) \) be a hypergraph with a weight function \( w : E \to \mathbb{R}^+ \). Let \( f = w_{\text{in}} + w_{\text{ex}} - \frac{w(E)}{k} \) be the function employed by \( k \)-PPH-T3. Let \( \mathcal{P}^* = \{ V_1^*, V_2^*, \ldots, V_k^* \} \) be a minimum \( k \)-partition of \( V \) with respect to \( f \). Let \( \pi \) denote a permutation of \( \{1, \ldots, k\} \), and let \( \pi(i) \) be the number of \( i \) in \( \pi \).

First consider an odd number \( k \geq 3 \). By Lemma 3.1, for any permutation \( \pi \), GSA2 finds a \( k \)-partition whose weight is at most

\[
f_\pi = \sum_{i=1}^{k-1} \left( (f(V^*_{\pi(2i-1)}) + f(V^*_{\pi(2i)})) + f(V - V^*_{\pi(2i-1)} - V^*_{\pi(2i)}) \right) - \left( \frac{k-1}{2} - 1 \right) f(V)
\]

\[
= \sum_{i=1}^{k-1} \left( w_{\text{in}}(V^*_{\pi(2i-1)}) + w_{\text{ex}}(V^*_{\pi(2i-1)}) + w_{\text{in}}(V^*_{\pi(2i)}) + w_{\text{ex}}(V^*_{\pi(2i)})
+ w_{\text{in}}(V - V^*_{\pi(2i-1)} - V^*_{\pi(2i)}) + w_{\text{ex}}(V - V^*_{\pi(2i-1)} - V^*_{\pi(2i)}) - \frac{3w(E)}{k} \right)
- \left( \frac{k-1}{2} - 1 \right) \left( 1 - \frac{1}{k} \right) w(E)
\]

\[
= \sum_{i=1}^{k-1} \left( w_{\text{ex}}(V^*_{\pi(2i-1)}) + w_{\text{ex}}(V^*_{\pi(2i)}) - w(E(V^*_{\pi(2i-1)} ; V^*_{\pi(2i)})) \right)
\]

\[
= \sum_{i=1}^{k-1} w_{\text{ex}}(V^*_{\pi(k)}) - w_{\text{ex}}(V^*_{\pi(k)}) - \sum_{i=1}^{k-1} w \left( E(V^*_{\pi(2i-1)} ; V^*_{\pi(2i)}) \right). \tag{3.32}
\]

(Recall that \( E(X : Y) = \{ e \in E \mid e \subseteq X \cup Y, \ e \cap X \neq \emptyset, e \cap Y \neq \emptyset \} \) for any \( X, Y \subseteq V \).)

Let us consider the average value of \( f_\pi \). Let

\[
\Delta_\pi = \sum_{i=1}^{k} w_{\text{ex}}(V^*_{\pi(i)}) - f_\pi = w_{\text{ex}}(V^*_{\pi(k)}) + \sum_{i=1}^{k-1} w \left( E(V^*_{\pi(2i-1)} ; V^*_{\pi(2i)}) \right).
\]

Let \( e \) be an hyperedge of degree \( d \) after contracting each \( V^*_{\pi(i)} \) to a node \( v_i \). The average number that \( w(e) \) is counted due to the term of \( w_{\text{ex}}(V^*_{\pi(k)}) \) is \( \frac{d}{k} \). The average number due to other terms is \( \frac{(k-1)}{2(k-1)} = \frac{1}{k} \) if \( d = 2 \), and 0 otherwise. Thus the contribution of \( w(e) \) to the average value of \( \Delta_\pi \) is \( \frac{k-1}{2k} \) (for \( d = 2 \)) or \( \frac{1}{k} \) (for \( d \geq 3 \)) times the contribution to \( \sum_{e=1}^{k} w_{\text{ex}}(V^*_{\pi(i)}) \).
Therefore, the average value of \( f_\pi \) is at most
\[
(1 - \frac{3}{2k}) \sum_{i=1}^{k} w_{\text{ex}}(V_i^*) \leq (2 - \frac{3}{k}) f(P^*) \quad \text{if } d_{\text{max}}^+ = 2;
\]
or
\[
(1 - \frac{1}{k}) \sum_{i=1}^{k} w_{\text{ex}}(V_i^*) \leq (2 - \frac{2}{k}) f(P^*) \quad \text{if } d_{\text{max}}^+ \geq 3.
\]
(Note that we only need to consider hyperedges of positive weight.) Hence the theorem for odd \( k \) has been proved.

We can apply a similar argument for an even \( k \). By Lemma 3.2, for any permutation \( \pi \), GSA2 finds a \( k \)-partition whose weight is at most
\[
f_\pi = f(V_{\pi(1)}^*) + f(V - V_{\pi(1)}^*)
\]
\[
+ \sum_{i=1}^{\frac{k}{2}-1} \left( f(V_{\pi(2i)}^*) + f(V_{\pi(2i+1)}^*) + f(V - V_{\pi(2i)}^* - V_{\pi(2i+1)}^*) \right) - \left( \frac{k}{2} - 1 \right) f(V)
\]
\[
= \sum_{i=1}^{k} w_{\text{ex}}(V_i^*) - w_{\text{ex}}(V_{\pi(k)}^*) - \sum_{i=1}^{\frac{k}{2}-1} w \left( E(V_{\pi(2i)}^* : V_{\pi(2i+1)}^*) \right). \tag{3.33}
\]

Let
\[
\Delta_\pi = \sum_{i=1}^{k} w_{\text{ex}}(V_i^*) - f_\pi = w_{\text{ex}}(V_{\pi(k)}^*) + \sum_{i=1}^{\frac{k}{2}-1} w \left( E(V_{\pi(2i)}^* : V_{\pi(2i+1)}^*) \right).
\]

Let \( e \) be an hyperedge of degree \( d \geq 2 \) after contraction. The average number that \( w(e) \) is counted due to the term of \( w_{\text{ex}}(V_{\pi(k)}^*) \) is \( \frac{d}{k} \). The average number due to other terms is
\[
\left( \frac{k}{2} - 1 \right) \frac{2}{k(k-1)} = \frac{k-2}{k(k-1)} \text{ if } d = 2, \text{ and 0 otherwise. Thus the contribution of } w(e) \text{ to the average value of } \Delta_\pi \text{ is } \frac{k-2}{k(k-1)} \text{ (for } d = 2) \text{ or } \frac{1}{k} \text{ (for } d \geq 3) \text{ times the contribution to } \sum_{i=1}^{k} w_{\text{ex}}(V_i^*).\]

Therefore, the average value of \( f_\pi \) is at most
\[
\left( 1 - \frac{3k - 4}{2k(k-1)} \right) \sum_{i=1}^{k} w_{\text{ex}}(V_i^*) \leq \left( 2 - \frac{3k - 4}{k(k-1)} \right) f(P^*) \quad \text{if } d_{\text{max}}^+ = 2;
\]

or
\[
\left( 1 - \frac{1}{k} \right) \sum_{i=1}^{k} w_{\text{ex}}(V_i^*) \leq \left( 2 - \frac{2}{k} \right) f(P^*) \quad \text{if } d_{\text{max}}^+ \geq 3.
\]

Hence the theorem for even \( k \) has been proved. \( \Box \)
3.4 Tight examples

Let us see that the performance guarantees of GSA2 obtained so far are tight.

**Proposition 3.3.** For any $k \geq 4$ and $\epsilon > 0$, there exists a nonnegative submodular system for which GSA2 always finds a $k$-partition of weight at least $\left[ \frac{k}{2} \right] - \epsilon$ times of the optimum.

**Proof.** First consider an odd $k \geq 5$. Define two systems $(V, f)$ and $(W, g_o)$ as follows.

Let $V = \{v_0, v_1, \ldots, v_{k-1}\}$. Define $f$ by $f(S) = |S|$ if $S \subseteq V$ and $f(V) = 0$. Let $W = \{v_0, w_1, \ldots, w_{k-1}\}$, where $V \cap W = \{v_0\}$ holds. Let $g_o$ be the cut function of graph $(W, E_o)$ for $E_o = \{(v_0, w_1), (v_0, w_2), \ldots, (v_0, w_{k-1})\}$ of edges with weight $\frac{k-\epsilon}{4}$. Obviously, both $f$ and $g_o$ are submodular. Let us consider submodular system $(V \cup W, h_o)$, where $h_o(S) = f(S \cap V) + g_o(S \cap W)$, $S \subseteq V \cup W$. See Figure 3.4.

**For odd $k$:**

- $v_0 \rightarrow v_1 \rightarrow w_1$
- $v_0 \rightarrow v_2 \rightarrow w_2 \rightarrow w_{2k-1}$
- $v_0 \rightarrow v_3 \rightarrow w_3 \rightarrow w_{2k-2}$
- $v_0 \rightarrow v_{k-1} \rightarrow w_{k-1}$

$w(\{v_0, v_1\}) = \frac{k-\epsilon}{4}$

**For even $k$:**

- $v_0 \rightarrow v_1 \rightarrow w_1 \rightarrow w_{2k}$
- $v_0 \rightarrow v_2 \rightarrow w_2 \rightarrow w_{2k+1}$
- $v_0 \rightarrow v_{k-2} \rightarrow w_{k-2} \rightarrow w_{k-1}$
- $v_0 \rightarrow v_{k-1} \rightarrow w_{k-1}$

$w(\{v_0, v_1\}) = \frac{k-\epsilon}{2}$, $w(e) = \frac{k-\epsilon}{6}$ for other edge $e$

Figure 3.4: Tight example for GSA2 applied to $k$-PPSS.

There is a $k$-partition $P = \{\{v_1\}, \{v_2\}, \ldots, \{v_{k-1}\}, W\}$ whose weight is $k$. On the other hand, since any 3-partition separating some members in $V$ has weight at least $k$, the minimum 3-partition is $\{(w_1), (w_j), (V \cup W) - \{w_i, w_j\}\}$ for some $i \neq j$, whose weight is $k-\epsilon$. It is then easy to see that, GSA2 finally outputs $k$-partition $P' = \{\{w_1\}, \{w_2\}, \ldots, \{w_{k-1}\}, V\}$, whose weight is $k\frac{k-1}{2}(k-\epsilon)$. Thus the performance guarantee is at least as bad as

$$\frac{(k-1)(k-\epsilon)}{2k} = \frac{k-1}{2} - \frac{(k-1)\epsilon}{2k} > \left[ \frac{k}{2} \right] - \epsilon.$$

Let $k \geq 4$ be an even number. Consider the cut function $g_o$ of graph $(W, E_o)$ for $E_o = \{(v_0, w_1), \ldots, (v_0, w_{k-1})\} \cup \{(w_2, w_3), \ldots, (w_{k-2}, w_{k-1})\}$, where edge $\{v_0, v_1\}$ has weight $\frac{k-\epsilon}{2}$,
and other edges have weights $\frac{k-\epsilon}{6}$. Construct a submodular system $(V \cup W, h_e)$, where $h_e(S) = f(S \cap V) + g_\epsilon(S \cap W)$, $S \subseteq V \cup W$. This is also shown in Figure 3.4.

The $k$-partition $\mathcal{P} = \{\{v_1\}, \{v_2\}, \ldots, \{v_{k-1}\}, W\}$ has weight $k$. However, GSA2 outputs a $k$-partition $\mathcal{P}' = \{\{w_1\}, \{w_2\}, \ldots, \{w_{k-1}\}, V\}$ with weight $\frac{k}{2}(k - \epsilon)$. Thus the performance guarantee is at least as bad as

\[
\frac{k(k - \epsilon)}{2k} = \frac{k}{2} - \frac{\epsilon}{2} > \frac{k}{2} - \epsilon.
\]

\[\square\]

**Proposition 3.4.** For any $k \geq 4$ and $\epsilon > 0$, there exists a nonnegative symmetric submodular system for which GSA2 always finds a $k$-partition of weight at least $2 - \frac{2}{k} - \epsilon$ times the optimum.

**Proof.** We define two submodular systems $(V, f)$ and $(W, g)$.

Let $V = \{v_0, v_1, \ldots, v_{k-1}\}$, and $f(S) \triangleq \min\{|S|, |V-S|\}$ for all $S \subseteq V$. It is not hard to see that $f$ is symmetric and submodular. Let $W = \{v_0, w_1, \ldots, w_{k-1}\}$, where $V \cap W = \{v_0\}$ holds. Let $g$ be the cut function of graph $(W, E)$, where $E = \{\{v_0, w_1\}, \{v_0, w_2\}, \ldots, \{v_0, w_{k-1}\}\}$ consists edges of weights $1 - \frac{\epsilon}{4}$. Function $g$ is also symmetric and submodular. Let us consider a system $(V \cup W, h)$, where $h(S) = f(S \cap V) + g(S \cap W)$, $S \subseteq V \cup W$. See Figure 3.5. By Proposition 2.1, function $h$ is symmetric and submodular (and also nonnegative).

![Figure 3.5: Tight example for GSA2 applied to k-PPSSS.](image)

There is a $k$-partition $\mathcal{P} = \{\{v_1\}, \{v_2\}, \ldots, \{v_{k-1}\}, W\}$, whose weight is $k$. However, it is easy to see that GSA2 outputs a $k$-partition $\mathcal{P}' = \{\{w_1\}, \{w_2\}, \ldots, \{w_{k-1}\}, V\}$ of weight $(k-1)(2 - \frac{\epsilon}{2})$. Thus the performance guarantee is at least as bad as

\[
\frac{(k-1)(2 - \frac{\epsilon}{2})}{k} = 2 - \frac{2}{k} - \frac{(k-1)\epsilon}{2k} > 2 - \frac{2}{k} - \epsilon.
\]

\[\square\]
Proposition 3.5. For any $\epsilon > 0$, there exists a graph for which GSA2 always finds a $k$-partition (or $k$-way cut) of weight at least $2 - \frac{3}{k} - \epsilon$ times the optimum for odd $k \geq 5$, and $2 - \frac{3}{k} + \frac{1}{k^2-\frac{k}{2}} - \epsilon$ for even $k \geq 4$.

Proof. First consider an odd $k \geq 5$.

Let $V = \{v_0, v_1, \ldots, v_{k-1}\}$ and $W = \{v_0, w_1, \ldots, w_{k-1}\}$. Consider a graph $(V \cup W, E_o)$ for $E_o = \{\{v_i, v_j\} \mid i \neq j\} \cup \{\{v_0, w_1\}, \{v_0, w_2\}, \ldots, \{v_0, w_{k-1}\}\}$. Each edge $\{v_i, v_j\}$ has weight 1, whereas each edge $\{v_0, w_i\}$ has weight $\frac{2k-3-\epsilon}{2}$. See Figure 3.6.

For odd $k$:

For even $k$:

\[
w(\{v_i, v_j\}) = 1 \quad w(\{v_0, v_i\}) = \frac{2k-3-\epsilon}{2} \quad w(\{v_0, w_i\}) = k - 1 - \epsilon \quad w(e) = \frac{2k-3-\epsilon}{3} \text{ for other edge } e
\]

Figure 3.6: Tight example for GSA2 applied to $k$-PPG.

There is a $k$-partition $\mathcal{P} = \{\{v_1\}, \{v_2\}, \ldots, \{v_{k-1}\}, W\}$, whose weight is $k(k-1)$. On the other hand, since any 3-partition separating some members in $V$ has weight at least $4k-6$, the minimum 3-partition is $\{\{w_i\}, \{w_j\}, (V \cup W) - \{w_i, w_j\}\}$ for some $i \neq j$, whose weight is $4k - 6 - 2\epsilon$. It is then easy to see that, GSA2 outputs $k$-partition $\mathcal{P}' = \{\{w_1\}, \{w_2\}, \ldots, \{w_{k-1}\}, V\}$, whose weight is $(k-1)(2k-3-\epsilon)$. Thus the performance guarantee is at least as bad as

\[
\frac{(k-1)(2k-3-\epsilon)}{k(k-1)} = 2 - \frac{3}{k} - \epsilon > 2 - \frac{3}{k} - \epsilon.
\]

Let $k \geq 4$ be an even number. Consider a graph $(V \cup W, E_o)$, where $E_o = \{\{v_i, v_j\} \mid i \neq j\} \cup \{\{v_0, w_1\}, \{v_0, w_2\}, \ldots, \{v_0, w_{k-1}\}\} \cup \{\{w_2, w_3\}, \{w_4, w_5\}, \ldots, \{w_{k-2}, w_{k-1}\}\}$. Each edge $\{v_i, v_j\}$ has weight 1, whereas edge $\{v_0, w_1\}$ has weight $k - 1 - \epsilon$. Other edges have weight $\frac{2k-3-\epsilon}{3}$. See also Figure 3.6.

The optimal $k$-partition is $\mathcal{P} = \{\{v_1\}, \{v_2\}, \ldots, \{v_{k-1}\}, W\}$, whose weight is $k(k-1)$. However, it is easy to see that GSA2 outputs $k$-partition $\mathcal{P}' = \{\{w_1\}, \{w_2\}, \ldots, \{w_{k-1}\}, V\}$,
whose weight is $2(k - 1 - \epsilon) + \frac{k+1}{2}(4k - 6 - 2\epsilon)$. Thus the performance guarantee is at least as bad as
\[
\frac{2(k - 1 - \epsilon) + (k - 2)(2k - 3 - \epsilon)}{k(k - 1)} = 2 - \frac{3}{k} + \frac{1}{k^2 - k} - \frac{\epsilon}{k - 1} > 2 - \frac{3}{k} + \frac{1}{k^2 - k} - \epsilon.
\]

\[\square\]

### 3.5 Modified GSA2 (M-GSA2) for general MPP and remarks

#### 3.5.1 Modified GSA2 (M-GSA2) for general MPP

Since problem 3-MCP (multiterminal cut problem) is NP-hard, we cannot expect a polynomial time algorithm to compute a minimum 3-target-split in general (unless $P=NP$ holds). Nevertheless, we note that Lemmas 3.1, 3.2 can be extended to MPP in a straightforward manner, hence the performance guarantees obtained for MPP-NTs hold for their target split versions.

#### 3.5.2 Remarks

**Remark 1.** Possible improvements of performance guarantee.

It is possible to obtain better performance guarantees in some cases. Let us take GSA for $k$-PPSS as an example. Given a nonnegative submodular system $(V, f)$, by Lemma 2.1, the weight of the solution $P_k$ obtained by GSA is at most
\[
\sum_{i=1}^{k-1} (f(V_i) + f(V - V_i)) - (k-2)f(V)
\]
for any $k$-partition $\{V_1, V_2, \ldots, V_k\}$ of $V$. Thus the performance guarantee is bounded by
\[
(1 + \alpha)(1 - \frac{1}{k}) - \frac{(k-2)f(V)}{opt},
\]
where $opt$ is the optimum (the trivial case of $opt = 0$ is simply omitted), and $\alpha$ is an arbitrary number satisfying $\sum_{i=1}^{k} f(V - V_i) \leq \alpha \sum_{i=1}^{k} f(V_i)$ for all $k$-partitions $\{V_1, \ldots, V_k\}$ of $V$. This is meaningful if $f(V) > 0$ and $opt$ is not too large; e.g., it gives the correct guarantee 1, instead of $2 - \frac{2}{k}$, for a constant function $f$. We note that it may be hard to find the value of $opt$ in general. A good approximate value is then valuable.

In particular, since
\[
\sum_{i=1}^{k} f(V - V_i) \leq (k - 1) \sum_{i=1}^{k} f(V_i) - k(k-2)f(\emptyset)
\]
holds for any $k$-partition by Lemma 2.2, we see that $\alpha$ can be chosen to be

$$k - 1 - \frac{k(k - 2)f(\emptyset)}{\text{opt}}.$$ 

Hence the performance guarantee is at least as good as

$$
\left(k - \frac{k(k - 2)f(\emptyset)}{\text{opt}}\right) \left(1 - \frac{1}{k}\right) - \frac{(k - 2)f(V)}{\text{opt}} = (k - 1 \left(1 - \frac{(k - 2)f(\emptyset)}{\text{opt}}\right) - \frac{(k - 2)f(V)}{\text{opt}}.
$$

**Remark 2.** On the timing of using the minimum 2-partition computation.

Recall that we start with a minimum 2-partition in GSA2 for an even $k$ (Figure 3.3). This ensures that a $k$-partition is eventually obtained, since later we increase the size of partition by two in each phase. From the viewpoint of the size of partition, 2-partition can be used in any (single) phase, not necessarily the first. However, it is critical in our proof to start with a minimum 2-partition. Otherwise inequality (3.15) in Lemma 3.2 may not hold. Let us illustrate by an instance of 4-PPG in the next graph.

Consider a graph $G = (V, E)$, where $V = \{a, b, c, d, e\}$, and $E = \{\{a, b\}, \{b, c\}, \{c, d\}, \{d, e\}, \{e, c\}\}$. Edge $\{b, c\}$ has weight 1.5 and others have weight 1. Let $w$ denote the edge weight function. This graph is shown in Figure 3.7.

![Figure 3.7: Lemma 3.2 fails if we compute a minimum 3-partition at first.](image)

If we compute a minimum 3-partition at first, we may get a solution of 4-partition $\mathcal{P} = \{\{a\}, \{b\}, \{c\}, \{d, e\}\}$, whose weight is 9. However, considering a 4-partition $\{\{a\}, \{d\}, \{e\}, \{b, c\}\}$ (the optimal solution), we have

$$
(w_{\text{ex}}(\{a\}) + w_{\text{ex}}(V - \{a\})) + (w_{\text{ex}}(\{d\}) + w_{\text{ex}}(\{e\}) + w_{\text{ex}}(V - \{d\} - \{e\})) = 2 + 6 = 8,
$$

which is smaller than the weight of $\mathcal{P}$! This violates the claim in Lemma 3.2.

Actually, the algorithm in [Kap 96] constructs a $k$-partition in this way. Thus Lemma 4.3 in [Kap 96], which in this case is equivalent to (3.15), is not valid. We further discuss this in the next remark.
3.5 Modified GSA2 (M-GSA2) for general MPP and remarks

Remark 3. Extensions of GSA and GSA2.

A natural question asks whether GSA and GSA2 can be further extended. That is, how does it perform when the size of partition increases three per phase, \(2 < j < k\). One may wonder that, naturally, a larger \(j\) would take longer running time but should give better performance guarantee. Here we note that, unfortunately, the approach taken in this thesis does not help to answer this question.

In fact, such greedy algorithm was first considered by Kapoor for \(k\)-PPG. He claimed (Lemma 4.3 [Kap 96]) that, given a graph with a nonnegative edge weight function \(w\), for any \(j \geq 2\) and any \(k\)-partition \(\mathcal{P} = \{V_1, V_2, \ldots, V_k\}\), by increasing the size of partition \(j\) per phase (except for the last phase), the weight of the obtained \(k\)-partition is bounded by

\[
\sum_{i=1}^{\frac{k-1}{j-1}} w_{\text{ex}}(V_{j(i-1)+1}) + \cdots + w_{\text{ex}}(V_{j(i-1)+j}) + w_{\text{ex}} \left( \bigcup_{\ell=1}^{j} V_{j(i-1)+\ell} \right) \\
+ \sum_{i=j}^{\frac{k-1}{j-1}} w_{\text{ex}}(V_i) + w_{\text{ex}} \left( \bigcup_{i=j}^{\frac{k-1}{j-1}} V_i \right) .
\]

Notice that this extends Lemmas 2.1, 3.1 and 3.2. However, we here provide a counter example which shows that such an extension is not valid even for \(j = 3\) (for \(j = 2\), see the previous remark).

Let \(k = 7\). Consider a graph \((V, E)\), where \(V = \{a, b, c, d, e, f, g, h\}\) and \(E = \{\{a, b\}, \{b, c\}, \{c, d\}, \{d, e\}, \{e, f\}, \{f, g\}, \{g, h\}\}\). Edge \(\{d, e\}\) has weight 3 and others have 2. Let \(w\) denote the edge weight function. This graph is shown in Figure 3.8.

![Figure 3.8: An example for which main lemmas cannot be extended.](image)

Similarly to GSA/GSA2, we first get the minimum 4-partition \(\{\{a\}, \{b, c, d\}, \{e, f, g\}, \{h\}\}\), and then get a 7-partition \(\mathcal{P} = \{\{a\}, \{b\}, \{c\}, \{d\}, \{e\}, \{f, g\}, \{h\}\}\) of weight 34. Ac-
cording to (3.35), one may expect that
\[
    w_{ex}(\mathcal{P}) \leq (w(V_1) + w(V_2) + w(V_3)) + (w(V_4) + w(V_5) + w(V_6))
\]
holds for any 7-way partition \( \mathcal{P'} = \{V_1, V_2, \ldots, V_7\} \). However, taking \( \mathcal{P'} = \{\{a\}, \{b\}, \{c\}, \{f\}, \{g\}, \{h\}, \{d, e\}\} \), inequality (3.36) yields \( 34 \leq 16 + 16 = 32 \), a contradiction.

**Remark 4.** Performance guarantees for \( k \)-PPG and \( k \)-PPSSS.

In the previous remarks, we have seen that extensions of the main lemmas (Lemmas 2.1, 3.1 and 3.2) may be difficult to obtain even for \( k \)-PPG. Notice that, however, bad examples are still unknown for showing that improved guarantees cannot be obtained by greedily increasing the size of partition \( j \geq 3 \) per phase. Here we note that, however, for \( k \)-PPSSS (MPP in nonnegative symmetric submodular system), bad examples exist for showing that no guarantees better than \( 2 - \frac{2}{k} \) can be obtained by greedy splitting.

Let GSA\(^j\) denote such greedy algorithm that increases the size of partition \( j \) per phase (GSA\(^1\) is just GSA, and GSA\(^2\) is GSA2). We claim that, GSA\(^j\) has the same performance guarantee as GSA when they are applied to \( k \)-PPSSS. An example is shown in Figure 3.5, by choosing \( k = 2j + 1 \) (or larger) for each \( j \geq 3 \).
Chapter 4

A Primal-Dual Approximation Algorithm for SNDP

4.1 Introduction

4.1.1 Network design problem with requirement function (NDRF)

In the following two chapters, we consider the survivable network design problem (SNDP). Recall that the general (bipartite-graph based) formulation of SNDP is the following.

**Problem 4.1 (SNDP).** Given a bipartite graph $G = (V, U, E)$ with a set $V$ of terminals, a set $U$ of nonterminals, a set $E$ of edges between $V$ and $U$, a weight function $w : U \to \mathbb{R}^+$ and connectivity requirements $r_{st}$ for each pair of distinct terminals $s, t \in V$, find a minimum weight subset $U^* \subseteq U$ such that there are at least $r_{st}$ nonterminal disjoint paths between each pair of distinct terminals $s$ and $t$ in the subgraph $G^* = G[V \cup U^*]$ of $G$.

(There is a hypergraph-based formulation as stated in Chapter 1. But we only use the above formulation in this chapter.)

Let $d_{\text{max}}$ and $d_{\text{max}}^+$ denote the maximum degree of nonterminals and of nonterminals with positive weights, respectively. Without loss of generality we suppose $d_{\text{max}}^+ \geq 2$. We call SNDP with $r_{st} \in \{0, 1\}$ 0-1 SNDP. Problem SNDP-G (SNDP in graph) is SNDP with $d_{\text{max}} = 2$ (this is graph version of the hypergraph-based formulation of SNDP). SNDP-G with $r_{st} \in \{0, 1\}$ is referred as 0-1 SNDP-G. A problem class between SNDP and SNDP-G is SNDP with $d_{\text{max}} = 2$, which we refer as SNDP-G$^+$. We first give a general formulation of network design problems by employing a requirement function. Let $\mathbb{Z}^+$ denote the set of nonnegative integers. We consider the next network design problem with requirement function (NDRF).
Problem 4.2 (NDRF). Given a bipartite graph $G = (V, U, E)$ with a weight function $w : U \rightarrow \mathbb{R}^+$ and a requirement function $r : 2^V \rightarrow \mathbb{Z}^+$, NDRF is defined as follows.

(IP) minimize \[
\sum_{u \in U} w(u)x_u \]
subject to \[
x(\Delta(S)) \geq r(S) \quad S \subseteq V, \quad x_u \in \{0, 1\} \quad u \in U, \]
\[
\Delta(S) \triangleq \Gamma(S) \cap \Gamma(V - S) \subseteq U \quad \text{and} \quad x(U') \triangleq \sum_{u \in U'} x_u, \quad U' \subseteq U.
\]

Without loss of generality we assume $r(\emptyset) = r(V) = 0$ and $r_{\max} \triangleq \max_S r(S) \leq |U|$, since otherwise there is no feasible solution. We note that NDRF can be described in the words of hypergraph, which will be considered in the next chapter.

4.1.2 A survey on SNDP

We first give a brief survey on problems SNDP and NDRF. We do not review special cases such as SPP (shortest path), MST (minimum spanning tree), STP (Steiner tree) and minimum $k$ edge-connected spanning subgraph. There are numerous literatures on them; see [AMO 93, DSR 00, GP 88, HRW 92, Khu 97, KR 93].

The study on SNDP was started by Agrawal, Klein and Ravi [AKR 95]. Considering 0-1 SNDP-G, they gave a sophisticated approximation algorithm based on primal-dual method. It is shown that 0-1 SNDP-G can be approximated within a factor of 2 by their algorithm. An independent work was also done by Goemans and Williamson [GW 92].

Later Williamson, Goemans, Mihail and Vazirani [WGMV 93] extended the primal-dual approximation algorithm to general SNDP-G. They formalize a basic mechanism of using primal-dual method. It picks edge sets in $r_{\max}$ phases. In each phase it tries to augment the size of cuts with deficiency at the least cost by solving an integer program. The integer program is in general NP-hard, but can be approximated within factor 2 by a primal-dual method based approach (which extends the algorithms in [AKR 95, GW 92]). They showed that their algorithm has a performance guarantee of $2r_{\max}$, which is the first nontrivial result for the general SNDP-G. An efficient implementation can be found in [GGW 93].

After that, Goemans, Goldberg, Plotkin, Shmoys, Tardos and Williamson [GGPSTW 94] showed that, by augmenting the size of only those cuts with the maximum deficiency in the algorithm of [WGMV 93], a $2\mathcal{H}(r_{\max})$-approximation algorithm can be obtained, where \( \mathcal{H}(k) = 1 + \frac{1}{2} + \cdots + \frac{1}{k} \) is the $k^{th}$ harmonic number. It is reported that the primal-dual approximation algorithm works well in practice, see [Wil 95, MSDM 96]. For a detail overview and other applications of the primal-dual algorithms, we refer the readers to the well-written surveys [GW 97, Wil 01].
4.1 Introduction

Jain [Jain 98] showed that there is an edge \( e \) with \( x^*_e \geq \frac{1}{2} \) in any basic solution \( x^* \) of the LP relaxation of SNDP-G, where the constraint \( x_e \in \{0, 1\} \) is relaxed to \( 0 \leq x_e \leq 1 \) for every edge \( e \). He then showed that an iterative rounding process yields a 2-approximation algorithm. We note that, although Jain’s algorithm has a much stronger theoretical guarantee than the above primal-dual algorithm, it is of less practical value since it requires to solve the LP relaxation of SNDP-G, which is a nontrivial computation task.

Jain, Mándoiu, Vazirani and Williamson [JMVW 99] considered the element connectivity problem (ECP). In that problem, there are two types of vertices: terminals and nonterminals, where nonterminals and edges are called the elements. Only edges have (nonnegative) weights, and there are connectivity requirements \( r_{st} \) for each pair of terminals \( s \) and \( t \), which specifies the least number of element-disjoint paths to be realized. The objective is to find a minimum weight (spanning) subgraph satisfying the connectivity requirements. Obviously, SNDP-G is a special case of ECP with empty nonterminal set. Following the basic algorithmic schema established in [GGPSTW 94, WGMV 93], Jain et al. proposed a primal-dual approximation algorithm for ECP. Verifying that their algorithm satisfies three conditions proposed in [RW 95], they claimed that it is a \( 2\mathcal{H}(r_{\text{max}}) \)-approximation algorithm.

We note that, Ravi and Williamson [RW 95] developed a primal-dual method based approximation algorithm for the minimum \( k \)-vertex connected spanning subgraph problem. In considering the performance, they claimed that, if three conditions are satisfied, then a guarantee of \( 2\mathcal{H}(r_{\text{max}}) \) can be obtained. This is what Jain et al. algorithm based. Unfortunately, due to a bug in [RW 95], even if the three conditions are satisfied, it is still unclear whether the desired guarantee can be obtained or not. See [RW 01] for details. In this section, we will give a complete proof for Jain et al. result. Recently, Fleischer, Jain and Williamson [FJW 01] have extended the iterative rounding algorithm in [Jain 98] to ECP and have obtained a 2-approximation algorithm.

Let us consider the general SNDP problem. We first show that ECP is a special case of SNDP, i.e., SNDP-G\(^+\). This can be easily seen be replacing each edge by a degree 2 new nonterminal of the same weight, then inserting a new terminal between each pair of two adjacent nonterminals. The obtained graph is thus bipartite. Moreover, positive weights are only given to nonterminals of degree 2. Let \( r_{st} = 0 \) if at least one of \( s \) and \( t \) is a new terminal. We thus have reduced ECP to SNDP-G\(^+\) in linear time in this way.

**Proposition 4.1.** \( ECP = \text{SNDP-G}^+ \).

Clearly, SNDP is also NP-hard even if \( r_{st} = 1 \) holds for any distinct \( s, t \in T \) for a given \( T \subseteq V \). This problem is called the node weighted Steiner tree problem. Using a greedy heuristic, Klein and Ravi [KR 93] have given a \( (2 \ln |T|) \)-approximation algorithm. The guarantee is further improved to \( 1.35 \ln |T| \) (for arbitrary weights) and \( \ln |T| \) (for unit weights — also NP-hard) by Guha and Khuller [GK 99]. Takahata, Fujito and Watanabe [TFW 99]
extended the primal-dual approximation algorithm in [GW 92] to 0-1 SNDP (which includes the node weighted Steiner tree problem). They showed a \(d_{\text{max}}\)-approximation algorithm. It is of further interest to study on the practical performance of algorithms in [KR 93, GK 99] and [TFW 99].

4.1.3 Preliminary

As noted before, we first consider NDRF (Problem 4.2) as formulated by (IP) with a requirement function \(r\). Actually we do not know how to solve it efficiently for arbitrary requirement functions \(r\). Nevertheless, we will see that, under two conditions, it can be approximated in polynomial time with reasonable performance guarantee. The first condition is as follows, whereas the second condition will be stated in Section 4.2.

**Condition 1.** Function \(r\) is weakly supermodular; i.e., for any \(X, Y \subseteq V\), it holds that

\[
r(X) + r(Y) \leq \max\{r(X \cap Y) + r(X \cup Y), r(X - Y) + r(Y - X)\}.
\]

Let \(G = (V, U, E)\) be a bipartite graph. Let \(\Delta_A(S) \triangleq \Delta(S) \cap A\) for \(S \subseteq V\) and \(A \subseteq U\). Notice that we have shown a correspondence between \(\Delta\) in bipartite graph and \(\delta\) in the corresponding hypergraph \(H\) (see Section 1.3 in Chapter 1). Hence \(|\Delta_A| : 2^V \to \mathbb{Z}^+\) is also symmetric and submodular by Proposition 1.4. Therefore, for any \(A \subseteq W\) and \(X, Y \subseteq V\), we have

\[
|\Delta_A(X)| + |\Delta_A(Y)| \geq |\Delta_A(X \cap Y)| + |\Delta_A(X \cup Y)|, \tag{4.5}
\]

\[
|\Delta_A(X)| + |\Delta_A(Y)| \geq |\Delta_A(X - Y)| + |\Delta_A(Y - X)|. \tag{4.6}
\]

4.2 Primal-dual approximation algorithm for NDRF

In this section, we present an approximation algorithm for NDRF (IP). It is based on the primal-dual algorithm established in [GGPSTW 94, WGMV 93] for SNDP-G. The proof of the performance guarantee will be given in the next section.

**Definition 4.1 (deficiency).** The deficiency of a terminal subset \(S \subseteq V\) with respect to a nonterminal subset \(A \subseteq U\) is \(r(S) - |\Delta_A(S)| = r(S) - |\Delta(S) \cap A|\).

Hence a nonterminal subset \(A \subseteq U\) is feasible to (IP) if and only if the maximum deficiency (with respect to \(A\)) over all \(S \subseteq V\) is non-positive, i.e., \(|\Delta_A(S)| = |\Delta(S) \cap A| \geq r(S)\).

Analogously to [GGPSTW 94, WGMV 93], our algorithm consists of \(r_{\text{max}}\) phases. It starts with \(U_0 = \emptyset\). Let \(U_i \subseteq U\) be the set of nonterminals picked so far before phase \(i\). At the beginning of the \(i\)th phase, the maximum deficiency (with respect to \(U_{i-1}\)) is \(r_{\text{max}} - i + 1\). We decrease it by one by adding some \(A_i \subseteq U - U_{i-1}\). Setting \(U_i = U_{i-1} \cup A_i\), we proceed to
the next phase until \( i = r_{\text{max}} \) holds. Finally, we get the output \( U_{r_{\text{max}}} \). It must be feasible to (IP), since the algorithm ensures that the maximum deficiency with respect to \( U_{r_{\text{max}}} \) is zero.

In order to get a solution with small weight, we consider the next integer program \((\text{IP})_i\) to find such a set \( A_i \) in each phase \( i \).

\[
(\text{IP})_i \quad \begin{align*}
\text{minimize} & \quad \sum_{u \in U_i^c} w(u)x_u \\
\text{subject to} & \quad x(\Delta_{U_i^c}(S)) \geq h_i(S), \quad S \subseteq V, \\
& \quad x_u \in \{0, 1\}, \quad u \in U - U_{i-1},
\end{align*}
\]

where function \( h_i : 2^V \to \{0, 1\} \) is defined by

\[
h_i(S) = \begin{cases} 
1 & \text{if } r(S) - |\Delta_{U_{i-1}}(S)| = r_{\text{max}} - i + 1, \\
0 & \text{otherwise (i.e., } r(S) - |\Delta_{U_{i-1}}(S)| \leq r_{\text{max}} - i). 
\end{cases}
\]  

(4.7)

Notice that (IP) has feasible solution if and only if \((\text{IP})_i\) has feasible solution for all \( i = 1, \ldots, r_{\text{max}} \). In general, \((\text{IP})_i\) is still NP-hard. Nevertheless, later we will see that it can be approximated by a primal-dual approximation algorithm given in Figure 4.2. We first give the resulting algorithm for (IP), called ALGO-IP, in Figure 4.1.

```
1    \( U_0 \leftarrow \emptyset \)
2    for \( i = 1 \) to \( r_{\text{max}} \)
3      \( A_i \leftarrow \) the output of the algorithm in Figure 4.2 for \( (\text{IP})_i \)
4      \( U_i \leftarrow U_{i-1} \cup A_i \)
5  end/* for */
6  Output \( U_{r_{\text{max}}} \).
```

Figure 4.1: ALGO-IP approximation algorithm for (IP).

Given an \( i \), we now consider to approximate \((\text{IP})_i\). We need more notations.

**Definition 4.2 (violated set).** A terminal subset \( S \subseteq V \) is violated with respect to a non-terminal subset \( A \subseteq U - U_{i-1} \) if \( h_i(S) = 1 \) and \( \Delta_A(S) = \emptyset \) hold.

Obviously, a set \( A \subseteq U - U_{i-1} \) is feasible to \((\text{IP})_i\) if and only if there is no violated set. Under the assumption of Condition 1, violated sets enjoy the following property.

**Lemma 4.1.** Let \( X, Y \subseteq V \) be two violated sets with respect to \( A \subseteq U - U_{i-1} \). Then either sets \( X \cap Y \) and \( X \cup Y \), or sets \( X - Y \) and \( Y - X \), are violated with respect to \( A \).

**Proof.** By definitions of violated set and function \( h_i \), we see that \( r(X) - |\Delta_{U_{i-1}}(X)| = r(Y) - |\Delta_{U_{i-1}}(Y)| = r_{\text{max}} - i + 1 \) and \( \Delta_A(X) = \Delta_A(Y) = \emptyset \) hold.
By (4.5) and (4.6), we have
\[
|\Delta_A(X \cap Y)| + |\Delta_A(X \cup Y)| \leq |\Delta_A(X)| + |\Delta_A(Y)| = 0,
\]
\[
|\Delta_A(X - Y)| + |\Delta_A(Y - X)| \leq |\Delta_A(X)| + |\Delta_A(Y)| = 0.
\]
Hence,
\[
\Delta_A(X \cap Y) = \Delta_A(X \cup Y) = \Delta_A(X - Y) = \Delta_A(Y - X) = \emptyset.
\]

On the other hand, since function \( r \) is weakly supermodular (Condition 1), we see that function \( r - |\Delta_{U_{i-1}}| \) is also weakly supermodular by Proposition 1.1 (recall that function \( |\Delta_{U_{i-1}}| \) is submodular). Therefore, we have
\[
2(r_{\text{max}} - i + 1) = r(X) - |\Delta_{U_{i-1}}(X)| + r(Y) - |\Delta_{U_{i-1}}(Y)| \leq \max \left\{ r(X \cap Y) - |\Delta_{U_{i-1}}(X \cap Y)| + r(X \cup Y) - |\Delta_{U_{i-1}}(X \cup Y)|, \right. \\
\left. r(X - Y) - |\Delta_{U_{i-1}}(X - Y)| + r(Y - X) - |\Delta_{U_{i-1}}(Y - X)| \right\}.
\]
However, \( r(S) - |\Delta_{U_{i-1}}(S)| \leq r_{\text{max}} - i + 1 \) holds for all \( S \subseteq V \), since \( r_{\text{max}} - i + 1 \) is the maximum deficiency. Thus the above inequality implies at least one of the next two equalities.
\[
r(X \cap Y) - |\Delta_{U_{i-1}}(X \cap Y)| = r(X \cup Y) - |\Delta_{U_{i-1}}(X \cup Y)| = r_{\text{max}} - i + 1,
\]
\[
r(X - Y) - |\Delta_{U_{i-1}}(X - Y)| = r(Y - X) - |\Delta_{U_{i-1}}(Y - X)| = r_{\text{max}} - i + 1.
\]
Hence either \( X \cap Y \) and \( X \cup Y \), or \( X - Y \) and \( Y - X \), are violated with respect to \( A \). 

Two sets \( X \) and \( Y \) are said to intersect if \( X \cap Y \neq \emptyset \), \( X - Y \neq \emptyset \) and \( Y - X \neq \emptyset \) hold. An immediate conclusion from Lemma 4.1 is the next corollary, where we omit the words “with respect to \( A \)” for simplicity.

**Corollary 4.1.** Let \( X \) be a minimal violated set. Any violated set \( Y \) does not intersect \( X \); i.e., either \( X \subseteq Y \) or \( X \cap Y = \emptyset \) holds. In particular, if \( Y \) is also a minimal violated set, then \( X \cap Y = \emptyset \). 

Let \( \mathcal{V}(A) \) denote the family of minimal violated sets with respect to \( A \subseteq U - U_{i-1} \). Obviously, \( A \) is feasible to \((\text{IP})_i\) if and only if \( \mathcal{V}(A) = \emptyset \). We introduce another condition that needs to be satisfied for our algorithm to be polynomial time.

**Condition 2.** The family \( \mathcal{V}(A) \) of minimum violated sets of any set \( A \subseteq U - U_{i-1} \) can be obtained in polynomial time.

We now describe the algorithm for \((\text{IP})_i\). For this, relax each constraint \( x_u \in \{0, 1\} \) to \( x_u \geq 0 \) in \((\text{IP})_i\). The dual of this LP relaxation of \((\text{IP})_i\) is given by
\[
\begin{align*}
\text{(D)}_i \quad \text{maximize} & \quad \sum_{S \subseteq V} h_i(S) y_S \\
\text{subject to} & \quad \sum_{S \subseteq V : u \in \Delta(S)} y_S \leq w(u) \quad u \in U - U_{i-1}, \\
& \quad y_S \geq 0 \quad S \subseteq V.
\end{align*}
\]
4.2 Primal-dual approximation algorithm for NDRF

We use $y$, $A$, $j$ and $\bar{w}$ to denote the dual solution, primal solution, index of iteration and reduced weight (i.e., $\bar{w}(u) \triangleq w(u) - \sum_{S \subseteq V : u \in \Delta(S)} y_S$), respectively. The algorithm maintains a feasible dual solution $y$ and a primal solution $A$. Note that $y$ is feasible if and only if $\bar{w}(u) \geq 0$ for all $u \in U - U_{i-1}$. We list the algorithm, called PRIMAL-DUAL, in Figure 4.2.

1. $y \leftarrow 0$, $A \leftarrow \emptyset$, $j \leftarrow 0$, $\bar{w} \leftarrow w$
2. while $A$ is not feasible
3. \hspace{1em} $j \leftarrow j + 1$
4. \hspace{1em} $\mathcal{V}_j \leftarrow$ the family $\mathcal{V}(A)$ of minimal violated sets
5. \hspace{1em} if exists $S \in \mathcal{V}_j$ such that $\Delta_{U - U_{i-1} - A}(S) = \emptyset$ then
6. \hspace{2em} halt. (IP)$_i$, hence (IP), has no feasible solution.
7. \hspace{1em} end /* if */
8. \hspace{1em} $u_j \leftarrow \text{argmin} \left\{ \bar{w}(u) \middle| u \in \text{argmin} \left\{ \bar{w}(u) \middle| u \in \Delta(S) \right\} \right\}$
9. \hspace{1em} $\epsilon_j \leftarrow \frac{\bar{w}(u_j)}{|\{S \in \mathcal{V}_j \mid u_j \in \Delta(S)\}|}$, $y_S \leftarrow y_S + \epsilon_j$ for all $S \in \mathcal{V}_j$
10. \hspace{1em} $\bar{w}(u) \leftarrow \bar{w}(u) - \epsilon_j \cdot |\{S \in \mathcal{V}_j \mid u \in \Delta(S)\}|$ for all $u \in U - U_{i-1} - A$
11. \hspace{1em} $A \leftarrow A \cup \{u_j\}$
12. end /* while */
13. for $\ell = j$ down to 1
14. \hspace{1em} if $A - \{u_\ell\}$ is feasible then $A \leftarrow A - \{u_\ell\}$
15. end /* for */
16. Output $A$ (as $A_i$).

Figure 4.2: PRIMAL-DUAL: primal-dual approximation algorithm for (IP)$_i$

It starts with a feasible dual solution $y = 0$ and a primal solution $A = \emptyset$. If $A$ is not feasible to (IP)$_i$, then $\mathcal{V}(A)$ is computed. The dual variables for minimal violated sets in $\mathcal{V}(A)$ are then increased uniformly, until some dual constraint becomes tight (i.e., becomes equality, or equivalently, the corresponding reduced weight is zero). After that, the reduced weights are renewed. One nonterminal of which the dual constraint is tight is included into $A$. This process is repeated until $A$ becomes feasible, or we can determine the nonexistence of feasible solution. Finally, if a feasible $A$ is obtained, a reverse delete step tries to remove “unnecessary” nonterminals from $A$, in the reverse order as they were included. Note that $y$ is always feasible to $D_i$, and $\epsilon_j \geq 0$ holds for all $j$.

Let us consider the running time of algorithm PRIMAL-DUAL. We store only those positive dual variables $y_S$. Thus Line 1 takes $O(|U|)$ time. Since $|A|$ increases by one after each while iteration, there are at most $|U - U_{i-1}| \leq |U|$ while iterations. Let $\theta$ be the time complexity to compute $\mathcal{V}(A)$. Then Lines 2, 4 and 14 can be done in $\theta$ time, since
A is feasible if and only if $V(A) = \emptyset$. It is not hard to see that Line 6 can be done in $O(|V||U|)$ time, since $|V(A)| \leq |V|$ by Corollary 4.1, and this dominates other lines. Hence algorithm PRIMAL-DUAL takes $O(|U|/\theta + |V||U|)$ time to compute $A_i$. Therefore, the time complexity of algorithm ALGO-IP for (IP) is $O(r_{\max}|U|/\theta + |V||U|))$. This is polynomial.

4.3 Proof of performance guarantee

We follow the proof of [GGPSTW 94, WGMV 93] for SNDP-G. Suppose that (IP) has feasible solution. Then $A_i$ and $y$ obtained by PRIMAL-DUAL are feasible to (IP)$_i$ and (D)$_i$, respectively. Given next is the main lemma.

**Lemma 4.2.** Let $A_i$ and $y$ be the output and the corresponding dual solution obtained at the end of algorithm PRIMAL-DUAL, respectively. It holds that

$$
\sum_{u \in A_i} w(u) \leq d_{\text{max}}^+ \sum_{S \subseteq V} h_i(S)y_S. \quad \Box
$$

Before proving the lemma, let us see that it implies the claimed guarantee $d_{\text{max}}^+ \mathcal{H}(r_{\max})$.

**Theorem 4.1.** Let $\text{opt}_{\text{IP}}$ be the optimal value of (IP). Let $U_{\text{r}_\text{max}} = \bigcup_{i=1}^{r_{\max}} A_i$ be the output of algorithm ALGO-IP. It holds that

$$
\sum_{u \in U_{\text{r}_\text{max}}} w(u) \leq d_{\text{max}}^+ \mathcal{H}(r_{\max})\text{opt}_{\text{IP}}. \quad (4.8)
$$

**Proof.** This can be shown analogously to [GGPSTW 94]. We give for completeness.

Relax the constraints $x_u \in \{0, 1\}$ in (IP) to $0 \leq x_u \leq 1$ for all $u \in U$. The dual of this LP relaxation of (IP) is given by

(D) maximize $\sum_{S \subseteq V} r(S)y_S - \sum_{u \in U} z_u$

subject to $\sum_{S \subseteq V, u \in \Delta(S)} y_S \leq w(u) + z_u \quad u \in U,$

$y_S \geq 0, \quad z_u \geq 0 \quad S \subseteq V, u \in U.$

Let $\text{opt}_{\text{D}}$ be the optimal value of (D). By the weak duality theorem of linear programming, $\text{opt}_{\text{D}} \leq \text{opt}_{\text{IP}}$ holds. Consider the $i^{th}$ phase. Let $y$ be the dual solution of (D)$_i$ as used in Lemma 4.2. Let

$$
z_u = \begin{cases} 
\sum_{S \subseteq V, u \in \Delta(S)} y_S & \text{if } u \in U_{i-1}, \\
0 & \text{otherwise (} u \in U - U_{i-1}). 
\end{cases}
$$

That completes the proof.
It is easy to verify that \((y, z)\) is feasible to (D). Thus

\[
\text{opt}_{IP} \geq \text{opt}_D \geq \sum_{S \subseteq V} r(S) y_S - \sum_{u \in U} z_u \\
= \sum_{S \subseteq V} r(S) y_S - \sum_{u \in U} \sum_{S : u \in \Delta(S)} y_S \\
= \sum_{S \subseteq V} r(S) y_S - \sum_{S \subseteq V} |\Delta_{U_{i-1}}(S)| y_S \\
= \sum_{S \subseteq V} (r(S) - |\Delta_{U_{i-1}}(S)|) y_S = (r_{\text{max}} - i + 1) \sum_{S \subseteq V} h_i(S) y_S.
\]

The last equality follows because \(y_S = 0\) holds for all \(S\) with \(h_i(S) = 0\), whereas \(h_i(S) = 1\) holds if and only if \(r(S) - |\Delta_{U_{i-1}}(S)| = r_{\text{max}} - i + 1\). Therefore, by Lemma 4.2, we have

\[
\sum_{u \in A_i} w(u) \leq d_{\text{max}}^+ \sum_{S \subseteq V} h_i(S) y_S \leq \frac{d_{\text{max}}^+ \text{opt}_{IP}}{r_{\text{max}} - i + 1},
\]

\[
\implies \sum_{u \in U_{r_{\text{max}}}} w(u) = \sum_{i=1}^{r_{\text{max}}} \sum_{u \in A_i} w(u) \leq \sum_{i=1}^{r_{\text{max}}} \left( \frac{d_{\text{max}}^+ \text{opt}_{IP}}{r_{\text{max}} - i + 1} \right) = d_{\text{max}}^+ \mathcal{H}(r_{\text{max}}) \text{opt}_{IP}.
\]

This completes the proof for the theorem. \(\square\)

We give the proof for Lemma 4.2 in the following, which ends at the end of this section.

Proof. First suppose \(w(u) > 0\) for all \(u \in U\), i.e., \(d_{\text{max}}^+\) is the maximum degree of nonterminals.

The case in which \(w(u) = 0\) holds for some \(u\) will be treated at the end of this proof.

Let \(L\) be the number of \texttt{while} iterations. Notice that, for any \(\ell = 1, 2, \ldots, L\), we have

\[
w(u_\ell) = \sum_{S \subseteq V : u_\ell \in \Delta(S)} y_S = \sum_{j=1}^L |\{S \in \mathcal{V}_j \mid u_\ell \in \Delta(S)\}| \epsilon_j.
\]

Therefore, it holds that

\[
\sum_{u \in A_i} w(u) = \sum_{u \in A_i} \sum_{1 \leq j \leq L} |\{S \in \mathcal{V}_j \mid u \in \Delta(S)\}| \epsilon_j = \sum_{1 \leq j \leq L} \sum_{S \in \mathcal{V}_j} |\Delta_{A_i}(S)| \epsilon_j.
\]

On the other hand, since \(y_S = \sum_{j : S \in \mathcal{V}_j} \epsilon_j\), we have

\[
\sum_{S \subseteq V} h_i(S) y_S = \sum_{S \subseteq V} y_S = \sum_{S \subseteq \mathcal{V}_j} \sum_{1 \leq j \leq L} \sum_{S \in \mathcal{V}_j} \epsilon_j = \sum_{1 \leq j \leq L} |\mathcal{V}_j| \epsilon_j.
\]

Thus to prove Lemma 4.2, it suffices to show

\[
\sum_{S \in \mathcal{V}_j} |\Delta_{A_i}(S)| \leq d_{\text{max}}^+ |\mathcal{V}_j|, \quad j = 1, \ldots, L.
\] (4.9)
Actually, we can prove a stronger fact that is stated as follows. A set $B \subseteq U - U_{i-1}$ is **minimal augmentation** of set $A \subseteq U - U_{i-1}$, where $A$ is infeasible to (IP)$_i$, if $A \subseteq B$ and $B$ is feasible to (IP)$_i$ but the removal of any $w \in B - A$ violates the feasibility. We here claim that, for any $A \subseteq U - U_{i-1}$ and any minimal augmentation $B$ of $A$, it holds that

$$
\sum_{S \in \mathcal{V}(A)} |\Delta_B(S)| \leq d_{\text{max}}^i |\mathcal{V}(A)|. \tag{4.10}
$$

Notice that (4.9) can be obtained from (4.10), by letting $A = \{w_1, \ldots, w_{j-1}\}$ and $B = A \cup A_i$ for $j = 1, \ldots, L$ (note $|\Delta_B(S)| \geq |\Delta_{A_i}(S)|$), and $B$ is a minimal augmentation of $A$ due to the **reverse delete step** in Lines 13–15 of algorithm PRIMAL-DUAL.

Thus we conclude with the proof of (4.10). In the following, we fix $A$ and $B$, and use “violated set” instead of “violated set with respect to $A$” for simplicity. We first introduce the notion of **witness set**. Let $B_u \triangleq \bigcup_{S \in \mathcal{V}(A)} \Delta_B(S) = \bigcup_{S \in \mathcal{V}(A)} \Delta(S) \cap B \subseteq B - A$.

**Definition 4.3 (witness set).** A terminal subset $C \subseteq V$ is a **witness set** of a nonterminal $u \in B_u$ if (i) $h_i(C) = 1$, and (ii) $\Delta_B(C) = \Delta(C) \cap B = \{u\}$ hold.

Notice that a witness set is a violated set (note $u \notin A$). Moreover, there must exist a witness set for any $u \in B_u$, since $B$ is feasible and the removal of $u$ violates the feasibility. Let us call $\{C_u \mid u \in B_u\}$ a **witness set family**, where for each $u \in B_u$, exactly one witness set $C_u$ of $u$ is included. Hence in a witness set family, we have

$$
C_a \neq C_b \implies a \notin \Delta_B(C_b), \ b \notin \Delta_B(C_a) \implies a \notin \Delta(C_b), \ b \notin \Delta(C_a).
$$

**Lemma 4.3.** There exists a laminar (i.e., intersect-free) witness set family.

**Proof.** Given a witness set family, we construct a laminar witness set family.

Let $C_a$ and $C_b$ be two intersecting witness sets with respect to $a, b \in B_u$, respectively. Since they are violated, we see that either either $C_a \cap C_b$ and $C_a \cup C_b$, or sets $C_a - C_b$ and $C_b - C_a$ are also violated (by Lemma 4.1). Suppose that $C_a \cap C_b$ and $C_a \cup C_b$ are violated. We show that $C_a$ and $C_b$ can be replaced by $C_a \cap C_b$ and $C_a \cup C_b$ in the witness set family.

First, by the definition of violated set, $C_a \cap C_b$ and $C_a \cup C_b$ must satisfy condition (i) in the definition of witness set. We show that condition (ii) is also satisfied. By the feasibility of $B$, $|\Delta_B(C_a \cap C_b)| \geq 1$ and $|\Delta_B(C_a \cup C_b)| \geq 1$ hold. However, by submodularity, we have

$$
|\Delta_B(C_a \cap C_b)| + |\Delta_B(C_a \cup C_b)| \leq |\Delta_B(C_a)| + |\Delta_B(C_b)| = 2.
$$

Hence it must be the case of

$$
|\Delta_B(C_a \cap C_b)| = |\Delta_B(C_a \cup C_b)| = 1. \tag{4.11}
$$
On the other hand, $C_a \neq C_b$ implies $a \notin \Delta(C_B)$. Hence either $\Gamma(a) \subseteq C_b$ or $\Gamma(a) \cap C_b = \emptyset$ holds. By $a \in \Delta(C_a)$ we see that, if $\Gamma(a) \subseteq C_b$, then $a \in \Delta_B(C_a \cap C_b)$; otherwise if $\Gamma(a) \cap C_b = \emptyset$ then $a \in \Delta_B(C_a \cup C_b)$. This is illustrated in Figure 4.3.

For the same reason, $b \in \Delta_B(C_a \cap C_b) \cup \Delta_B(C_a \cup C_b)$ holds. Combining with (4.11), we see that $\Delta_B(C_a \cap C_b) = \{a'\}$ and $\Delta_B(C_a \cup C_b) = \{b'\}$ hold for $\{a', b'\} = \{a, b\}$. Thus we can replace $C_a$ and $C_b$ by $C_a \cap C_b$ and $C_a \cup C_b$ in the witness set family.

Similarly, if $C_a - C_b$ and $C_b - C_a$ are violated sets, we can use them to replace $C_a$ and $C_b$. In both cases, this process decreases the total number of pairs of intersecting sets. Thus it halts after a finite number of steps, and we then obtain a laminar witness set family. $\square$

Let $\mathcal{F} = \{V\} \cup \{C_u \mid u \in B_s\}$ be the family obtained by adding $\{V\}$ to a laminar witness set family. Let us construct a rooted tree $\mathcal{T}$ from $\mathcal{F}$ by the set inclusion relationship. To avoid confusion, we use “node” in tree $\mathcal{T}$, and use “vertex” in graph $G$.

Tree $\mathcal{T}$ consists of $|\mathcal{F}|$ nodes: $u_C$ for $C \in \mathcal{F}$. The root is $u_V$. The parent of each non-root node $u_C$ is the node $u_{C'}$ for the minimum $C' \in \mathcal{F}$ satisfying $C \subset C'$. See Figure 4.4. We associate each minimum violated set $S \in \mathcal{V}(A)$ with the node $u_C$ for the minimum
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Figure 4.4: Construct a tree from a laminar set family by the set inclusion relationship.

$C \in \mathcal{F}$ satisfying $S \subseteq C$. Let $u(S)$ denote the node with which $S$ is associated. Let $n_C = |\{S \in \mathcal{V}(A) \mid u(S) = u_C\}|$ denote the number of minimal violated sets that are
associated with node \( u_C \). Let \( Q = \{ u_C \mid n_C \geq 1 \} \) be the subset of nodes with which at least one minimal violated set is associated. Clearly we have

\[
|\mathcal{V}(A)| = \sum_{u_C \in Q} n_C. \tag{4.12}
\]

For a non-root node \( u_C \), \( C \) is a witness set, hence violated. This implies that, if node \( u_C \) has degree one, then \( C = u(S) \) holds for some \( S \in \mathcal{V}(A) \). In other words, all non-root nodes of degree one must belong to \( Q \). Let \( d(u_C) \) denote the degree of node \( u_C \). This observation shows that

\[
\sum_{u_C \notin Q} d(u_C) \geq 2(|\mathcal{F}| - |Q|) - 1.
\]

On the other hand, \( \sum_{u_C} d(u_C) = 2(|\mathcal{F}| - 1) \) holds since \( \mathcal{T} \) is a tree. Thus we have

\[
\sum_{u_C \in Q} d(u_C) = \sum_{u_C} d(u_C) - \sum_{u_C \notin Q} d(u_C) \leq 2|Q| - 1. \tag{4.13}
\]

Let us next show that

\[
\sum_{u_C \in Q} \min\{d^+_{\max} - 1, n_C\} d(u_C) \leq d^+_{\max} \sum_{u_C \in Q} n_C. \tag{4.14}
\]

For this, let \( X = \{ u_C \in Q \mid n_C \geq d^+_{\max} - 1 \} \), \( Y = \{ u_C \in Q \mid n_C = 1 \} - X \) and \( Z = Q - X - Y \). The left-hand side of (4.14) is then at most

\[
(d^+_{\max} - 1) \sum_{u_C \in X} d(u_C) + \sum_{u_C \in Y} d(u_C) + (d^+_{\max} - 2) \sum_{u_C \in Z} d(u_C)
\]

\[
\leq (d^+_{\max} - 1) \left( 2(|X| + |Y| + |Z|) - 1 - \sum_{u_C \in Y} d(u_C) - \sum_{u_C \in Z} d(u_C) \right) + \sum_{u_C \in Y} d(u_C) + (d^+_{\max} - 2) \sum_{u_C \in Z} d(u_C)
\]

by (4.13) and \( |Q| = |X| + |Y| + |Z| \). On the other hand, the right-hand side of (4.14) is at least \( d^+_{\max}((d^+_{\max} - 1)|X| + |Y| + |Z|) \). By a simple calculation, we see that (4.14) holds.

Finally, let us show that, for each \( u_C \in Q \), it holds that

\[
\sum_{S \in \mathcal{V}(A): u(S) = u_C} |\Delta_B(S)| \leq \min\{d^+_{\max} - 1, n_C\} d(u_C). \tag{4.15}
\]

This implies (4.10), hence the lemma by combining with (4.12) and (4.14). For this, consider an arbitrary \( S \in \mathcal{V}(A) \) and an arbitrary \( v \in \Delta_B(S) \). Let \( C_v \) be the witness set of \( v \) in family \( \mathcal{F} \). By the definitions of witness set and witness set family, we have the next observation.

**Observation 4.1.** For any set \( C' \in \mathcal{F} - \{ C_v \} \), either \( C' \subseteq C_v \) or \( C_v \subseteq C' \) holds. Moreover, \( C' \subseteq C_v \) implies \( \Gamma(v) \cap C' = \emptyset \), whereas \( C_v \subseteq C' \) implies \( \Gamma(v) \subseteq C' \). \( \square \)
Since witness set is also violated set, we see that either \( S \subseteq C_v \) or \( S \cap C_v = \emptyset \) must hold.

**Case 1:** \( S \subseteq C_v \). Notice that there is no \( C' \subseteq \mathcal{F} \) satisfying \( S \subseteq C' \subseteq C_v \) (otherwise \( \Gamma(v) \cap S \subseteq \Gamma(v) \cap C' = \emptyset \) holds by Observation 4.1, a contradiction). Hence \( S \) is associated with \( C_v \), i.e., \( u(S) = u_{C_v} \). Let \( u_C \) be the parent of \( u_{C_v} \) in tree \( T \) (such \( u_C \) must exist since \( C_v \neq V \)). Again by Observation 4.1, we have \( \Gamma(v) \subseteq C \). We use an upward directed edge \((u_{C_v}, u_C)\) (tail \( u_{C_v} \) and head \( u_C \)) to represent this case for an \( S \in \mathcal{V}(A) \) and a \( v \in \Delta_B(S) \) satisfying \( u(S) = u_{C_v} \), where \( u_C \) is the parent node of \( u_{C_v} \).

Notice that, edge \((u_{C_v}, u_C)\) may not be unique, since there may exists other \( S' \in \mathcal{V}(A) \) satisfying \( v \in \Delta_B(S') \) and \( u(S') = u_{C_v} \). Multiple directed edges \((u_{C_v}, u_C)\) are allowed, but only one edge is assigned for a single set \( S' \). By Corollary 4.1, such sets \( (S \text{ and all } S') \) must be pairwise-disjoint subsets of \( C_v \). Hence the total number of directed edges \((u_{C_v}, u_C)\) is bounded by \( \min\{|\Gamma(v)| - 1, n_{C_v}\} \leq \min\{d_{\text{max}}^+ - 1, n_{C_v}\} \) (notice that \( |\Gamma(v) - C_v| \geq 1 \) holds).

**Case 2:** \( S \cap C_v = \emptyset \). Similarly, we see that \( u(S) = u_C \) holds for the parent \( u_C \) of \( u_{C_v} \). We use a downward directed edge \((u_C, u_{C_v})\) to represent this case for an \( S \in \mathcal{V}(A) \) and a \( v \in \Delta_B(S) \) satisfying \( u(S) = u_C \), where \( u_C \) is the parent node of \( u_{C_v} \). The total number of these edges \((u_C, u_{C_v})\) is at most \( \min\{d_{\text{max}}^+ - 1, n_C\} \).

For a fixed \( u_C \in Q \), these two cases may be possible simultaneously. But we have seen that, for each undirected edge \((u_C, u_{C'})\) in tree \( T \), there are at most \( \min\{d_{\text{max}}^+ - 1, n_C\} \) directed edges \((u_C, u_{C'})\). Thus there are at most \( \min\{d_{\text{max}}^+ - 1, n_C\} d(u_C) \) directed edges with tail \( u_C \). On the other hand, the way that directed edges are produced implies that the total number of directed edges with tail \( u_C \) (over all \( S \in \mathcal{V}(A) \) and all \( v \in \Delta_B(S) \)) is nothing but \( \sum_{S \in \mathcal{V}(A)} \sum_{u(S) = u_C} |\Delta_B(S)| \). Hence (4.15) is shown. Therefore we have proved Lemma 4.2 under the assumption \( w(u) > 0 \) for all \( u \in U \).

It is easy to see that Lemma 4.2 also holds when there is a nonterminal \( u \in U \) satisfying \( w(u) = 0 \). To see this, notice that, we only need to show (4.9) for indices \( j \) satisfying \( \epsilon_j > 0 \). However, this implies that \( w(u) \geq \bar{w}(u) > 0 \) for all \( u \in \bigcup_{S \in V_j} \Delta_{A_i - A}(S) \). Thus \( |\Gamma(u)| \leq d_{\text{max}}^+ \) holds for all \( u \in \bigcup_{S \in V_j} \Delta_{A_i - A}(S) \), and the proof can be done in a straightforward manner.

### 4.4 Implementation for SNDP

It is SNDP that motivated the study on NDRF. In this section, we consider to implement algorithm ALGO-IP for SNDP.

Let \( G = (V, U, E) \) be a bipartite graph with a terminal set \( V \) and a nonterminal set \( U \). We first show that SNDP can be formulated as NDRF (IP) with a requirement function \( r \) defined by

\[
r(S) = \max\{r_{st} \mid s \in S, \ t \in V - S\}, \quad S \subseteq V.
\]  

(4.16)
A useful idea when considering nonterminal disjoint paths in bipartite graph is the following transformation $\mathcal{D}$, which is illustrated in Figure 4.5. (A directed graph can be viewed as a graph with edge orientation. An edge in a directed graph is denoted by $(u, v)$ from tail $u$ to head $v$. A path in directed graph follows the edge orientation.)

**Definition 4.4 (Transformation $\mathcal{D} : G \rightarrow \overrightarrow{G}$).** Make a copy $u^c$ and add a directed edge $(u, u^c)$ of capacity one for each nonterminal $u$. Replace each undirected edge $\{v, u\}$ by directed edges $(v, u)$ and $(u^c, v)$ of capacity $+\infty$.

![Figure 4.5: $\mathcal{D}$ transforms a bipartite graph into a directed graph, where edges $(u, u^c)$ have capacity one, and other edges have capacity $\infty$.](image)

Let $X^c \triangleq \{u^c | u \in X\}$ for $X \subseteq U$. In the following, a vertex in $G$ is also treated as a vertex in $\overrightarrow{G}$, whereas notations $\Gamma$ and $\Delta$ are used only with respect to $G$. Given an $X \subseteq U$, let us consider the digraph $\overrightarrow{G[V \cup X]}$. Let $C$ be a set satisfying $\emptyset \neq C \subseteq T \cup X \cup X^c$. We call the set of directed edges from a vertex in $C$ to a vertex not in $C$ (directed) cut, and denote it by $\delta^+(C)$. The capacity of cut $\delta^+(C)$ is the sum of capacities of edges in $\delta^+(C)$.

**Observation 4.2.** If the capacity of a cut $\delta^+(C)$ is finite, then $\Gamma_X(S) \triangleq \Gamma(S) \cap X \subseteq C$ and $(\Delta_X(S))^c \cap C = \emptyset$ must hold for $S = C \cap V$. Hence the capacity of (any) cut $\delta^+(C)$ is at least $|\Delta_X(C \cap V)|$.

**Observation 4.3.** For any set $S \subseteq V$, there is a cut $\delta^+(C)$ that has capacity $|\Delta_X(S)|$ and satisfies $S = C \cap V$. More precisely, we can choose $C = S \cup \Gamma_X(S) \cup (\Gamma_X(S) - \Delta_X(S))^c$.

Now we are ready to show that SNDP can be formulated as NDRF with function $r$ defined by (4.16). For two terminals $s, t \in V$, any $k$ nonterminal disjoint $s, t$-paths in $\overrightarrow{G[V \cup X]}$ can be viewed as an integer $s, t$-flow of value $k$ in $\overrightarrow{G[V \cup X]}$, and vice versa. Thus $X$ is feasible to SNDP (in $G$) if and only if the maximum $s, t$-flow in $\overrightarrow{G[V \cup X]}$ has value at least $r_{st}$ for each pair of distinct $s, t \in V$. By maxflow-mincut theorem, this equals to that, any $s, t$-cut $\delta^+(C)$
in \( \overline{G[V \cup X]} \) (i.e., a cut satisfying \( s \in C \) and \( t \not\in C \)) has capacity at least \( r_{st} \). By the above observations, this is equivalent to that \( \Delta_X(S) \geq \max \{r_{st} | s \in S, t \in V - S \} \) for all \( S \subseteq V \). Thus SNDP is equivalent to NDRF with function \( r \) defined by (4.16).

We next show that Conditions 1 and 2 are satisfied. Condition 1 can be verified in a straightforward manner. Let us show Condition 2; i.e., the minimum violated sets with respect to any set \( A \subseteq U - U_{i-1} \) (in the \( i \)th phase) can be found in polynomial time. Again, we use “violated set” instead of “violated set with respect to \( A \)” for simplicity.

**Lemma 4.4.** Let \( \hat{A} = U_{i-1} \cup A \). Let \( S \) be a minimal violated set, where \( r(S) = r_{st} \) holds for \( s \in S \) and \( t \in V - S \). Then \( S = C_{st} \cap V \) holds for a minimal minimum \( s,t \)-cut \( \delta^+(C_{st}) \) in directed graph \( G[V \cup \hat{A}] \).

**Proof.** Let \( C = S \cup \Gamma_{\hat{A}}(S) \cup (\Gamma_{\hat{A}}(S) - \Delta_{\hat{A}}(S))^c \). We show \( C = C_{st} \), which implies the lemma. Clearly \( \delta^+(C) \) is an \( s,t \)-cut. Let us next show that it is a minimum \( s,t \)-cut. The capacity of \( \delta^+(C) \) is \( |\Delta_{\hat{A}}(S)| \), whereas the capacity of \( \delta^+(C_{st}) \) is at least \( |\Delta_{\hat{A}}(S')| \) for \( S' = C_{st} \cap V \). Let us show \( |\Delta_{\hat{A}}(S)| \leq |\Delta_{\hat{A}}(S')| \) (hence \( |\Delta_{\hat{A}}(S)| = |\Delta_{\hat{A}}(S')| \)).

Notice that \( S \) is a violated set, implying \( h_i(S) = 1 \) and \( \Delta_A(S) = \emptyset \). Thus \( r(S) - |\Delta_{U_{i-1}}(S)| = r_{max} - i + 1 \) and \( \Delta_A(S) = \emptyset \) hold. Hence we have
\[
|\Delta_{\hat{A}}(S)| = |\Delta_{U_{i-1}}(S)| + |\Delta_A(S)| = r_{st} - r_{max} + i - 1.
\]
(4.17)

Similarly, if \( S' \) is also a violated set, then we have
\[
|\Delta_{\hat{A}}(S')| = r(S') - r_{max} + i - 1 \geq r_{st} - r_{max} + i - 1.
\]
(4.18)

(Note that \( s \in S' \) and \( t \in V - S' \) hold.) Otherwise \( S' \) is not violated, we then have \( h_i(S') = 1 \) and \( \Delta_A(S') \neq \emptyset \), or \( h_i(S') = 0 \) (hence \( r(S') - |\Delta_{U_{i-1}}(S)| \leq r_{max} - i \)). In both cases, it holds that
\[
|\Delta_{\hat{A}}(S')| \geq r(S') - r_{max} + i \geq r_{st} - r_{max} + i.
\]
(4.19)

Thus we have \( |\Delta_{\hat{A}}(S)| \leq |\Delta_{\hat{A}}(S')| \), which implies that \( \delta^+(C) \) is a minimum \( s,t \)-cut. The above proof shows that \( S' \) must be a violated set. Hence \( S \subseteq S' \) by Corollary 4.1, which implies \( C \subseteq C_{st} \). Since \( C_{st} \) is minimal, we have \( C = C_{st} \). \( \square \)

Lemma 4.4 shows that, we can identify the minimal violated sets by computing a minimal minimum \( s,t \)-cut in \( G[V \cup \hat{A}] \) for each pair of \( s,t \in V \), and checking if they are violated and minimal among these \( O(|V|^2) \) cuts. It is well known that the (unique) minimal minimum \( s,t \)-cut can be found by one maxflow computation in \( O(p^3) \) time for a \( p \)-vertices directed graph ([GT 88]). Thus the time for finding minimal violated sets is dominated by \( O(|V|^2) \) maxflow computations. Hence algorithm ALGO-IP can have \( O(r_{max}|U||V|(|V| + |U|)^3) \) running time.

We summary the arguments so far as the next theorem.
Theorem 4.2. The SNDP problem can be approximated within a factor of $d_{\text{max}}^+ \mathcal{H}(r_{\text{max}})$ in $O(r_{\text{max}}mn^2(n + m)^3)$ time, where $d_{\text{max}}^+$ is the maximum degree of nonterminals with positive weight, $r_{\text{max}}$ is the maximum requirement, $m$ and $n$ are the numbers of nonterminals and terminals, respectively.

4.5 Remarks

We note that the guarantee $d_{\text{max}}^+$ in Lemma 4.2 of algorithm PRIMAL-DUAL is essentially tight (a tight example will be given later). Nevertheless, it can deliver optimal solutions for some problem classes. For instance, it is easy to see that algorithm PRIMAL-DUAL simulates Kruskal’s algorithm [Kru 56] for MST (minimum spanning tree problem) in graphs. It also simulates Dijkstra’s algorithm [Dij 59] for SPP (shortest path problem) in graphs. Thus at least for MST and SPP in graphs, algorithm PRIMAL-DUAL finds optimal solutions. See [GW 97] for more details.

Let us consider the shortest path problem in hypergraphs, i.e., SNDP with $r_{st} = 1$ for two given terminals $s$ and $t$ (0 for all other pairs of vertices). It can be solved by Dijkstra’s algorithm in the next manner.

Transform the input bipartite graph into a directed graph by $D$ as defined in Definition 4.4. Assign each directed edge $(u, u')$ for a nonterminal $u$ with the same weight of $u$, and assign other edges with weight 0. Then apply Dijkstra’s algorithm to the resulting directed graph. Finally, transform the output (directed) path to a path in the input bipartite graph in a straightforward manner.

It is easy to see that the above procedure finds an optimal solution. However, it is nothing but the procedure of algorithm PRIMAL-DUAL. Hence PRIMAL-DUAL can find an optimal solution for the shortest path problem in hypergraphs. We note that this problem is equivalent to finding a shortest path in given node-weighted graph.

We now show a tight example for Lemma 4.2. See Figure 4.6.

There are $d + p$ terminals $v_1, v_2, \ldots, v_{d+p}$. Terminal $v_1$ is connected to other terminals via cost $1 + \epsilon$ nonterminals (hollow triangles) for a small $\epsilon > 0$. Terminals $v_2, \ldots, v_d$ are connected to $v_{d+1}, \ldots, v_{d+p}$ via $p + d$ degree-$d$ nonterminals (solid triangles), in such a way that every $v_i$, $i = 2, \ldots, d$, is a neighbor of all the $p$ nonterminals (thus for any one of these $p$ nonterminals, there is a unique neighbor $v_j$ of it with $d + 1 \leq j \leq d + p$). The objective is to find a minimum cost set of nonterminals to connect terminals $v_2, \ldots, v_{d+p}$.

Notice that, at the beginning of the algorithm PRIMAL-DUAL, the minimal violated set family is $\mathcal{V}(\emptyset) = \{\{v_2\}, \ldots, \{v_{d+p}\}\}$. Thus the algorithm will assign the dual variables of the singleton sets $\{v_i\}$ to one, $2 \leq i \leq d+p$. As a result, all the nonterminals of cost $d$ are picked.
Hence the output has cost $d_p$. However, the optimal solution is the set of nonterminals with cost $1 + \epsilon$. Thus the guarantee is as bad as $\frac{d_p}{d + (p-1)(1+\epsilon)}$, which tends to $d$ when $p \to \infty$ and $\epsilon \to 0$.

We note that, Goemans et al. [GGPSTW 94] have shown that the performance guarantee $2H(r_{\max})$ for SNDP-G is tight up to a factor of 2. It is thus interesting to know whether an algorithm with improved performance guarantee can be developed, e.g., via an iterative rounding process for SNDP-G and SNDP-G$^+$ as used by in [Jain 98, FJW 01]. This question is still open. But we will see in the next chapter that improved guarantee can be obtained by a very simple transformation.
Chapter 5

Another Approach for SNDP

In this chapter, we consider to design approximation algorithms for SNDP (survivable network design problem) on the basis of algorithm designed for simpler versions, i.e., SNDP-G or SNDP-G⁺. The approach is very simple. Given an instance of SNDP, we define an instance of SNDP (or SNDP-G⁺) in a graph with only edge weights. After solving it by a known (approximation) algorithm, we convert the output to a feasible solution of the original problem of SNDP. Finally, we show that a similar approach is also applicable for NDRF (network design with requirement function).

5.1 Introduction

Recall that SNDP, SNDP-G and SNDP-G⁺ are formulated as follows respectively.

**Problem 5.1 (SNDP).** Given a bipartite graph \( G = (V, U, E) \) with a nonterminal weight function \( w : U \to \mathbb{R}^+ \) and connectivity requirements \( r_{st} \) for each pair of distinct terminals \( s, t \in V \), find a minimum weight subset \( U^* \subseteq U \) such that there are at least \( r_{st} \) nonterminal disjoint paths between each pair of \( s, t \in V \) in the subgraph \( G^* = G[V \cup U^*] \) of \( G \).

**Problem 5.2 (SNDP-G).** Given a graph \( G = (V, E) \) with an edge weight function \( w : E \to \mathbb{R}^+ \) and connectivity requirements \( r_{st} \) for each pair of distinct vertices \( s, t \in V \), find a minimum weight subset \( E^* \subseteq E \) such that there are at least \( r_{st} \) edge disjoint paths between each pair of \( s, t \in V \) in the subgraph \( G^* = (V, E^*) \) of \( G \).

**Problem 5.3 (SNDP-G⁺).** Given a bipartite graph \( G = (V, U, E) \) with a terminal set \( V \), a nonterminal set \( U \), an edge weight function \( w : E \to \mathbb{R}^+ \) and connectivity requirements \( r_{st} \) for each pair of distinct terminals \( s, t \in V \), find a minimum weight edge \( E^* \subseteq E \) such that there are at least \( r_{st} \) nonterminal disjoint paths between each pair of \( s, t \in V \) in the subgraph \( G^* = (V \cup U, E^*) \) of \( G \).

Notice that the original definition of SNDP-G⁺ is slightly different (see Section 4.1).
5.2 Algorithms for SNDP

Given an instance \( I_{HG} = (G = (V, U, E), w, r) \) of SNDP, in order to employ an approximation algorithms for SNDP-G (or for SNDP-G\(^+\)), we first define an edge weight function \( \bar{w} \) according to the nonterminal weight function \( w \), which is illustrated in Figure 5.1.

**Definition 5.1 (weight function \( \bar{w} \)).** Given an instance \( I_{HG} = (G = (V, U, E), w, r) \) of SNDP, assign each edge \( e \in \delta(u) \) with weight \( \bar{w}(e) = \frac{w(u)}{d_u} \) for each \( u \in U \) with degree \( d_u \).

![Figure 5.1: Construction of the edge weight function \( \bar{w} \) from nonterminal weight function \( w \).](image)

5.2.1 Approximating SNDP by employing algorithm for SNDP-G

Given an instance \( I_{HG} = (G = (V, U, E), w, r) \) of SNDP, we define an instance \( I_G = (G' = (V \cup U, E), \bar{w}, r') \) of SNDP-G, where graph \( G' \) is actually the same as \( G \), and the edge weight function \( \bar{w} \) is defined in Definition 5.1. The connectivity requirement \( r' \) is given by

\[
r'_{st} = \begin{cases} 
   r_{st} & \text{if } s, t \in V, \\
   0 & \text{otherwise.}
\end{cases}
\]

Suppose that \( I_G \) is solved (or approximated) by a known algorithm. We construct from the output to a feasible solution of \( I_{HG} \). The resulting algorithm, called SNDP-G-TO-SNDP, is given in Figure 5.2.

Clearly, algorithm SNDP-G-TO-SNDP runs in polynomial time if so does the algorithm used in Step 2. Let us now prove the correctness and derive its performance guarantee. Again, given a bipartite graph, we use \( d_{\text{max}} \) and \( d_{\text{max}}^+ \) to denote the maximum degree of nonterminals and of nonterminals with positive weights, respectively. We have the next theorem.

**Theorem 5.1.** Algorithm SNDP-G-TO-SNDP finds a feasible solution \( U' \) of the given instance \( I_{HG} \) of SNDP if \( d_{\text{max}} \leq 3 \). If an \( \alpha \)-approximation algorithm is used in the second step, then the weight of \( U' \) is at most \( \frac{d_{\text{max}}^+}{\alpha} \) times of the optimum.
\section{Algorithms for SNDP}

\textbf{Input:} An instance $I_{HG} = (G = (V, U, E), w, r)$ of SNDP.

\textbf{Output:} A feasible solution $U' \subseteq U$.

\begin{tabular}{|c|l|c|}
\hline
1 & Construct the instance $I_G = (G' = (V \cup U, E), \bar{w}, r')$ of SNDP-G. & \\
2 & Apply an approximation algorithm (for SNDP-G) to $I_G$. & \\
& \text{Let $E' \subseteq E$ be the output subset of edges.} & \\
3 & \textbf{Output} $U' = \left\{ u \in U \mid |E' \cap \delta(u)| \geq 2 \right\}$. & \\
\hline
\end{tabular}

Figure 5.2: Algorithm SNDP-G-TO-SNDP.

\textbf{Proof}. Consider two distinct terminals $s, t \in V$. Since $E'$ is feasible to $I_G$, there are at least $r_{st}$ edge disjoint paths in graph $G' = (V \cup U, E')$ (i.e., graph $G$) between $s$ and $t$. Notice that, for any nonterminal $u \in U$ in an $s, t$-path, there are exactly two edges in the path that are incident to $u$ (i.e., in $\delta(u)$). Since each nonterminal has degree at most three, this implies that edge disjoint $s, t$-paths are also nonterminal disjoint. Therefore, by the definition of $U'$, there exist at least $r_{st}$ nonterminal disjoint paths in graph $G[V \cup U']$ between $s$ and $t$, showing the first part of theorem.

Now let $U^* \subseteq U$ be an optimal solution of the original instance $I_{HG}$ of SNDP. Let

$$E^* = \{ e \in E \mid e \cap W^* \neq \emptyset \}.$$  

Notice that $\bar{w}(E^*) = w(U^*)$ holds by the definition of $\bar{w}$. Since graph is bipartite, we see that nonterminal disjoint paths are also edge disjoint. Thus edge subset $E^*$ is feasible to the instance $I_G$ of SNDP-G. Since we use an $\alpha$-approximation algorithm in the second step, the weight of $E'$ is thus at most $\alpha$ times the weight of $E^*$; i.e.,

$$\bar{w}(E') \leq \alpha \bar{w}(E^*) = \alpha w(U^*).$$

By the definition of $U'$, a nonterminal $u$ (of weight $w(u)$) is included in $U'$ if and only if there are at least two edges (with weight $\frac{w(u)}{d_u^+}$) in $E' \cap \delta(u)$. Thus we have

$$w(U') \leq \frac{d_{\max}^+}{2} \bar{w}(E') \leq \frac{d_{\max}^+}{2} w(U^*).$$

(Note that nonterminals with zero weights can be omitted in the weight of $U'$).

In particular, since there is a 2-approximation algorithm for SNDP-G ([Jain 98]), Theorem 5.1 shows that SNDP with $d_{\max} \leq 3$ can be approximated within a factor of $d_{\max}^+$ in polynomial time. In the next subsection, we will show that, this result can be extended to the general SNDP without restriction on $d_{\max}$.
5.2.2 Approximating SNDP by employing algorithm for SNDP-G$^+$

Given an instance $I_{HG} = (G=(V,U,E),w,r)$ of SNDP, we consider to approximate it by employing an approximation algorithm for SNDP-G$^+$. The resulting algorithm, called SNDP-G$^+$-TO-SNPD, is given in Figure 5.3.

**Input:** An instance $I_{HG} = (G=(V,U,E),w,r)$ of SNDP.

**Output:** A feasible solution $U'' \subseteq U$.

1. Construct instance $I_{G'} = (G=(V,U,E),\bar{w},r')$ of SNDP-G$^+$, where $V$ is the terminal set and $U$ is the nonterminal set. Functions $\bar{w}$ and $r'$ are defined by Definition 5.1 and (5.1), respectively.
2. Apply an approximation algorithm (for SNDP-G$^+$) to $I_{G'}$.
   Let $E''$ be the output subset of edges.
3. **Output** $U'' = \{ u \in U \mid |E'' \cap \delta(u)| \geq 2 \}$.

Figure 5.3: Algorithm SNDP-G$^+$-TO-SNPD

**Theorem 5.2.** Algorithm SNDP-G$^+$-TO-SNPD finds a feasible solution $U''$ of the input instance $I_{HG}$ of SNDP. If a $\beta$-approximation algorithm is used in the second step, then the weight of $U''$ is at most $\frac{d_{\text{max}}^+ \beta}{2}$ times of the optimum.

**Proof.** Since $E''$ is feasible to the instance $I_{G'}$ of SNDP-G$^+$, we see that, there are at least $r_{st}$ nonterminal disjoint paths in graph $(V,U,E'')$ between each pair of distinct terminals $s,t \in V$. For any nonterminal $u \in U$ in an $s,t$-path, there are exactly two edges in the path that are incident to $u$ (i.e., in $\delta(u)$). Thus set $U''$ is feasible to $I_{HG}$.

Now let $U^* \subseteq U$ be an optimal solution of $I_{HG}$. Define $E^* = \{ e \in E \mid e \cap W^* \neq \emptyset \}$. The feasibility of $U^*$ to $I_{HG}$ implies the feasibility of $E^*$ to the instance $I_{G'}$ of SNDP-G$^+$. It is then easy to see the rest of the theorem.

In particular, we can use the 2-approximation algorithm for SNDP-G$^+$ ([FJW 01]), and hence obtain the next corollary.

**Corollary 5.1.** SNDP can be approximated within a factor of $d_{\text{max}}^+$ in polynomial time.

5.3 Extensions to NDRF

Let us consider to generalize the simple approach in the previous section to NDRF. Let NDRF-G be the graph restriction of hypergraph-based formulation of NDRF. The formulation of NDRF and NDRF-G are given in the following.
5.3 Extensions to NDFR

**Problem 5.4 (NDFR).** Given a bipartite graph $G = (V, U, E)$ with a terminal set $V$, a nonterminal set $U$, a set $E$ of edges between $V$ and $U$, a nonterminal weight function $w : U \to \mathbb{R}^+$ and a requirement function $r : 2^V \to \mathbb{Z}^+$, NDFR is defined as follows.

\[
\begin{align*}
\text{minimize} & \quad \sum_{u \in U} w(u)x_u \\
\text{subject to} & \quad x(\Delta(S)) \geq r(S) \quad \forall S \subseteq V, \\
& \quad x_u \in \{0, 1\} \quad \forall u \in U.
\end{align*}
\]  

(5.2)

Recall that $\Delta(S) = \Gamma(S) \cap \Gamma(V - S)$, where $\Gamma(S) = \{ v \notin S \mid \exists e, v \in e, e \cap S \neq \emptyset \}$ is the set of neighbors of $S$.

**Problem 5.5 (NDFR-G).** Given a graph $G = (V, E)$ with a vertex set $V$, an edge set $E$, an edge weight function $w : E \to \mathbb{R}^+$ and a requirement function $r : 2^V \to \mathbb{Z}^+$, NDFR-G is defined as follows.

\[
\begin{align*}
\min & \quad \sum_{e \in E} w(e)x_e \\
\text{s.t.} & \quad x(\delta(S)) \geq r(S) \quad \forall S \subseteq V, \\
& \quad x_e \in \{0, 1\} \quad \forall e \in E.
\end{align*}
\]  

(5.5)

(5.6)

(5.7)

Recall that $\delta(S) = \{ e \mid \emptyset \neq e \cap S \neq e \}$ is the set of edges incident to $S$.

### 5.3.1 Approximating NDFR by employing algorithm for NDFR-G

Define a requirement function $\tilde{r} : 2^{V \cup U} \to \mathbb{Z}^+$ by

\[
\tilde{r}(S) \overset{\Delta}{=} r(S \cap V) \quad S \subseteq V \cup U.
\]

(5.8)

Given an instance $I_{HG} = (G = (V, U, E), w, r)$ of NDFR satisfying $d_{\max} \leq 3$, we consider the next algorithm, called NDFR-G-TO-NDFR, in Figure 5.4. Notice that since there is no conception of path, the third step is different from SNDP-G-TO-SNDP.

We note that, in order to apply one of the algorithms in [GGW 93, GGPSTW 94, Jain 98, WGMV 93] in the second step, certain conditions must be satisfied. As one of such conditions, it easy to see that if $r$ is weakly supermodular, then so is $\tilde{r}$.

Again, algorithm NDFR-G-TO-NDFR runs in polynomial time if and only if so does the algorithm used in the second step. We have the next theorem.

**Theorem 5.3.** Algorithm NDFR-G-TO-NDFR finds a feasible solution $U'$ of the input instance $I_{HG}$ of NDFR if $d_{\max} \leq 3$. If an $\alpha$-approximation algorithm is used in the second step, then the weight of $U'$ is at most $d_{\max}^\alpha x$ times of the optimum.
**Input:** An instance $I_{HG} = (G = (V, U, E), w, r)$ of NDRF.

**Output:** A feasible solution $U' \subseteq U$.

1. Construct instance $I_G = (G' = (V \cup U, E), \bar{\omega}, \bar{r})$ of NDRF-G,
   where functions $\bar{\omega}$ and $\bar{r}$ are given by Definition 5.1 and (5.8) respectively.
2. Apply an approximation algorithm (for NDRF-G) to $I_G$.
   Let $E' \subseteq E$ be the output subset of edges.
3. \textbf{Output} $U' = \left\{ u \in U \mid E' \cap \delta(u) \neq \emptyset \right\}$.

Figure 5.4: Algorithm NDRF-G-TO-NDRF

**Proof.** We first show that $U'$ is feasible to $I_{HG}$; i.e., $|\Delta(S) \cap U'| \geq r(S)$ holds for all $S \subseteq V$.

For this, let

$$\tilde{S} = S \cup \left\{ u \in \Delta(S) \mid \exists t_1, t_2 \in S, \text{ s.t. } t_1 \neq t_2 \text{ and } \{t_1, u\}, \{t_2, u\} \in E' \right\}.$$

It is easy to see that $|\delta(\tilde{S}) \cap E'| = |\Delta(S) \cap U'|$ holds (note that the degree of any nonterminal is at most 3). Therefore, we obtain $|\Delta(S) \cap U'| = |\delta(\tilde{S}) \cap E'| \geq \bar{r}(\tilde{S}) = r(S)$.

Similarly to the proof of Theorem 5.1, the rest of the theorem can be shown easily. \hfill \Box

### 5.3.2 Approximating NDRF by employing algorithm for NDRF-G$^+$

It is not hard to see that, NDRF with $d_{\text{max}}^+ = 2$ is a generalization of SNDP-G$^+$. Let us call it \textit{NDRF-G$^+$}. Given an instance $I_{HG} = (G = (V, U, E), w, r)$ of NDRF, we consider to approximate $I_{HG}$ by employing an algorithm for NDRF-G$^+$.

![Diagram](image)

Figure 5.5: Construction of the weight function $\bar{w}$ from the weight function $w$.

For this, we first define a nonterminal weight function $\bar{w}$ as follows (see Figure 5.5). For all nonterminals $u \in U$ with weights $w(u) > 0$ of degree $d_u \geq 3$, we replace each edge
$e = \{t, u\} \in E$ with three edges $e_1 = \{t, a_e\}$, $e_2 = \{a_e, b_e\}$ and $e_3 = \{b_e, u\}$, introducing a new nonterminal $a_e$ and a new terminal $b_e$. Let the weight of each nonterminal $a_e$ be $\frac{w[u]}{d^{+}_e}$, and the weight of each nonterminal $u$ be zero. Notice that $d^{+}_{\text{max}} = 2$ holds in the resulting bipartite graph. Let $\tilde{w}$ denote the resulting nonterminal weight function, and $\tilde{V}$, $\tilde{U}$ and $\tilde{E}$ denote the resulting terminal set, nonterminal set and edge set, respectively.

Define a connectivity requirement function $\tilde{r}$ by $\tilde{r}(S) \triangleq r(S \cap V)$ for all $S \subseteq \tilde{V}$. Function $\tilde{r}$ is weakly supermodular if so is $r$. In this way, we can convert the instance $I_{HG}$ of NDRF to an instance $I_{G^+} = (\tilde{G} = (\tilde{V}, \tilde{U}, \tilde{E}), \tilde{w}, \tilde{r})$ of NDRF-$G^+$. We consider the next algorithm, called NDRF-$G^+$.TO-NDRF, in Figure 5.6.

**Input:** An instance $I_{HG} = (G = (V, U, E), w, r)$ of NDRF.

**Output:** A feasible solution $U'' \subseteq U$.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Construct the instance $I_{G^+} = (\tilde{G} = (\tilde{V}, \tilde{U}, \tilde{E}), \tilde{w}, \tilde{r})$ of NDRF-$G^+$.</td>
</tr>
<tr>
<td>2</td>
<td>Apply an approximation algorithm on $I_{G^+}$.</td>
</tr>
<tr>
<td></td>
<td>Let $\tilde{U}' \subseteq \tilde{U}$ be the output subset of nonterminals.</td>
</tr>
<tr>
<td>3</td>
<td><strong>Output</strong> $U'' = {u \in U \mid a_{e} \in \tilde{U}' \text{ holds for some } e = {t, u} \in E}$.</td>
</tr>
</tbody>
</table>

Figure 5.6: Algorithm NDRF-$G^+$.TO-NDRF

The correctness and performance guarantee of algorithm NDRF-$G^+$.TO-NDRF are shown in the next theorem. The proof can be done similarly to the proof of Theorems 5.2 and 5.3, thus is omitted. We note that there is an approximation algorithm [JMVW 99] developed for NDRF-$G^+$ (under certain conditions). The approximation algorithm ALGO-IP in Chapter 4 also treats NDRF-$G^+$ as a special case.

**Theorem 5.4.** Algorithm NDRF-$G^+$.TO-NDRF finds a feasible solution $U''$ to the input instance $I_{HG}$ of NDRF. If an $\beta$-approximation algorithm is used in the second step, then the weight of $U''$ is at most $d^{+}_{\text{max}}\beta$ times of the optimum. \qed
Chapter 6

Conclusion

6.1 Approximation algorithms for MPP

In this thesis, we present a simple and unified framework for developing and analyzing approximation algorithms for various multiway partition problems in submodular systems. We formulate them as MPP (multiway partition problem), or MPP-NT (multiway partition problem with no target), and calculate a $k$-partition by greedily increasing the size of partition one per phase (algorithms GSA and M-GSA), or two per phase (algorithm GSA2 and M-GSA2). The approach used in this thesis for proving performance guarantees is unified, efficient and flexible. We summarize the obtained results in the next two tables.

Table 6.1: Approximation results obtained in this thesis for MPP-NT.

<table>
<thead>
<tr>
<th>Problems</th>
<th>Guarantee</th>
<th>Running time</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-PPG</td>
<td>$2 - \frac{\ell}{k}$</td>
<td>$O(kn(m + n \log n))$</td>
<td>simpler proof</td>
</tr>
<tr>
<td>$k$-PPG</td>
<td>$\approx 2 - \frac{\ell}{k}$</td>
<td>$O(km^\frac{3}{2} \log(n^2/m))$</td>
<td>improved guarantee</td>
</tr>
<tr>
<td>$k$-PPH-T1</td>
<td>$(1 - \frac{1}{k})d_{\max}$</td>
<td>$O(kn(n \log n + D))$</td>
<td>fast, simpler and improved</td>
</tr>
<tr>
<td>$k$-PPH-T2</td>
<td>$2 - \frac{\ell}{k}$</td>
<td>$O(kn(n \log n + D))$</td>
<td>simpler and faster</td>
</tr>
<tr>
<td>$k$-PPH-T3</td>
<td>$2 - \frac{\ell}{k}$</td>
<td>$O(kn(n \log n + D))$</td>
<td>fast, simpler and improved</td>
</tr>
<tr>
<td>$k$-PPSS</td>
<td>$2 - \frac{\ell}{k}$</td>
<td>$O(k</td>
<td>V</td>
</tr>
<tr>
<td>$k$-PMMSS</td>
<td>$2 - \frac{\ell}{k}$</td>
<td>$O(k</td>
<td>V</td>
</tr>
<tr>
<td>$k$-PPSS</td>
<td>$k - 1$</td>
<td>$O(k</td>
<td>V</td>
</tr>
</tbody>
</table>

$m$: number of edges; $n$: number of vertices.

$^\ell 2 - \frac{\ell}{k}$ for odd $k \geq 3$, and $2 - \frac{\ell}{k} = 2 - \frac{\ell}{k}$ for even $k \geq 2$.

$^\ell d_{\max}$: maximum degree of hyperedges with positive weights.

$^D$: maximum degree of hyperedges.

$^\theta$: time bound of the oracle for function $f$.

$^\ell f$: The same result holds for submodular system $(V, f)$ satisfying $f(\emptyset) \geq 0$ and $f(V) \geq f(S)$, $\emptyset \neq S \subset V$. 


We note that, while algorithm GSA can be done in polynomial time, implementing algorithm GSA2 in polynomial time is still open for most MPP-NTs. Nevertheless, assuming that polynomial time implementation are available, we have derived the performance guarantees of GSA2 for some MPP-NTs. We summarize them in Table 6.2.

Table 6.2: Performance guarantees of algorithm GSA2 for MPP-NT (assuming the existence of polynomial time implementations).

<table>
<thead>
<tr>
<th>Problems</th>
<th>Guarantee</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-PPH-T1</td>
<td>$\approx (1 - \frac{3}{2k}) \min{k, d^+_{\text{max}}}$ *</td>
</tr>
<tr>
<td>$k$-PPH-T2</td>
<td>$\approx 2 - \frac{2}{k}$ †</td>
</tr>
<tr>
<td>$k$-PPH-T3</td>
<td>$\approx 2 - \frac{3}{k}$ if $d^+_{\text{max}} = 2$ ‡</td>
</tr>
<tr>
<td>$k$-PPH-T3</td>
<td>$2 - \frac{2}{k}$ if $d^+_{\text{max}} \geq 3$</td>
</tr>
<tr>
<td>$k$-PPSSS</td>
<td>$2 - \frac{2}{k}$</td>
</tr>
<tr>
<td>$k$-PPMSSS</td>
<td>$2 - \frac{2}{k}$</td>
</tr>
<tr>
<td>$k$-PPSS</td>
<td>$\lceil \frac{k}{2} \rceil$</td>
</tr>
</tbody>
</table>

* $(1 - \frac{3}{2k}) \min\{k, d^+_{\text{max}}\}$ for an odd $k \geq 3$, and $(1 - \frac{3}{2\lfloor k/2 \rfloor}) \min\{k, d^+_{\text{max}}\}$ for an even $k \geq 2$.
† $2 - \frac{2}{k}$ for an odd $k \geq 3$, and $2 - \frac{3}{k}$ for an even $k \geq 2$.
‡ $2 - \frac{3}{k}$ for an odd $k \geq 3$, and $2 - \frac{3}{k}$ for an even $k \geq 2$.
§ The same result holds for submodular system $(V, f)$ satisfying $f(\emptyset) \geq 0$ and $f(V) \geq f(S)$, $\emptyset \neq S \subseteq V$.

It seems difficult to show the performance guarantee for higher order greedy algorithms that increase the size of partition by three or more per phase. This is because analogous properties of those in Lemmas 2.1, 3.1 and 3.2 no longer hold even for $k$-PPG.

On the other hand, we have seen that, the performance guarantee $2 - \frac{2}{k}$ of algorithm GSA for $k$-PPSSSs is the best possible for the greedy splitting approach. That is, for any fixed $j \geq 1$, there is an instance of $k$-PPSSS for which one cannot get a performance guarantee better than $2 - \frac{2}{k}$, even by greedily increasing the size of partition $j$ per phase. This seems quite different from $k$-PPG.

We also note that it is still open to solve $k$-PPSS in polynomial time for $k \geq 3$. It is of further interest to consider $k$-PPSS and the extensions of greedy splitting approach.

Algorithms GSA and GSA2 can be modified to apply to general MPP. We have shown that the modified GSA (M-GSA) can be implemented in polynomial time, whereas the modified GSA2 (M-GSA2) do not have polynomial running time in general unless P=NP. For the problem of $k$-TPG, using algorithm M-GSA, we give a simple proof for the result of [MNI 93]. For other MPP problems except for $k$-MCP and $k$-TPH-T1 with $|\Gamma| = k$, we have shown new results by algorithm M-GSA. We summarize these results in Table 6.1.
Table 6.3: Approximation results obtained in this thesis for general MPP.

<table>
<thead>
<tr>
<th>Problems</th>
<th>Guarantee</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-TPG</td>
<td>$2 - 2/k$</td>
<td>simpler proof</td>
</tr>
<tr>
<td>$k$-TPH-T1</td>
<td>$(1 - 1/k) \min {k, d_{\text{max}}^+}$</td>
<td>new</td>
</tr>
<tr>
<td>$k$-TPH-T2, $k$-TPH-T3, $k$-TPMSS*, $k$-TPRSS</td>
<td>$2 - 2/k$</td>
<td>new</td>
</tr>
<tr>
<td>$k$-TPSS</td>
<td>$k - 1$</td>
<td>new</td>
</tr>
</tbody>
</table>

*The same result holds for submodular system $(V, f)$ satisfying $f(\emptyset) \geq 0$ and $f(V) \geq f(S)$, $\emptyset \neq S \subset V$.

6.2 Approximation algorithms for SNDP

We have designed an approximation algorithm for SNDP (survivable network design problem). It is based on the primal-dual algorithm for SNDP-G (SNDP in graphs) established in [GGPSTW 94, WGMV 93]. As a result, we have shown that a performance guarantee of $d_{\text{max}}^+ \mathcal{H}(r_{\text{max}})$ can be obtained, where $d_{\text{max}}^+$ is the maximum degree of hyperedges with positive weights, $r_{\text{max}}$ is the maximum connectivity requirement, and $\mathcal{H}(k) = 1 + \frac{1}{2} + \cdots + \frac{1}{k}$. Like the algorithms in [GGPSTW 94, WGMV 93], our algorithm is applicable to a more general problem NDRF (network design problem with requirement function), provided that certain conditions are satisfied.

We have also shown how to utilize an approximation algorithm for SNDP-G or SNDP-G* (SNDP with $d_{\text{max}}^+ = 2$) to approximate SNDP. In particular, we have shown that SNDP can be approximated within a factor of $d_{\text{max}}^+$ in polynomial time. This is a much stronger performance guarantee than the primal-dual method based approximation algorithm, but may be of less practical value since it requires to solve the LP relaxation of SNDP.
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