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ABSTRACT

Nonequilibrium effects in supersonic nozzle flows are important in various technical applications such as propulsion, hypersonic wind tunnel testing, and simulation of streamtube flows occurring about a body in hypersonic flight. This report discusses such effects with emphases on analysing subsonic regions and on investigating roles of entropy in analyses of nonequilibrium nozzle flows.

The scope is limited to homogeneous gas-phase nozzle flows. Effort is mainly devoted to investigation of the effects of departure from thermochemical equilibrium arising from collisional relaxation of internal degrees of molecular excitation and from chemical reaction, including ionization.

Since the phenomena to be discussed in this report often involve considerable algebraic complexity, the description of the purely gasdynamic aspects of the flow is made as simple as possible. And the flow is treated as a continuum, and the equations of steady, quasi-one-dimensional adiabatic flow are used throughout.

In the gas-phase continuum regime, inviscid flows are considered, and nonequilibrium phenomena associated with classical viscous effects, condensation, rarefied gasdynamic effects, radiation are not investigated.
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Expansion nozzles are used in many types of equipment to accelerate gases to high velocity or high Mach numbers. A very wide range of physical and chemical processes may be induced in a gas as a result of its rapid expansion through a nozzle, and departure from thermodynamic equilibrium can occur in any of these processes. Nonequilibrium effects in nozzle flows have long been investigated in the propulsion field because of the thrust loss resulting from chemical nonequilibrium occurring in the nozzle expansion process.

Nonequilibrium phenomena in a nozzle flow are also of importance in connection with hypersonic wind tunnel testing. Recently the conventional experimental tools such as supersonic and hypersonic wind tunnels have been used extensively for investigating many special problems arising in various fields such as chemistry, physics, fluid dynamics and astrophysics. These tools make use of nozzle expansions of gas from high-temperature conditions where the gas is often highly dissociated or ionized. Usually some degree of freezing may occur in the nozzle expansion, which produces a test gas-flow which is not in an equilibrium state. In almost all cases, it is quite undesirable as it complicates interpretation of test data and may prevent proper simulation.

Furthermore the significance of nonequilibrium nozzle flows is emphasized by the fact that the thermo-gasdynamic environment occurring along the nozzle axis is representative of that occurring along stream tubes undergoing expansion about a body in hypersonic flight. However the available experimental
data on the expansion of dissociated or ionized gases in a
nozzle or over a body are still not enough.

Since the phenomena to be discussed in this article involve
considerable algebraic complexity, the description of the purely
gasdynamic aspects of the flow is made as simple as possible.
Therefore the flow is treated as a continuum, and the equations
of steady, quasi-one-dimensional adiabatic flow are used through-
out.

Three types of solution to nonequilibrium flow problems
will be discussed in this report, namely, analytical, numerical,
and semiempirical solutions. Each type has the merits for the
study of some aspect of the problem, and each has its own limi-
tations. Analytical solutions can be found only for the sim-
plest possible nonequilibrium processes. The purpose of these
laborious analytical solutions is usually not to solve practi-
cal engineering problems, which are generally much more readily
solved numerically. The most important task is to obtain a
physical picture of the nonequilibrium flows through a nozzle.
Limiting solutions such as very fast nonequilibrium processes,
or conditions very far downstream, which may not be easily
accessible numerically, can also be obtained. Another useful
contribution of the analytical methods is to investigate the
accuracy and regime of validity of semi-empirical methods. The
simplest and most successful of the semiempirical methods is
the "sudden freezing" approximation, which is probably the most
widely used in practice. Because of its empiricism, however,
it cannot be extrapolated to new situations without uncertainty.

In nonequilibrium nozzle flows, the nonequilibrium pro-
cesses inevitably increase the entropy of gases in nozzles.
This increased entropy in turn affects flowfields and relaxation phenomena themselves. The analyses of nonequilibrium phenomena in nozzle flows are, in almost all cases, equivalent to those of flowfields themselves. It is regretful, however, that in spite of the large number of researchers, few good studies on this problem have been done because of the difficulties in analysing theoretically these flowfields. In light of such circumstances, our effort is partly devoted to investigation of the roles of entropy in the analyses of nonequilibrium nozzle flows.

The contents of this report are arranged as follows. Chapter I deals with the problem of predicting critical mass flows in nozzle flows of a vibrationally relaxing diatomic gas, an ideal dissociating diatomic gas and a singly ionizing monatomic gas. Analytical and numerical solutions of nonequilibrium flows of vibrationally relaxing diatomic gases are obtained under various reservoir conditions in Chapter II. Chapter III discusses the roles of entropy in the analyses of nonequilibrium nozzle flows. Especially, detailed discussions are made on the equilibrium-frozen (E-F) flow approximation which is one of the most important approximations to a nonequilibrium nozzle flow. Finally the problem of solving the nonequilibrium flows of an ideal dissociating diatomic gas is treated analytically by the method of strained coordinates in Chapter IV.
1. Introductory Remarks

There are two things which complicate the analyses of nozzle flows with physical-chemical rate processes. The one is the complexity of the rate equations which govern the relaxation phenomena of vibration and electronic excitation, chemical reactions of neutral species, and ionization, and the uncertainty and uncompleteness of mathematical description of various physical-chemical rate processes. The other is the difficulties in the determination of position of the critical (sonic) point near the throat in connection with the critical mass flow.

Though there is no simple definition of a speed of sound in a nonequilibrium, relaxing gas, so far as the relaxation time does not tend to zero, the frozen speed of sound is the reference one in fluid mechanics. In the flow which starts from the equilibrium reservoir conditions, in general, the sonic point is just downstream of the throat, and it is a saddle-type singular point of the flow equations.

In a usual convergent-divergent supersonic nozzle, the critical mass flow of a general nonequilibrium flow is permitted to take only such one value that the regularity condition at the sonic point of the flow equations is satisfied.

In the past, much research has been directed at solving problems associated with the determination of the sonic point. Various approaches to the problem have already been presented; for example, equilibrium-throat-assumption method, equilibrium-frozen-flow approximation method, direct try and error method, inverse try and error method, iterative method, transonic approxi-
formation method and so on. In the actual analysis of the nozzle flow of a nonequilibrium, relaxing gas, the choice of method to be applied, mainly depends upon two conditions; the ratio of the energy stored in the lagging mode to the total enthalpy of the gas and that of the relaxation length to the reference nozzle length.

Two conditions must be satisfied if the relaxation of a particular degree of freedom is to affect the flow through a nozzle; the relaxation time must be comparable in magnitude with the time for the flow to pass through the nozzle, and the change in energy associated with the relaxation mode must form a significant part of the total change of the enthalpy of the gas. The latter depends entirely upon the given reservoir conditions, while the former depends in addition upon the rate equation and the nozzle geometry.

It must be noticed that the entropy rise due to the nonequilibrium processes will also affect the critical mass flow. Here the effects on the critical mass flow of the degree of departure from thermo-chemical equilibrium of the relaxation modes with the rotational-translational mode of the gas particles and of the entropy rise in the subsonic region from the reservoir to the sonic point will be investigated in detail.

2. Nozzle Flow Equations for a Single Nonequilibrium Process

For a steady, adiabatic, quasi-one-dimensional flow through a nozzle, the equations of continuity, momentum, energy, relaxation rate are respectively
\[ pV(1+A) = p_0 V_0 (1+A_0) = \rho_i V_i = m = \text{const}. \]  
\[ \rho V \frac{dV}{dx} = - \frac{dp}{dx}, \]  
\[ h + \frac{1}{2} V^2 = h_0. \]  
\[ V \frac{dq}{dx} = \frac{U(\rho, p, q)}{L(\rho, p, q)}. \]

In the gas-phase continuum regime, where \( \rho, p, V, h \) and \( (1+A) \) are, respectively, the density, pressure, velocity, enthalpy of the gas and nozzle area ratio with respect to the cross section of the throat; and \( x \) is the distance measured from the nozzle throat along its axis. The quantity \( q \) is a progress variable which may denote, for example, the vibrational energy, dissociated mass fraction or ionized mass fraction, and \( m \) is the critical mass flow. \( L(\rho, p, q), U(\rho, p, q) \) and \( h \) are functions of state, e.g., of \( \rho, p \) and \( q \). It is also assumed that the nozzle cross-sectional area distribution is given, so that

\[ A = A(x). \]

Subscripts 0, t and * represent, respectively, the stagnation point, throat and critical or sonic point.

In order to solve the above system of equations under the given reservoir conditions, the functions \( U, L \) (or \( U/L \)) and \( h \), and the relation among \( \rho, p \) and \( q \), namely the equation of state must be known. For the diatomic gas at a relatively low temperature where the dissociation phenomenon does not yet take place appreciably, the enthalpy per unit mass is

\[ h = \frac{7}{2} \frac{R}{W_2} T + \frac{R_0}{W_2} \left[ \exp \left( \frac{\theta}{T_v} \right) - 1 \right]. \]
where $T$, $T_v$, $\Theta$, $R$ and $W$ are, respectively, the rotational-translational temperature, vibrational temperature, characteristic temperature of vibration, universal gas constant and molecular weight of a molecule. The subscript 2 denotes the molecule.

For the diatomic gas in which the dissociation and recombination reactions are most predominant, the so called ideal dissociating gas model approximation can be made and the enthalpy is

$$h = (4+a)\frac{R}{W_2}T + \frac{R}{W_2} \Delta a,$$

(7)

where $\alpha$ and $\Delta$ are, respectively, the dissociated mass fraction and dissociation energy. It must be noticed that for the diatomic gases given above translational-rotational equilibrium is assumed.

For the singly ionizing monatomic gas such as N or O at high temperature, one has

$$h = [(\frac{5}{2}+a) + (\frac{5}{2}+b)\phi] \frac{R}{W_1}T + \frac{R}{W_1}I\phi,$$

(8)

where $\phi$ and $I$ are, respectively, the ionized mass fraction and ionization energy, and $a$ and $b$ are constants. The subscript 1 denotes an atom.

Though Eqs. (6) and (7) can be used in the general nonequilibrium state, Eq. (8) is valid only in the equilibrium state. For the singly ionizing monatomic gas, there has been no simple way in order to improve Eq. (8) so as to become valid even in the general nonequilibrium state.

According to Eqs. (6-8), the equations of state are,
respectively,
\[ p = \frac{R}{W_1} \rho T, \]  
(9)
\[ p = \frac{R}{W_2} \rho T(1+\phi), \]  
(10)
\[ p = \frac{R}{W_1} \rho T(1+\phi). \]  
(11)

The rate equation for a diatomic gas which governs the relaxation of the vibrational mode takes the form

\[ V \frac{dE_v}{dx} = \frac{U}{L} = \Gamma \rho T^2 \exp \left( \frac{\theta}{T} \right) \left[ 1 - \exp \left( -\frac{\theta}{T} \right) \right] \left( \frac{R}{W_2} \frac{\theta}{\exp \left( \frac{\theta}{T} \right) - 1} \right) E_v \],  
(12)

where \( E_v \) is the vibrational energy and given by

\[ E_v = \frac{R \theta}{\exp \left( \frac{\theta}{T} \right) - 1}, \]  
(13)

and where \( \Gamma, w, l \) and \( s \) are constants and depend upon the kind of a gas. For the ideal dissociating gas, we have

\[ V \frac{d\rho}{dx} = \frac{U}{L} = r_D - r_R, \]  
(14)

where \( r_D \) and \( r_R \) are functions which represent the absolute dissociation rate and recombination one, and given by

\[ r_D = \left( \frac{\rho}{W_2} \right)^2 (1-a)[k_{f_1}(1-a)+2k_{f_2}a], \]  
\[ r_R = \left( \frac{2\rho}{W_2} \right)^2 a^2[k_{r_1}(1-a)+2k_{r_2}a], \]  
(15)

where

\[ k_{r_1} = \frac{k_{f_1}}{K(T)}, \quad k_{r_2} = \frac{k_{f_2}}{K(T)}, \]  
(16)

and where \( k_{f_1}, k_{f_2} \) and \( K(T) \) are the functions of temperature only. Unfortunately, for the ionization and neutralization phenomena, there has been no satisfactory rate equation for
the analyses of nozzle flows under a wide range of stagnation conditions.\(^{13, 14, 15}\)

A limiting form of the rate equation implies the equilibrium relation. For the vibrating diatomic gas, it is

\[
E_v = E = \frac{R}{W} \cdot \theta = \frac{\rho}{\exp\left(\frac{\theta}{T}\right) - 1}, \quad \text{or} \quad T_v = T, \tag{17}
\]

and for the ideal dissociating diatomic gas, it is

\[
\frac{\alpha^2}{1-\alpha} = C_{D} \cdot T^{-\alpha} \cdot \exp\left(\frac{-D}{T}\right), \tag{18}
\]

where \( C_{D} \) is a constant and \( d \) can be taken to be almost constant.

For the singly ionizing monatomic gas, in spite of the uncertainty of the rate equation it is known to be

\[
\frac{\phi^2}{1-\phi} = C_{I} \cdot T^{\phi} \exp\left(\frac{-I}{T}\right), \tag{19}
\]

where \( C_{I} \) is a constant and \( i \) is also taken to be almost constant.

This has often been called as "Saha Equation".

3. Singular Points

Since the enthalpy of the gases considered here is generally represented as a function of the pressure \( p \), density \( \rho \) and progress variable \( q \), it can be written generally in the form,

\[
h = h(\rho, p, q). \tag{20}
\]

Substituting it into the momentum equation with the aid of the equations of energy and continuity yields

\[
\frac{1}{V} \left\{ \frac{1}{\rho} \left( \frac{\partial h}{\partial p}\right)_{\rho, q} \right\} \frac{dV}{dx} + \frac{\rho \left( \frac{\partial h}{\partial q}\right)_{\rho, p}}{\rho \frac{\partial h}{\partial p}} \frac{dq}{dx} = \frac{(dA)}{(dx)} (1 + A). \tag{21}
\]
By the definition of speed of sound, the equilibrium speed of sound and the frozen one are given as follows

\[ a_e^2 = \frac{1}{\rho_e} \left( \frac{\partial h}{\partial p_e} \right)_{T_e, \rho_e} + \frac{1}{\rho_e} \left( \frac{\partial h}{\partial q_e} \right)_{T_e, \rho_e}, \quad (22) \]

\[ a_f^2 = \frac{1}{\rho} \left( \frac{\partial h}{\partial p} \right)_{T_f, \rho_f}, \quad (23) \]

where subscripts \( e \) and \( f \) denote, respectively, the equilibrium flow and the frozen one. With these definitions of speeds of sound the equilibrium and frozen Mach numbers are defined by

\[ M_e = \frac{V_e}{a_e}, \quad M_f = \frac{V_f}{a_f}. \quad (24) \]

Substituting these Mach numbers into the corresponding momentum equations yields finally, for the general nonequilibrium flow,

\[ \frac{1}{V_e} (M_e^2 - 1) \frac{dV_e}{dx} + \frac{\left( \frac{\partial h}{\partial q_e} \right)_{T_e, \rho_e}}{\rho} \frac{dq_e}{dx} = \frac{dA}{dx} \left( \frac{1}{1 + A} \right), \quad (25) \]

for the equilibrium flow

\[ \frac{1}{V_f} (M_f^2 - 1) \frac{dV_f}{dx} = \frac{dA}{dx} \left( \frac{1}{1 + A} \right), \quad (26) \]

and for the frozen flow

\[ \frac{1}{V_e} (M_f^2 - 1) \frac{dV_f}{dx} = \frac{dA}{dx}. \quad (27) \]

From these equations the following can be concluded with respect to the critical point; for the general nonequilibrium flow, it
is at $x = x_*$ where $M_f = 1$, and

$$
\left( \frac{1}{1 + A}, \frac{dA}{dx} \right)_* = \left[ \left( \frac{\partial h}{\partial q} \right)_{p,g}, \left( \frac{dq}{dx} \right)_* \right],
$$

(28)

for the equilibrium flow, it is at $x = x_{e*} = x_t = 0$ where $M_e = 1$, and for the frozen flow, it is at $x = x_{e*} = x_t = 0$ where $M_f = 1$.

It must be noticed that the positions of the critical points of the equilibrium and frozen flows coincide.

Some attention must be paid about the sonic speeds in the nozzle flow problems. Though the equilibrium speed of sound is of significance only in the gas in the equilibrium state, the frozen one is significant not only in the completely frozen flow but also in the general nonequilibrium one.

There is some difference in meaning between in saying that a flow in a nozzle is in equilibrium and in saying that a common uniform flow is in equilibrium. Namely the equilibrium state for the uniform flow means that the internal mode of a molecule, dissociated mass fraction or ionized mass fraction is in the thermal or chemical equilibrium with the rotational-translational temperature. In such a uniform flow there can be both the equilibrium and frozen speeds of sound. In the nozzle flow analyses, however, the equilibrium means the infinitely large vibrational relaxation, dissociation-recombination or ionization-neutralization rate. Clearly in the equilibrium flow through a nozzle, the frozen speed of sound is of no more physical meaning and become the quantity defined only mathematically, though it is significant not only in the nonequilibrium flow but also in the completely frozen one. It must be emphasized that these two
quantities by no means coincide even in the equilibrium limit. The frozen Mach number in the equilibrium limit is denoted by $M_{fe}$ from now on in this paper.


In a supersonic convergent-divergent nozzle in which the gas flows from subsonic region to supersonic one through the sonic point, the only one value of the critical mass flow with which the regularity condition of the flow equations at the sonic point is satisfied, can be taken, and to which only the real flow can corresponds. The effect of the relaxation phenomena on the critical mass flow is considered in this section.

In the real flows, the relaxation phenomena of vibration, dissociation and recombination, and ionization and neutralization can not strictly be separated as has been done in our treatment. (In the ideal dissociating gas, the effect of vibrational excitation is taken into account approximately.) Nevertheless, it is the case that there are rather clear distinctions among the conditions under which the each phenomenon takes place predominantly. Furthermore it must be emphasized that it is not necessarily required for us to treat these phenomena separately in order to develop our discussions, and of course these phenomena can be taken into consideration altogether. It is more preferable, however, to consider separately than to do altogether in order to investigate the effect of the each phenomenon on the critical mass flow.

4.1 Critical Mass Flows of Vibrating Diatomic Gas

As the dependent variables, next quantities are considered,
\( \xi = \frac{\partial}{\partial \tau} \), \( \xi' = \frac{\partial}{\partial \tau'} \) and \( \mathcal{M}_f \), \( \mathcal{M}_f \).

(29)

and a parameter \( \varphi \) is introduced by

\[
\varphi = \frac{1}{h_0} \cdot \frac{R}{W_2} \cdot \vartheta.
\]

(30)

If the quantity \( q \) is taken to be \( \xi' \), required quantities can be obtained as follows:

\[
\rho = m \left( \frac{5}{\hbar_0} \cdot \frac{\xi^{1/2}}{(1+A)\mathcal{M}_f} \right)^{1/3},
\]

\[
a_f^2 = \frac{7}{5} h_0 p \left( \frac{7 + \xi \cdot \exp \xi}{2} \right)^{1/3},
\]

(31)

\[
a_i^2 = \frac{7}{5} h_0 p \left( \frac{5 + \xi \cdot \exp \xi}{2} \right)^{1/3}.
\]

The equations of energy and momentum become, respectively,

\[
\frac{7}{2} \cdot \frac{\xi}{\exp \xi - 1} + \frac{7}{10} \mathcal{M}_f \cdot \frac{\xi}{\varphi}.
\]

(32)

\[
\frac{1}{\mathcal{M}_f} \left( \frac{\mathcal{M}_f^2 - 1}{(1+A)\mathcal{M}_f} \right) \frac{d\mathcal{M}_f}{dx} = \frac{1}{7} \cdot \frac{\xi \exp \xi \varphi}{(\exp \xi - 1)^2} \cdot \frac{d\xi}{dx} + \frac{(dA)}{(1+A)} .
\]

(33)

Combining these two equations, one has

\[
\frac{(\mathcal{M}_f^2 + 5)^1}{(1+A)\mathcal{M}_f} = \text{const.} \cdot \exp \left\{ -\frac{1}{5} \cdot \frac{\xi \exp \xi}{(\exp \xi - 1)^2} \cdot \left[ \frac{1 - 30}{7} \frac{1}{(\mathcal{M}_f^2)^1} \right] \frac{d\xi}{dx} \right\} .
\]

(34)

From the density equation, we get

\[
\lim_{\text{stagnation}} \left[ (1+A)\mathcal{M}_f \right] = \sqrt{\frac{S}{\hbar_0 p_0}} \cdot \frac{\rho_0}{\rho_0} .
\]

This yields

\[
\text{const.} = 125 \sqrt{\frac{5}{\hbar_0} \cdot \frac{\rho_0}{m \xi^0}} .
\]

with which Eq. (34) yields finally
\[ F_v(M_f)\frac{(1+A)}{m} = F_{v0} \exp G_v, \]  

where
\[ F_v(M_f) = \frac{M_f}{(M_f^2+5)^{1/2}}, \]

\[ F_{v0} = \frac{1}{125} \sqrt{\frac{5}{\gamma_{ helpless}}}, \frac{\xi_0^{1/2}}{\rho_0}, \]

\[ G_v = \int_{\xi_0}^{\xi} \frac{\xi \exp \xi}{(\exp \xi - 1)^2} \left[ 1 - \frac{30}{7} \cdot \frac{1}{(M_f^2+5)} \right] d\xi. \]

Now, we have
\[ \frac{d}{dM_f} F_v(M_f) = 0, \text{ at } M_f = 1, \]

and then
\[ F_v(M_f)_{\text{max}} = F_v(1) = \frac{1}{216}, \]

which yields
\[ \left[ \frac{d}{dx} \left( F_v(M_f) \frac{1+A}{m} \right) \right]_* = F_v(1) \left[ \frac{d}{dx} \left( \frac{1+A}{m} \right) \right]_* = \left[ \frac{d}{dx} (F_{v0} \exp G_v) \right]_* \]

This relation implies that the curve for \( y_1 = F_v(1)(1+A)/m \) with \( x \) as an independent variable must be tangential to that for \( y_2 = F_{v0} \exp G_v \) at \( M_f = 1 \) in the xy plane (Fig. 1).
It is easy to understand that a difficulty must be expected when the nozzle throat is reached because the prescribed mass flow may not be able to pass through the throat, or in the case of a convergent-divergent nozzle, the flow decelerates instead of accelerates downstream of the throat (Fig. 2). Since the maximum flow rate that can just pass through a given throat satisfies the regularity condition Eq. (38) and then depends on the relaxation processes, the correct mass flow cannot be accurately prescribed beforehand. Mass flows and their corresponding distributions of the frozen Mach number are illustrated in Fig. 2.

It can be verified that an inequality

\[ G_v > G_v^f = 0 \]

is satisfied in general for nonequilibrium nozzle flows, and
this yields

\[ m < m_f. \quad (40) \]

For almost all flows,

\[ G_r > G_f, \quad (41) \]

is also satisfied. From these relations an important conclusion,

\[ m_r < m < m_f, \quad (42) \]

can be drawn.

However the inequality Eq. (41) is not always satisfied for general nonequilibrium flows in nozzles with an arbitrary shape and size even under the equilibrium reservoir conditions. To account for this situation clearly, the entropy rise due to the nonequilibrium processes in the flow must be taken into account.

The equation of entropy for a diatomic gas with the vibrational energy mode is

\[ dS = \frac{R}{W_1} \left( \xi - \xi_r \right) \exp \xi_r \cdot d\xi_r, \quad (43) \]

where \( S \) denotes the entropy of the gas. From this we can obtain

\[ \xi_r = \xi_e, \quad dS_e = 0, \quad (44) \]

for the equilibrium flow, and

\[ d\xi_{r_f} = 0, \quad dS_f = 0, \quad (45) \]

for the frozen flow.

Since the equilibrium-frozen flow, which was first proposed by Bray, is composed of the upstream equilibrium branch and the downstream frozen one joined together at the freezing point, we
have

\[ dS_{ef} = 0 \quad , \]

for this flow, where the subscript \( ef \) denotes the E-F (equilibrium-frozen) flow. Detailed discussion of this flow model will be given later in this paper.

For general nonequilibrium flows, Eq. (43) can be integrated formally to give

\[
\frac{(S - S_0)}{W_2} = \ln \left( \frac{\exp \xi_{v'}}{\exp \xi_{v'-1}} \right) + \left( \frac{\xi_{v'}}{\exp \xi_{v'-1}} \right) - \ln \left( \frac{\exp \xi_{v'}}{\exp \xi_{v'-1}} \right)
\]

\[
- \left( \frac{\xi_{v'}}{\exp \xi_{v'-1}} \right) - \int_{\xi_{v'}}^{\xi_{v'-1}} \frac{d\xi}{\exp \xi} - \left( \frac{1}{\exp \xi_{v'-1}} - \frac{1}{\exp \xi_{v'-1}} \right) d\xi.
\]

Using this relation, \( G_v \) can be represented in the somewhat simple form,

\[
G_v = 3 \ln \left( \frac{1 - \rho}{\frac{1}{\exp \xi_{v-1}}} \right) + \ln \left[ \left( \frac{\exp \xi_{v}}{\exp \xi_{v-1}} \right) \left( \frac{\exp \xi_{v-1}}{\exp \xi_{v}} \right) \right]
\]

\[
+ \left( \frac{\xi_{v}}{\exp \xi_{v-1}} - \frac{\xi_{v-1}}{\exp \xi_{v-1}} \right) + \frac{W_2}{R} (S - S_0).
\]

It must be noticed that the quantity \( G_v \) can be expressed completely in terms of the vibrational temperature and entropy of the gas.

As can easily be understood from the process through which Eq. (48) has been derived, it is generally valid without respect to the kind of a gas. At any point in the nozzle, only if the entropy rise is neglected, we can conclude that

\[
G_{v \text{ max}} = G_{v \text{ max}},
\]

under the fixed reservoir conditions. In fact, at least theoretically there can be the case in which Eq. (49) is broken
down, and then the inequality \( m_e < m \) also can never be obtained.

In almost all flows through nozzles with ordinary shapes studied in many laboratories, the increase in entropy due to nonequilibrium processes is in general so small that its effect on the flow field can reasonably be neglected. This gives one of the most powerful supports to the validity of the approximation by the equilibrium-frozen flow model.

The critical mass flows of the equilibrium, frozen and equilibrium-frozen flow are considered. For the equilibrium flow, the isentropic relation

\[
dh - \frac{1}{\rho_e} \cdot dp_e = 0,
\]

(50)
can be integrated to give

\[
\xi_e^{1/2} \frac{\exp \xi_e - 1}{\exp \xi_e} \cdot \exp \left( -\frac{\xi_e}{\exp \xi_e - 1} \right) \cdot \frac{\rho_o}{\exp \xi_e} = \xi_e^{1/2} \frac{\exp \xi_0 - 1}{\exp \xi_0} \cdot \exp \left( -\frac{\xi_0}{\exp \xi_0 - 1} \right) \rho_o = C_e = \text{const.}
\]

(51)

Using the condition \( M_e = 1 \) at the throat, the velocity there is given by

\[
V_e = \sqrt{\frac{1}{\xi_{et}} \cdot \left[ \frac{7}{2} + \frac{\xi_{et}^2 \cdot \exp \xi_{et}}{(\exp \xi_{et} - 1)^2} \right]^{1/2}}.
\]

(52)

Combining Eqs. (51) and (52), we get

\[
m_e = \sqrt{\frac{\rho_o}{\xi_{et}^{1/2}} \cdot \frac{\exp \xi_0 - 1}{\exp \xi_0} \cdot \exp \left( -\frac{\xi_0}{\exp \xi_0 - 1} \right) \cdot \left( \frac{\xi_0}{\xi_{et}} \right)^3}.
\]

(53)

The value of \( \xi_{et} \) can be calculated from the energy equations at the reservoir and throat, which are, respectively,
Similarly for the frozen flow, the isentropic relation

\[ dh - \frac{1}{\rho_f} dp_f = 0, \quad (56) \]

can be integrated to give

\[ \xi_f^{1/2} \cdot \rho_f = \xi_e^{1/2} \rho_0 = C_f = \text{const.} \quad (57) \]

Using the condition \( M_f = 1 \) at the throat, we have the velocity there as follows,

\[ V_{fs} = V_{fr} = \sqrt{\frac{7}{5} \frac{\rho_0}{\xi_e^{1/2}} \left( \frac{\xi_0}{\xi_{fr}} \right)^3}, \quad (58) \]

Eqs. (57) and (58) are combined to yield

\[ m_f = \sqrt{\frac{7}{5} \frac{\rho_0}{\xi_e^{1/2}} \left( \frac{\xi_0}{\xi_{fr}} \right)^3}, \quad (59) \]

where \( \xi_{fr} \) satisfies the energy equation at the critical point,

\[ \frac{21}{5} + \frac{\xi_{fr}}{\exp \xi_0 - 1} = \frac{\xi_{fr}}{\phi}, \quad (60) \]

or

\[ \xi_{fr} = 1.2 \xi_0 \quad (61) \]

Considering the fact that the equilibrium-frozen flow is made of the equilibrium branch and the frozen one joined together at the freezing point which is determined by the freezing criterion first proposed by Bray, we can easily obtain

\[ m_f = \sqrt{2 \frac{\rho_0}{\xi_e} \exp \xi_e - 1} \cdot \frac{\exp \xi_0 - 1}{\exp \xi_e} \cdot \frac{\exp \xi_{fr} - 1}{\exp \xi_{fr} - 1} \cdot \exp \left( \frac{\xi_{fr}}{\xi_{fr} - 1} \right)^{1/2}, \quad (62) \]
where

\[ \xi = \begin{cases} \xi_0, & \xi \leq \xi_{\text{ref}}, \\ \text{const.}, & \xi > \xi_{\text{ref}}, \end{cases} \]

(63)

and where \( \xi_{\text{Vf}} \) denotes the frozen vibrational temperature, and \( \xi_{\text{ef}} \) is obtained also from the energy equation at the throat,

\[ \frac{21}{5} + \frac{\xi_{\text{ef}}}{\exp \xi_{\text{ref}} - 1} = \frac{\xi_{\text{eff}}}{\varphi}, \]

if \( \xi_{\text{ref}} = \xi_{\text{Vf}} \leq \xi_{\text{ef}} \).

(64)

The above discussions provide us with the relations among the three critical mass flows, \( m_\epsilon \), \( m_f \) and \( m_{\text{ef}} \):

\[ m_{\text{ef}} = m_f, \quad \xi_{\text{ef}} = \xi_0, \]

(65)

\[ m_\epsilon < m_f, \quad \xi_0 < \xi_{\text{ref}} \leq \xi_{\text{ef}}, \]

\[ m_{\text{ef}} \text{ unobtainable}, \quad \xi_\epsilon < \xi_{\text{ref}} < \xi_{\text{ef}}, \]

\[ m_{\text{ef}} = m_\epsilon, \quad \xi_{\text{ef}} \leq \xi_{\text{Vf}}. \]

The reason why \( m_{\text{ef}} \) is impossible to obtain in the case \( \xi_{\text{ef}} < \xi_{\text{Vf}} \) < \( \xi_{\text{eff}} \), is that there are two speeds of sound, the equilibrium speed of sound and the frozen one, in the real-gas flow.

The relation

\[ \left( \frac{m_\epsilon}{m_f} \right)_{\text{min.}} = \lim_{\xi_0 \to \infty} \left( \frac{m_\epsilon}{m_f} \right), \]

(66)

is easily found, and this yields, with the aid of the energy equation,

\[ \left( \frac{m_\epsilon}{m_f} \right)_{\text{min.}} = 0.9706. \]

(67)

The ratio \( m_\epsilon / m_f \) is shown in Fig. 3.

Next, the investigation of the critical mass flow rate of the general nonequilibrium flow is made, and especially for the nearly equilibrium flow, the numerical calculations of it are carried out.

Here we consider the nozzle geometry given by

\[ A = K \cdot x^2, \]

(68)
where $K$ is a positive constant. Then the regularity condition at the critical point can in general be written as

$$\left(\frac{1}{1+A} \cdot \frac{dA}{dx}\right)_* = 2\sqrt{K} \cdot A_*^{1/2} = -\frac{2}{7} \left[ \xi_* \cdot \frac{d}{dx} \left( \frac{1}{\exp \xi_* - 1} \right) \right]_*, \quad (69)$$

while the rate equation is

$$\frac{d}{dx} \left( \frac{1}{\exp \xi_* - 1} \right) = -\frac{m}{(1+A)} \cdot \psi(\xi) \left( \frac{1}{\exp \xi_* - 1} - \frac{1}{\exp \xi - 1} \right), \quad (70)$$

where

$$\psi(\xi) = \left( \frac{5\Gamma_0}{7\hbar \rho} \right) \cdot \left( \frac{\exp \xi - 1}{M_i^2 \xi^{1/2}} \cdot \exp \xi \cdot \exp \left( 10^i \xi^{-1} \right) \right). \quad (71)$$

Combining Eqs. (69) and (70), we get

$$A_* = \frac{m^2}{49K} \cdot \xi_*^2 \cdot \psi(\xi_*)^2 \cdot \left( \frac{1}{\exp \xi_* - 1} - \frac{1}{\exp \xi - 1} \right)^2. \quad (72)$$

Eq. (48) is substituted into Eq. (35) to give

$$1 + A_* = \left( \frac{m_*^2}{2\hbar \rho \cdot C_*^2} \right)^{1/2} \cdot \left( \frac{m}{m_*} \right) \cdot \xi_*^{5/2} \cdot \frac{\exp \xi_* - 1}{\exp \xi_*} \cdot \exp \left[ -\frac{\xi_*}{\exp \xi_* - 1} + \frac{W_z}{R} \cdot (S_0 - S_0) \right] \cdot \left( \frac{1}{\exp \xi_* - 1} - \frac{1}{\exp \xi - 1} \right)^{1/2}, \quad (73)$$
which yields, with the aid of Eq. (72),

$$\frac{m^2}{49K} \cdot \frac{1}{\exp \xi_*} \cdot \frac{1}{\exp \xi_{oa}} \left( \frac{1}{\exp \xi_*} - \frac{1}{\exp \xi_{oa}} \right)^2$$

$$\frac{m}{\sqrt{2 h_{oa} C_i}} \cdot \frac{\xi_{oa}^{1/2}}{\exp \xi_*} \exp \left[ \frac{1}{\phi} \left( \frac{W_2}{R} (S_* - S_{oa}) \right) \right] + 1 = 0 \quad (74)$$

where

$$\frac{21 + \xi_*}{5 \exp \xi_*^2} = \frac{\xi_{oa}}{\phi} \quad (75)$$

Eq. (74) indicates that the critical mass flow depends not only on the departure of vibrational temperature from the equilibrium value or the rotational-translational temperature at the critical point but also on the increase in entropy in the subsonic region from the reservoir to the critical point. It is important that the critical mass flow is evaluated completely from the vibrational temperature and the entropy of the gas at the critical point, which is not always the case for the ideal dissociating gas or the singly ionizing gas.

Now, since Eq. (74) is a quadratic with respect to $m$, at least the next condition must be satisfied,

$$\frac{21 + \xi_*}{5 \exp \xi_*^2} \cdot \frac{\exp \xi_* - 1}{\exp \xi_*^2} \cdot \exp \left[ \frac{1}{\phi} \left( \frac{W_2}{R} (S_* - S_{oa}) \right) \right] \left( \frac{1}{\exp \xi_*} - \frac{1}{\exp \xi_{oa}} \right)^{1/2}$$

$$\geq \frac{2}{\sqrt{2K}} \cdot \frac{\xi_*}{\exp \xi_*} \cdot \frac{1}{\exp \xi_* - 1} \cdot \frac{1}{\exp \xi_{oa} - 1} \quad (76)$$

The value of the term about $m^2$ is usually much smaller than all others in Eq. (74), which yields the next approximate representation for $m$,

$$m = \left( \frac{2 h_{oa} C_i}{m_*^2} \right)^{1/2} \cdot \frac{m_*}{\xi_*^{1/2}} \cdot \left( \frac{1}{\phi} \frac{7}{2 \xi_*} \frac{1}{\exp \xi_* - 1} \right)^{1/2} \cdot \left( \frac{\text{exp} \xi_*}{\exp \xi_* - 1} \right)^{\frac{1}{2}} \cdot \exp \left[ \frac{1}{\phi} \left( \frac{W_2}{R} (S_* - S_{oa}) \right) \right] + 1 = 0 \quad (77)$$
At a glance, it may easily be understood that the increase in entropy decreases the critical mass flow, and also the increase in radius of curvature of the nozzle wall at the critical point near the throat decreases it. The latter fact has already been verified numerically.

Especially, if a flow near the throat is almost frozen, all terms except the first in the curly bracket on the right hand side in Eq. (77) are negligibly small and can be omitted within an acceptable error. When the E-F flow model is employed for the approximation to this flow and the freezing point is determined so as to give
\[ \xi_{\text{f}} = \xi_{\text{f}}^* \]  
we get
\[ m_c = \left( \frac{2h_0 C_s^3}{m_c^2} \right)^{1/2} \frac{m_c}{\xi_{\text{f}}^*} \left( \frac{1}{2} - \frac{1}{2 \xi_{\text{f}}^*} \right)^{1/2} \frac{\exp \xi_{\text{f}}^*}{\exp \xi_{\text{f}}^* - 1} \frac{\exp \xi_{\text{f}}^*}{\exp \xi_{\text{f}}^* - 1} \exp \left( \frac{\xi_{\text{f}}^*}{\exp \xi_{\text{f}}^*} - 1 \right). \]  

From Eqs. (77) and (79), we can obtain
\[ \frac{m}{m_c} = \exp \left[ - \frac{W_2}{R} (S_2 - S_0) \right], \]  
Finally it can be concluded that
\[ m < m_c, \]  
for the flow in which the vibrational relaxation is almost frozen near the throat.

A numerical calculation of the critical mass flow is carried out for the nearly equilibrium flow. Determining the critical mass flow is equivalent to doing the corresponding flow field itself in the subsonic region, which may be understood from the aforementioned discussions. In general, the analytical treat-
ment of this problem is almost impossible except in special cases. Furthermore even when an analytical treatment is possible to some degree, it is usually more or less numerical.

Here an iterative method applies to analysing the flow which remains nearly equilibrium at least to the critical point. Transforming the independent variable from $x$ to $\xi$ yields

$$\frac{d}{d\xi} h(\xi) = G\left( \frac{dv}{d\xi}, \, ev, h(\xi); \, \xi \right),$$  \hfill (82)

$$\frac{7}{2} + \frac{\xi}{10} \cdot M^2 = \frac{\xi}{\phi},$$  \hfill (83)

$$\Pi\left( \frac{dv}{d\xi}, \, ev, h(\xi); \, \xi \right) \frac{dv}{d\xi} + ev = \xi,$$  \hfill (84)

$$\delta = \begin{cases} -1 \xi < \xi_i, \\ 1 \xi > \xi_i, \end{cases}$$  \hfill (85)

where

$$ev = \frac{1}{\exp \xi - 1},$$

$$e = \frac{1}{\exp \xi - 1},$$

$$G(\xi) = \left[ 2\left( \frac{1}{\phi} - ev \right) \xi - 7 \left( \frac{1}{\phi} - ev \right) \xi - 8 \right] \frac{dv}{d\xi}$$

$$h(\xi) = \frac{2}{7} \cdot \left( \frac{1}{\phi} - ev \right) \left[ 5\left( \frac{1}{\phi} - ev \right) \xi - 21 \right] - 2 \left[ \left( \frac{1}{\phi} - ev \right) \xi - 8 \right] \frac{dv}{d\xi}$$

$$\frac{\partial}{\partial \xi} \left[ (h(\xi) - 1)^{1/2} \right]$$

$$x = \frac{\partial}{\partial K} \left[ h(\xi) - 1 \right]^{1/2},$$

Again the nozzle which is given by Eq. (68) is considered. When the flow is kept in nearly equilibrium, the first term
on the left hand side in Eq. (84) is so small compared with the others that it can be neglected to the first approximation. Then the rate equation becomes the equilibrium relation. Substituting this into the remaining flow equations, we can determine the all flow variables to the first approximation. When the solution of the first approximation is used in $\Pi$ in the rate equation, the distribution of the vibrational temperature along the nozzle axis can be determined to the second approximation. Using this distribution of $\xi_V$ or $\xi_{V'}$, the remaining flow equations of the second approximation can be solved quite easily. Repeating this process, we can obtain the solution of any higher approximate problem.

It must be emphasized that in this method the rate equation which govern the vibrational relaxation is completely uncoupled from the remaining flow equations, and then it can be integrated alone. Obviously this simplifies greatly the analysis, because the position of the critical point and the state of the gas there, and then the critical mass flow has already been determined strictly to each approximation before the flow equations are to be solved.

When $\xi_V$ of the i-th approximation is written as follows,

$$\xi_{V'} = \xi + \Delta \xi_{V', i}, \quad i = 1 \text{ or } 2, 3, 4, \ldots$$

(87)

the corresponding solution of the i-th approximation can be obtained in the forms,

$$\xi_{V', i+1} = \frac{14 h_{\infty} \sqrt{K}}{S T m_{i-1}(\theta)} M_{i-1} \frac{\exp \xi}{\exp \xi - 1} \left[ \frac{\exp \xi}{(\exp \xi - 1)^2} - \frac{d}{d \xi} \Delta \xi_{V', i-1} \right]$$

$$\Delta \xi_{V', i+1} = \frac{h_{i-1} \xi}{f_{i-1} (\xi)} \exp (-h_{i-1} \xi),$$

(88)
\[ h_i(\xi) = \left( \frac{m_i^2}{2h_0 \varphi C_i^2} \right)^{1/2} \cdot \frac{m_i}{m_e} \frac{\exp \frac{\xi - 1}{\exp \xi - 1}}{\exp \xi} \exp \left[ -\frac{\xi}{\varphi} \right] \exp \left[ -\frac{\xi}{\varphi} \right] \exp \left[ -\frac{1}{\varphi} \cdot \frac{d}{d\xi} (\Delta v_{it}) d\xi \right] \left( \frac{1}{\varphi} - \frac{1}{\exp \xi - 1} - \frac{1}{\Delta v_{it}} \right)^{1/2} \]

(89)

\[ \frac{7}{2} + \xi \cdot \left( \exp \xi - 1 \right) + \frac{7}{10} M_{it}^2 = \frac{\xi}{\varphi} \]

(90)

where

\[ f_i(\xi) = \frac{\xi \cdot G_i(\xi)}{h_i(\xi)} = \frac{5}{7} \frac{M_{it}^2 - 1}{M_{it}^2} \left( \frac{1}{\varphi} \right) \cdot \frac{1}{\exp \xi - 1} - \frac{M_{it}^2 - 1}{2\xi} \]

\[ + \xi \cdot \frac{7M_{it}^2 - 5}{7M_{it}^2} \cdot \left[ \frac{\exp \xi}{(\exp \xi - 1)^2} - \frac{d}{d\xi} (\Delta v_{it}) \right] \]

(91)

In order to determine the critical mass flow to the i-th approximation, the regularity condition at the critical point of flow equations of the i-th approximation must be considered with the aid of the solutions of the (i-1)-th approximation. It must be noticed that the critical point of exact flow equations occurs in general downstream of the geometric throat, while that of the i-th approximation always occurs just at the geometric throat in the iterative method.

Using the conditions

\[ h(\xi) = 1 \quad \text{and} \quad dh(\xi) = 0, \]

(92)

at the geometric throat, we get from the momentum equation

\[ \frac{5}{2} \left( \frac{1}{\varphi} \frac{1}{\exp \xi_{it} - 1} - \Delta v_{it} \right) \xi_{it} - \frac{21}{5} \]

\[ = \xi_{it} \left( \frac{1}{\varphi} \frac{1}{\exp \xi_{it} - 1} - \Delta v_{it} \right) - 4 \cdot \left[ \frac{d}{d\xi} \left( \frac{1}{\exp \xi_{it} - 1} + \Delta v_{it} \right) \right]. \]

(93)

This is rearranged to yield

\[ \frac{\xi_{it}}{\varphi} = \frac{7}{2} + \frac{\xi_{it}}{\exp \xi_{it} - 1} + \frac{1}{2} \cdot \left[ \frac{7}{2} + \frac{\xi_{it} \exp \xi_{it}}{(\exp \xi_{it} - 1)^2} \right] + \xi_{it} \cdot \Delta v_{it}, \]

\[ + \frac{5}{2} \cdot \left[ \frac{\xi_{it} \exp \xi_{it}}{(\exp \xi_{it} - 1)^2} \right] \]

26
If $\Delta \xi_{vi} = 0$, the above relation becomes that for the equilibrium flow, and if $\Delta \xi_{vi} = \xi_0 - \xi$, that for the frozen flow. With the solution $\xi_{it}$ of the above equation, the critical mass flow of the $i$-th approximation can be obtained finally as follows

$$m_i/m_e = \left( \frac{2h \gamma_0 c_0^2}{m^2} \right)^{1/2} \cdot \frac{\xi_{it}}{\exp \xi_{it}} \cdot \left( \frac{\exp \xi_{it}}{\exp \xi_{it} - 1} \right) \cdot \left( \frac{1 - \frac{7}{2} \frac{1}{\exp \xi_{it} - 1} - d_{\xi_{vi}}}{\exp \xi_{it} - 1} \right)^{1/2}$$

$$\times \exp \left\{ \frac{\xi_{it}}{\exp \xi_{it} - 1} + \int_{\xi_{0}}^{\xi_{it}} \frac{d}{d\xi} (d_{\xi_{vi}}) d\xi \right\}.$$  

(95)

Fig. 4 Critical mass flows of nearly equilibrium and equilibrium-frozen flows of a vibrating diatomic gas.

As was already pointed out, the last term in the square bracket under the exponent in Eq. (95) can be integrated alone, because $\Delta \xi_{vi}$ has already been determined from the solution of the $(i-1)$-th approximation. Finally, an investigation must be made about the solution at the throat. The conditions at the geometric throat are written again as
which make it impossible to obtain the value of $\Delta \xi_{\nu} h_{i+1}$ at the throat numerically. Taylor’s expansion of functions $h_i(\xi)$ and $f_i(\xi)$ about $\xi = \xi_{it}$ are given by

\begin{align*}
h_i(\xi) &= 1 + \left[ \frac{d}{d\xi} h_i(\xi_{it}) \right] (\xi - \xi_{it}) + \frac{1}{2} \left[ \frac{d^2}{d\xi^2} h_i(\xi_{it}) \right] (\xi - \xi_{it})^2 + \cdots, \\
f_i(\xi) &= \left[ \frac{d}{d\xi} f_i(\xi_{it}) \right] (\xi - \xi_{it}) + \frac{1}{2} \left[ \frac{d^2}{d\xi^2} f_i(\xi_{it}) \right] (\xi - \xi_{it})^2 + \frac{1}{6} \left[ \frac{d^3}{d\xi^3} f_i(\xi_{it}) \right] (\xi - \xi_{it})^3 + \cdots.
\end{align*}

Taking a relation

\[ \frac{d}{d\xi} h_i(\xi) = \frac{1}{\xi} f_i(\xi) \cdot h_i(\xi), \]

into consideration yields

\begin{align*}
\lim_{\xi \to \xi_{it}} \frac{[h_i(\xi) - 1]^{1/2}}{f_i(\xi)} &= \left[ 2\xi_{it} \cdot \frac{d}{d\xi} f_i(\xi_{it}) \right]^{-1/2}, \\
\lim_{\xi \to \xi_{it}} \left[ \frac{d}{d\xi} \left[ \frac{h_i(\xi) - 1}{f_i(\xi)} \right]^{1/2} \right] &= -\frac{1}{3} \left[ 2\xi_{it} \cdot \frac{d}{d\xi} f_i(\xi_{it}) \right]^{-1/2} \left[ \frac{1}{\xi_{it}} + \frac{d^2}{d\xi^2} f_i(\xi_{it}) \right],
\end{align*}

etc..

Using these results, the solution of each approximation at the throat can be calculated numerically. The characteristic values of $N_2$ and $O_2$ gases are listed in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>$N_2$</th>
<th>$O_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta$</td>
<td>3336 K</td>
<td>2228 K</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>8.878 x 10^8 m/s*K kg sec</td>
<td>8.300 x 10^8 m/s*K kg sec</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$s$</td>
<td>-1/3</td>
<td>1/3</td>
</tr>
<tr>
<td>$l$</td>
<td>-181 K</td>
<td>0.5464 K^-1/3</td>
</tr>
</tbody>
</table>

Table 1 Characteristic values of $N_2$ and $O_2$ gases.

Now it is convenient to introduce a "nonequilibrium para-
in order to calculate $d_{\text{vib}} = \frac{P_e}{P_e \exp \xi} - 1$ and to determine the freezing point in the E-F flow approximation, which is usually the point where the value of this parameter becomes about unity. Distributions of $P_e$ along the nozzle axis are shown in Fig. 5 for $N_2$ gas.

![Fig. 5 Distributions of nonequilibrium parameter of a vibrating diatomic gas along the nozzle axis.](image)

4.2 Critical Mass Flows of Ideal Dissociating Diatomic Gas

The analysis can be carried out in almost the same manner as in the previous section. A parameter $\psi$ is introduced by

$$\psi = \frac{1}{h_a} \cdot \frac{R}{W_2} \cdot D.$$  (101)
If the quantity \( q \) is taken to be \( \alpha \), the density and the speeds of sound are given by

\[
\rho = \sqrt{2h_0 \cdot (1+A)M_f(1-\phi \alpha)^{1/2}},
\]

\[
a_i^2 = \frac{h_0}{3} \cdot \frac{(1-\phi \alpha_a)}{\left(1+\frac{1+\alpha}{6}M_f^2\right)} + \frac{h_0(1-\phi \alpha)}{(4+\alpha \alpha)(1+\frac{1+\alpha}{6}M_f^2)} \cdot \left[ \frac{\phi(4+\alpha \alpha)(1+\frac{1+\alpha}{6}M_f^2)}{3(1-\phi \alpha)} \cdot \frac{1}{1+\alpha} \right]
\]

\[
\left( \frac{3(1-\phi \alpha_a)+(1+\alpha \alpha)(d(1-\phi \alpha_a)-\phi(4+\alpha \alpha)(1+\frac{1+\alpha}{6}M_f^2))}{\phi(4+\alpha \alpha)(1+\frac{1+\alpha}{6}M_f^2)} \cdot \left[ \frac{(1-\phi \alpha_a)(2-\phi \alpha)}{\alpha \alpha(1-\phi \alpha)} \right] \right)
\]

\[
a_f^2 = 2h_0 \cdot \frac{(1-\phi \alpha)}{\left(1+\frac{1+\alpha}{6}M_f^2\right)}.
\]

The equations of energy and momentum become

\[
T = \left( \frac{D}{\phi} \right) \frac{(1-\phi \alpha)}{(4+\alpha \alpha)(1+\frac{1+\alpha}{6}M_f^2)}
\]

\[
\frac{2(1-M_f^2)}{\left(2+\frac{1+\alpha}{3}M_f^2\right)} \cdot \frac{1}{M_f} \cdot \frac{dM_f}{dx} + \frac{1}{1+A} \cdot \frac{dA}{dx} = \frac{\left[3+(4+\alpha \alpha)M_f^2\right] \cdot \left[3+(4+\alpha \alpha)M_f^2\right]}{\left[6+(1+\alpha)M_f^2\right]}
\]

\[
\left[3+(4+\alpha \alpha)M_f^2\right] \cdot \frac{dA}{dx}.
\]

In quite a similar way to the previous, integrating Eq. (104) yields after some manipulation,

\[
F_p(M_f, \alpha) \cdot \frac{1+A}{m} = F_{h_0} \cdot \exp G_D,
\]

where

\[
F_p(M_f, \alpha) = \frac{M_f}{\left(M_f^2 + \frac{6}{1+\alpha}\right)^{1/2(1+\alpha)/(1+\alpha)}}
\]

\[
F_{h_0} = \sqrt{2h_0 \cdot \rho_0(1-\phi \alpha_a)^{1/2}}
\]

\[
G_D = \int_{\alpha_0}^{\alpha} \left[ \frac{3}{(1+\alpha)^2} \frac{\ln \left( \frac{M_f^2}{1+\alpha} + \frac{6}{1+\alpha} \right) + \frac{7+\alpha}{1+\alpha} \cdot \frac{M_f^2}{1+\alpha}}{(M_f^2 + \frac{6}{1+\alpha})} \cdot \frac{[3+(4+\alpha \alpha)M_f^2]}{[6+(1+\alpha)M_f^2]} \right] \frac{d\alpha}{\alpha}
\]
It is easy to prove that
\[
\frac{\partial}{\partial M_f} F_D(M_f, \alpha) = 0, \quad \text{at } M_f = 1,
\]
which yields
\[
F_D(M_f, \alpha) \equiv F_D(1, \alpha) \quad \text{(107)}.
\]

The following is valid at \( M_f = 1 \)
\[
\frac{1 + \alpha_*}{m} = \frac{F_{D,0}}{F_D(1, \alpha_*)} \cdot \exp G_{D*} \times \left[ \frac{1+\alpha_0}{6} \right]^{\frac{1}{1+\alpha_0}} \frac{7+\alpha_0}{1+\alpha_0} \cdot \left( \frac{1+\alpha}{1+\alpha_0} \right) \frac{1}{\sqrt{2 \alpha_0}} \cdot \left( \frac{1}{1+\alpha} \right) \right]_0^\alpha \cdot \left[ \frac{1}{1+\alpha}(1-M_f^2) \right]_0^\alpha \cdot \left[ \frac{3}{(4+\alpha)(1+\alpha)} \right]_0^\alpha \right] d\alpha.
\]

For the frozen flow, the conditions
\[
\alpha_* = 0, \quad \alpha_* = \alpha_0 \quad \text{at } M_f = 1, \quad \text{(109)}
\]
give the critical mass flow by
\[
m_f = \sqrt{\frac{2}{1+\alpha_0} \cdot \rho_0 (1-\psi \alpha_0)^{1/2} \cdot \left( \frac{6}{1+\alpha_0} \right)^{\frac{1}{1+\alpha_0}} \cdot \left( \frac{1+\alpha_0}{7+\alpha_0} \right) \frac{1}{(1+\alpha)} \frac{1}{(4+\alpha)(1+\alpha)} \right] \quad \text{(110)}.
\]

With which Eq. (108) can be rewritten in the form,
\[
\frac{1 + \alpha_*}{m} = \frac{1}{m_f} \cdot \exp G_{D*}, \quad \text{(111)}
\]
where
Except in cases where the temperature of the gas is extremely high, $G_D'$ always satisfies an inequality

$$G_D' > 0. \quad (113)$$

It is quite reasonable to consider that the above inequality is valid in general for nozzle flows of an ideal dissociating gas, because the temperature of the gas, in which the dissociation phenomenon is taking place predominantly, is never so high as to make the relation Eq. (113) broken.

At any point in the nozzle, it is satisfied that

$$\frac{1+A}{m} = \frac{F_D(1, \alpha)}{F_D(M_f, \alpha)} \cdot \frac{1}{m_f} \exp G_D'. \quad (114)$$

Eq. (107) implies

$$\frac{F_D(1, \alpha)}{F_D(M_f, \alpha)} \geq 1. \quad (115)$$

From these relations, we get

$$\frac{1+A}{m} > \frac{1}{m_f} \exp G_D', \quad (116)$$

at any point except the sonic one in the nozzle, which indicates that

$$\frac{m}{m_f} < \exp (-G_D') < 1. \quad (117)$$

at the throat.

Now the equation of the entropy for an ideal dissociating gas can be written as
where the quantity \( c \) satisfies
\[
\frac{c^2}{1-c} = \frac{C}{\rho} \cdot T_{\alpha^2} \exp \left( -\frac{D}{T} \right).
\] (119)

It is easy to prove that both the equilibrium and frozen flows are isentropic.

For general nonequilibrium flows the entropy equation is formally integrated to give
\[
\frac{W_2}{R} (S-S_0) = (\alpha - \alpha_0) (1 + \ln C_D) + \ln \left[ \frac{(1 - \alpha_0) (1 - \alpha)}{(1 - \alpha) (1 - \alpha_0)} \right] - 2 \ln \left( \frac{\rho}{\rho_0} \right) + \alpha \ln \left( \frac{T_{\alpha^2}^{1/(1+\alpha)}}{T_0} \right)
\]
\[
- \alpha_0 \ln \left( \frac{T_{\alpha^2}^{1/(1+\alpha_0)}}{T_0} \right) - \int_{\alpha_0}^{\alpha} \frac{1}{1+\alpha} \left( \frac{D}{T} \right) \, d\alpha - \int_{\alpha_0}^{\alpha} 3 \ln \left( \frac{T}{T_0} \right) \, d\alpha - d \cdot \int_{\alpha_0}^{\alpha} \ln T \cdot d\alpha,
\] (120)

while the right hand side of the third equation of Eqs. (106) is also integrated formally to give
\[
G_\rho = \ln \left( \frac{1 - \phi \alpha_0}{1 - \phi \alpha} \right) + \ln \left[ \frac{(1 - \phi \alpha_0)}{(1 + \phi \alpha_0)} \right]^{1/(1+\alpha_0)} + \ln \left( \frac{(1 + \alpha_0)(1 + \alpha)}{(1 + \alpha)(1 + \alpha_0)} \right)
\]
\[
- \ln \left( \frac{(1 - \phi \alpha_0)}{(1 - \phi \alpha_0)^{(1+\alpha_0)}} \right) - \ln \left( \frac{(1 + \alpha_0)(1 + \alpha)}{(1 + \alpha)(1 + \alpha_0)} \right)
\]
\[
+ \left[ \frac{(1 - \phi \alpha_0)}{(1 - \phi \alpha_0)^{(1+\alpha_0)}} \right]^{1/(1+\alpha_0)} + \ln \left[ \frac{(1 + \alpha_0)(1 + \alpha)}{(1 + \alpha)(1 + \alpha_0)} \right]^{1/(1+\alpha_0)}
\] (121)

Substituting the entropy equation into Eq. (121), we get
\[
G_\rho = \ln \left( \frac{T_\alpha}{T_0} \right)^d + \ln \left( \frac{D}{T_\alpha} - \frac{D}{T_0} \right) + \ln \left( \frac{1 - \alpha_0}{\alpha_0^2} \right) + \ln \left( \frac{\alpha_0^2}{1 - \alpha_0} \right) - (\ln 6) \cdot \left( \frac{3}{1 + \alpha_0} \right).
\] (122)

Especially when \( d \) is equal to zero, the integration of the second term on the right hand side in Eq. (122) can be carried out analytically.

Using the isentropic relation for an equilibrium flow, we obtain
\[
G_{\text{eq}} = \ln \left( \frac{T_\alpha}{T_0} \right)^d + \ln \left( \frac{D}{T_\alpha} - \frac{D}{T_0} \right) + \ln \left( \frac{1 - \alpha_0}{\alpha_0^2} \right) + \ln \left( \frac{\alpha_0^2}{1 - \alpha_0} \right) - (\ln 6) \cdot \left( \frac{3}{1 + \alpha_0} \right).
\]
Finally for the equilibrium flow, Eq. (105) becomes

\[ \frac{M_{fe}}{M_{fe}^2 + \frac{6}{1 + \alpha_e}} \left( \frac{T_r}{T_o} \right)^{\frac{\alpha_e}{1 + \alpha_e}} \left( \frac{1 - \alpha_e}{\alpha_e} \right) \left( \frac{1 - \psi_{a0}}{1 - \psi_{a0}} \right) \left( \frac{1 - \phi_{a0}}{1 - \phi_{a0}} \right)^{1/2} \]

\[ \cdot \left( 1 + \alpha_o \right)^{-1/2} \cdot \left( 1 + \alpha_e \right)^{3/2} \cdot 6^{-3/2} \cdot \exp \left( - \frac{D}{T_r} \right). \]  

The fact that the critical point is located at the throat yields the critical mass flow by

\[ m_e = \sqrt{2} h_o C_0 \cdot \frac{1 - \alpha_e}{\alpha_e} M_{fe} \left( \frac{1 - \phi_{a0}}{1 - \phi_{a0}} \right)^{1/2} \frac{T_{fe}}{T_r} \cdot \exp \left( - \frac{D}{T_r} \right). \]  

where the quantities \( \alpha_e^* \) and \( M_{fe}^* \) must be determined as follows. From the isentropic relation for the equilibrium flow, we can obtain, after the suitable manipulation, an ordinary differential equation with respect to \( \alpha_e \) (or \( M_{fe} \)) with \( M_{fe} \) (or \( \alpha_e \)) as an independent variable, which is usually integrated numerically and analytically only if \( d \) is equal to zero, with the boundary values \( \alpha_{e0} = \alpha_0 \) and \( M_{fe0} = 0 \) at the reservoir. The regularity condition at the throat yields

\[ 1 = \phi_{a0} + \frac{2}{6} \left( \frac{(1 - \phi_{a0})}{(1 + \alpha_e) M_{fe}} + 1 \left[ \begin{array}{l} \phi \left( 1 + \alpha_e \right) \left( 4 + \alpha_e \right) \left( 1 + \frac{1 - \alpha_e}{6} M_{fe}^2 \right) \\ \left( 3 \left( 1 - \phi_{a0} \right) + \left( 1 + \alpha_e \right) \left( d(1 - \phi_{a0}) - \phi(4 + \alpha_e) \left( 1 + \frac{1 - \alpha_e}{6} M_{fe}^2 \right) \right) \right) \\
\end{array} \right) \]  

As a result, the solution \( \alpha_e^* \) and \( M_{fe}^* \) of the equilibrium isentropic relation which satisfy the above regularity condition are substituted into the right hand side of Eq. (125) in order to obtain the value of \( m_e \).
Fig. 6 Critical mass flows of an ideal dissociating diatomic gas.

Fig. 7 Critical mass flow of equilibrium frozen flows of an ideal dissociating diatomic gas.
Next the critical mass flow of the E-F flow is considered. The values of $\alpha$, $M_f$, and $T$ at a freezing point are denoted, respectively, by $\alpha_f$, $M_{\text{eff}}$ and $T_{\text{eff}}$. In the region from the reservoir to the freezing point, the equilibrium state is maintained and then the equilibrium isentropic relation holds. Downstream of the freezing point, the flow freezes suddenly and completely and then the value of $G_D$ remains constant. The conditions at the throat

$$A=0, \quad \text{and} \quad M_{f,\text{ef},t}=1,$$

yield

$$m_{ef} = \sqrt{2\kappa^2 C_p} \cdot \frac{1-\alpha_f}{\alpha_f^2} \cdot (1-\phi\alpha_f)^{1/2} \cdot \frac{(1+\alpha_f)^{1/2}(1+\epsilon+\phi)/(1+\epsilon)}{(7+\alpha_f)} \cdot T_{\text{eff}}^3 \cdot \exp\left(-\frac{D}{T_{\text{eff}}^3}\right),$$

where $T_{\text{eff}}$ is related to $M_{\text{eff}}$ and $\alpha_f$ by

$$T_{\text{eff}} = \left(\frac{D}{\phi}\right) \cdot \left(\frac{1-\phi\alpha_f}{4+\alpha_f}\right) \cdot \left(1+\frac{1+\alpha_f}{6} M_{\text{eff}}^2\right)^{-1}.$$

It can easily be proved that the minimum value of $m_{ef}$ is given for $\alpha_f = \alpha_{e*}$ by

$$m_{e/\text{min}} = \frac{(7+\alpha_{e*})}{(1+\epsilon+\phi)/(1+\epsilon+\phi)} \cdot \frac{(1+\alpha_f)^{1/2}(1+\epsilon+\phi)/(1+\epsilon)}{(7+\alpha_f)} \cdot M_{\text{eff}}.$$

It indicates that the ratio $m_e/m_{\text{ef min}}$ can never exceed unity, namely

$$m_e < m_{\text{ef min}}.$$  

However Eq. (128) indicates directly that

$$m_{ef,\text{max}} = m_f.$$
From these considerations, it can be concluded that

$$m_i < m_{cf} \leq m_f$$  \hspace{1cm} (133)$$

The critical mass flow of the general nonequilibrium flow is obtained. Considering the nozzle geometry given by Eq. (68), we get from the momentum equation and the regularity condition at the critical point

$$m^2 \left[ 1 - \varepsilon_g \cdot g_s \cdot \exp \left( \frac{G_{D*}}{1 + \alpha_*} \right) \right] - m \kappa \cdot g_s \cdot g_s^* \cdot \exp \left( \frac{G_{D*}}{1 + \alpha_*} \right) + \kappa \cdot g_s^2 \cdot D_s \cdot \exp \left( \frac{2 \cdot G_{D*}}{1 + \alpha_*} \right) = 0,$$  \hspace{1cm} (134)

where

$$\kappa = \frac{12 \sqrt{2}}{W_0 h_0 1/2} \cdot \frac{1}{K(T_*)} \cdot \frac{\alpha_*^2}{(1 - \alpha_*^2)(1 - \phi \alpha_*)^{1/2}}$$

$$G_{D*}' = G_{D*} - \alpha_* \cdot \ln \rho_s$$  \hspace{1cm} (135)

$$D_s = \frac{2}{3} W_2 h_0 \sqrt{K} \cdot \frac{(1 - \alpha_*)}{(1 + \alpha_*)}, \quad \frac{(7 + \alpha_*)}{(1 - \phi \alpha_*)} \cdot \frac{(4 + \alpha_*)}{(1 + \alpha_*)} \cdot \frac{(7 + \alpha_*)}{6} \cdot \left( \frac{\phi}{1 - \phi \alpha_*} \right).$$

When $d = 0$, which is the case, for example, for the nitrogen gas approximately, $G_{D*}$ becomes the function of $\alpha_*$ and $S_*$ only. In such a case this quadratic relates the critical mass flow with the dissociated mass fraction and entropy at the critical point. Since the term about $m^2$ is in general much smaller than all others in Eq. (134), $m$ can be given approximately by

$$m = \frac{1}{g_s} \exp \left( - \frac{G_{D*}'}{1 + \alpha_*} \right) \left[ 1 - \frac{1 - \varepsilon_g \cdot g_s \cdot \exp \left( \frac{G_{D*}'}{1 + \alpha_*} \right)}{\kappa \cdot g_s \cdot g_s^* \cdot D_s \cdot \exp \left( \frac{2 \cdot G_{D*}'}{1 + \alpha_*} \right)} \right] \exp \left( - \frac{3G_{D*}'}{1 + \alpha_*} \right) + \ldots.$$  \hspace{1cm} (136)

From this it can be concluded that the increase in entropy decreases the critical mass flow, and the minimum value of it under the fixed reservoir conditions is given by the equilibrium one only if the increase in entropy is neglected.
Table 2 Characteristic values of N₂ gas.\(^{18}\)

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>T₀</td>
<td>15444 °K</td>
</tr>
<tr>
<td>Tₑₜ</td>
<td>12802 °K</td>
</tr>
<tr>
<td>Tᶠᵗ</td>
<td>12523 °K</td>
</tr>
</tbody>
</table>

Fig. 8 Critical mass flow of nearly equilibrium flows of an ideal dissociating diatomic gas.

In all the same manner as in the analysis of the vibrationally relaxing gas, the problem of predicting the critical mass flow can be treated analytically to some degree, if the flow is kept in the near-equilibrium at least up to the critical point. Of course the solution of the first approximation is the equilibrium one. Here only the calculated result is presented in Fig. 8, where the subscript 2 denotes the second approximation.
Characteristic values of N₂ gas which was used in this numerical calculation are listed in Table 2.

4. Critical Mass Flows of Singly Ionizing Monatomic Gas

If q is taken to be φ, next relations are yielded

\[ \rho = \frac{m}{(1+A) M_\ell \left[ \frac{2h_0(1-\eta \phi)}{M_\ell^2 + 3 + 2 \cdot \frac{a+b\phi}{1+\phi}} \right]^{1/3}}. \]

\[ a_r^2 = \frac{2h_0(1-\eta \phi)}{(M_\ell^2 + 3 + 2 \cdot \frac{a+b\phi}{1+\phi})}, \]  

\[ \left[ 1 + \frac{\phi_2 (1-\phi_2)}{(1+\phi_2)} \right] \frac{M_\ell^2 + 3 + 2 \cdot \frac{a+b\phi}{1+\phi}}{1+\phi_2} \left[ (1+\phi_2) + \left( \frac{I}{T_\ell} + \frac{b + \frac{3}{2}}{b + \frac{3}{2}} \right) \phi_2 (1-\phi_2) \left( \frac{3}{2} + b + \frac{I}{T_\ell} \right) \phi_2 (1-\phi_2) \right]. \]

where the parameter η is defined by

\[ \eta = \frac{1}{h_0} \cdot \frac{R}{W_1} \cdot I \],

and the equations of energy and momentum are expressed in the forms,

\[ T = 2 \cdot \frac{I}{\eta} \cdot \frac{(1-\eta \phi) \left[ 3 + 2 \cdot \frac{a+b\phi}{1+\phi} \right]}{(1+\phi)(5+2 \cdot \frac{a+b\phi}{1+\phi}) \cdot (M_\ell^2 + 3 + 2 \cdot \frac{a+b\phi}{1+\phi})}. \]  

\[ \frac{M_\ell^2}{M_\ell^2 + 3 + 2 \cdot \frac{a+b\phi}{1+\phi}} \left( \frac{1}{M_\ell^2 - 1} \right) \frac{dM_\ell}{dx} + \frac{1}{1+\phi} \cdot \frac{dA}{dx} \]  

\[ = \left( \frac{3}{2} + \frac{a+b\phi}{1+\phi} \right) \left[ \frac{1}{(1+\phi)(1-\eta \phi)} + \frac{2 \cdot (b-a)}{(1+\phi)^2} \cdot \frac{5+2 \cdot \frac{a+b\phi}{1+\phi}}{3+2 \cdot \frac{a+b\phi}{1+\phi}} \right] + \frac{2 \cdot M_\ell^2 \cdot (b-a)}{(1+\phi)^2} \]
The last equation is formally integrated to give

$$F_t(M_t, \phi), \frac{1 + \lambda}{m} = F_{10} \cdot \exp \left( \frac{1}{m} \right),$$

where

$$F_t(M_t, \phi) = \frac{M_t}{(M_t^2 + 3 + 2 \frac{a + b \phi}{1 + \phi})} \left\{ \sqrt{2 \hbar_0 \cdot \rho_0 (1 - \eta \phi_0)^{1/2}} \left(3 + 2 \frac{a + b \phi}{1 + \phi} \right)^{(1/2)} \right\}^{-1},$$

$$G_t = \int_{\phi_0}^{\phi} \left[ \frac{I}{(1 + \phi)} - \frac{3 + 2 \frac{a + b \phi}{1 + \phi} \ln \left( M_f + 3 + 2 \frac{a + b \phi}{1 + \phi} \right)}{3 + 2 \frac{a + b \phi}{1 + \phi}} \right] + \left[ \frac{1}{2} \frac{(b - a)}{(1 + \phi)^2} \right] d\phi.$$

At the first glance of these equations, it is easily understood that the results obtained previously are also valid in this case. So the final results only are presented here. The critical mass flows of the three limiting flows are

$$m_f = \sqrt{2 \hbar_0 \cdot \rho_0 (1 - \eta \phi_0)^{1/2}} \cdot \frac{\left(3 + 2 \frac{a + b \phi_0}{1 + \phi_0} \right)}{4 + 2 \frac{a + b \phi_0}{1 + \phi_0}} \cdot \exp \left( - \frac{1}{m} \right),$$

$$m_c = \sqrt{2 \hbar_0 \cdot \rho_0 (1 - \eta \phi_0)^{1/2}} \cdot \frac{\left(5 + 2 \frac{a + b \phi_0}{1 + \phi_0} \right)}{5 + 2 \frac{a + b \phi_0}{1 + \phi_0}} \cdot \exp \left( - \frac{1}{m} \right),$$

$$n_f = \sqrt{2 \hbar_0 \cdot \rho_0 (1 - \eta \phi_0)^{1/2}} \cdot \frac{\left(5 + 2 \frac{a + b \phi_0}{1 + \phi_0} \right)}{5 + 2 \frac{a + b \phi_0}{1 + \phi_0}} \cdot \exp \left( - \frac{1}{m} \right).$$
where

\[
G_{\text{eff}} = \int_{\phi_f}^{\phi_i} \frac{\left( \frac{1}{T_{ref}} + \frac{3}{2} + b \right)}{(1 + \phi_{ref})^2} \frac{(b-a)}{(1 + \phi_{ref})^2} \ln \left( M_{ref}^2 + 3 + 2 \frac{a + b \phi_{ref}}{1 + \phi_{ref}} \right) \]

\[
+ \left( \frac{3}{2} + \frac{a + b \phi_{ref}}{1 + \phi_{ref}} \right) \frac{(1 + \eta)}{(1 + \phi_{ref})(1 - \eta \phi_{ref})} \frac{2}{s + 2} \frac{(b-a)}{(1 + \phi_{ref})^2} + \frac{1}{2} \frac{1 - \eta \phi_{ref}}{(1 + \phi_{ref})^2} \left( \frac{(b-a)}{(1 + \phi_{ref})^2} \right) d\phi_{ref}.
\]

(146)

Fig. 9 Critical mass flows of a singly ionizing monatomic gas.
and it can be obtained

$$\frac{m_e}{m_{f_{\text{min.}}}} = \frac{F_i(M_{i1}, \phi_{i1})}{F_i(1, \phi_{i1})} = \left( \frac{4 + 2 \frac{a + b \phi_{i1}}{1 + \phi_{i1}}}{M_t^{1/2} + 3 + 2 \frac{a + b \phi_{i1}}{1 + \phi_{i1}}} \right)^{1/2} \cdot M_{\text{tr}} < 1.$$  \hspace{1cm} (147)

From these results it can finally be concluded that

$$m_e < m_{f_{\text{min.}}} \leq m_f.$$ \hspace{1cm} (148)

Calculated values of ratios $m_e/m_f$ and $m_{\text{ef}}/m_f$ are shown in Figs. 9 and 10, respectively.

| $N$ | $I=1.683 \times 10^{5}$K | $\lambda=1.25$ | $a=0.35$ | $4000^\circ\text{K} < T < 40000^\circ\text{K}$ | $b=-0.20$ | $C_1=1.989 \times 10^{-6}$k-mol/m$^3$ |
---|---|---|---|---|---|---|
| $\frac{m_e}{m_f}$ | 0.9113 | $\phi_e=0.553$ | $\phi_o=0.9513$ | $\phi_{et}=0.9017$ | $\phi_e=0.9513$ | $\phi_{et}=0.9017$ |

**Table 3** Characteristic values of $N$ gas.

![Fig. 10 Critical mass flow of an equilibrium-frozen flow of a singly ionizing monatomic gas.](image)

Because of the uncertainty of the rate equations which govern the ionization and neutralization, the critical mass flow for the nearly equilibrium flow is not obtained.

5. Concluding Remarks

Critical mass flows have been obtained numerically and in part analytically for the flows of three kind of gases under a
Fig. 11 Frozen critical mass flows of a vibrating diatomic gas, an ideal dissociating diatomic gas and a singly ionizing monatomic gas.
For frozen flows, the critical mass flows of these gases are shown in Fig. 11.

For the vibrating diatomic gas, the values of ratio $m_e/m_f$ are in a range from 1.0 to 0.9706, for the ideal dissociating diatomic gas from 1.0 to about 0.97, and for the singly ionizing monatomic gas from 1.0 to about 0.90.

It must be emphasized that it is very difficult to treat numerically the nearly equilibrium flow, because the numerical integration of the rate equation together with the flow ones by the digital electric computer requires the more consuming time for the nearer equilibrium flow. Therefore the analytical treatment of nearly equilibrium flows is very important.

There is one thing which is definitely unfavourable for the approximate analysis of the nozzle flow problem by the E-F flow model, in connection with the definitions of the speed of sound in nonequilibrium relaxing gases. It has already been argued that for an equilibrium flow the reference velocity is the equilibrium speed of sound and the critical point of flow equations is located at the throat where $M_e = 1$, and that for a frozen flow the former is the frozen speed of sound and the latter is located at the throat where $M_f = 1$. The value $M_{fe}$ of $M_f$ in the equilibrium limit does not coincide with $M_e$, and furthermore the inequality $M_e > M_{fe}$ is generally satisfied in the relaxing gas. If the transition from an equilibrium flow to a frozen one occurs at some point in the region where $M_e > 1$ and $M_{fe} < 1$, then the flow which has already passed through the throat where $M_e = 1$ must again pass through it where $M_f = 1$, which is clearly a contradiction. Therefore it can reasonably be concluded that the E-F flow approximation cannot be applied very well to
such a case in which the transition from the equilibrium to the frozen takes place at $\xi$ in the range of $\xi_{et} < \xi < \xi_{ft}$ for a diatomic gas with the vibrational energy mode only, and at $\alpha_e$ in the range of $\alpha_e^* < \alpha_e < \alpha_e^*$ for an ideal dissociating diatomic gas, and at $\phi_e$ in the range of $\phi_e^* < \phi_e < \phi_e^*$ for a singly ionizing monatomic gas, where $\alpha_e^*$ and $\phi_e^*$ are, respectively, the value of $\alpha_e$ and $\phi_e$ at the point where $M_{fe} = 1$.

Furthermore it must be noticed that the curve for the solution in which the transition from the equilibrium to the frozen occurs at $\xi < \xi_{et}$ differs in its pattern from that in which the transition occurs at $\xi > \xi_{et}$. This is wholly due to the existence of two reference speeds $\alpha_e$ and $\phi_e$ defined quite differently. Fig. 12 shows qualitatively these situations for a vibrationally relaxing diatomic gas. The freezing point in a

Fig. 12 Distributions of $M_f$ and $M_e$ along the nozzle axis in a equilibrium-frozen flow.
nozzle is denoted by $x_f$, and the shaded regions are the broken-down ones of validity of the E-F flow approximation. The quantities $M_{eef}$, $M_{ref}$ and $M_{feef}$ denote, respectively, the equilibrium Mach number in the equilibrium branch, the frozen Mach number in the frozen branch, and the frozen Mach number in the equilibrium branch of the E-F flow.
CHAPTER II  NONEQUILIBRIUM FLOWS OF VIBRATIONALLY RELAXING DIATOMIC GASES

1. Introductory Remarks

One of the simplest cases of nonequilibrium phenomena in nozzle flows of real gases is the vibrational relaxation of a molecule. However even for this relaxation phenomenon, the analytical treatment of nozzle flow problems is almost impossible except in a few special cases. Though a few discussions about its reasons are already presented in the previous chapter, the closer investigation makes it clear that another one of the most important reasons exists in the great width of range of variation of the thermodynamic state of a gas in a nozzle.

In a flow through a nozzle, three flow regions, the nearly equilibrium region, nearly frozen one and transition one from the former to the latter, can in general be found. Furthermore the boundaries between these regions are found to be somewhat sharp and the width of the transition region is, in almost all cases considered previously, by far smaller than those of others. To such a flow, so called Bray’s E-F flow approximation can often be made with sufficient reasonableness and accuracy.

Complete analytical solutions can be obtained only for the equilibrium, frozen and E-F limiting flows. Notwithstanding for such gases as the N₂ gas and the O₂ gas considered here, the fact that the energy stored in the vibrational mode is much smaller than the total enthalpy of the gas, yields us ways for approaches to the analytical treatment of nonequilibrium nozzle flows. Such an idea has already been applied to the problem, for example in Ref. 7 where an iterative method is used on the basis
of the completely frozen flow. Conversely, our analysis is done by using an approximate rate equation on the basis of the completely equilibrium flow. It will be made clear that the latter treatment is far superior to the former in the theoretical reasonableness and accuracy. The greatest merit of our method investigated in this chapter exists in the possibility of solving the rate equation and the corresponding flow equations separately. Furthermore our method in combination with a mathematical technique of the steepest descent method can yield a very powerful way for the analysis of whole flow fields in nonequilibrium nozzle flows.

A problem of determining the entropy rise due to the nonequilibrium process in a nozzle, which has scarcely been studied in earlier papers, is also investigated.

Calculations of distributions of the vibrational temperature and entropy along the nozzle axis are carried out for the $N_2$ and $O_2$ gases by the electric digital computer HITAC 5020 at the computing center in Kyoto Univ..

Finally discussions on the validity and accuracy of the equilibrium-throat-approximation method, which has been widely used in analysing nonequilibrium nozzle flows, are given.

2. Analytical Solutions

Notations used in this chapter are the same ones that was used in CHAPTER I, unless otherwise defined. Considering the nozzle geometry given by $A = Kx^2$, we again get the basic equations Eqs. (82-86) in the previous chapter governing a nonequilibrium flow of a vibrationally relaxing diatomic gas through a nozzle.
It must be noticed that in this system of equations the independent variable is not \( x \) but \( \xi \). The characteristic values used in this chapter are also given in Table 1 in Ch. I for the \( \text{N}_2 \) and \( \text{O}_2 \) gases.

2.1 Solutions of Equilibrium, Frozen and Equilibrium-Frozen Flows

In the rate equation, letting

\[
\Pi = 0,
\]

yields an equilibrium relation,

\[
e_{\nu} = e_{\nu f} = e_0 \quad \text{or} \quad \xi_{\nu} = \xi_{\nu f} = \xi_0.
\]

Using this equilibrium relation, the equation of momentum can easily be integrated to give

\[
h_{\nu}(\xi) = \frac{125}{216} \sqrt{\frac{7}{10}} \frac{\mu_0}{\xi_0} \exp\left(\frac{\xi_0}{\exp\xi_0-1}\right) \exp\xi^{-1}
\]

\[
\exp\left(-\frac{\xi}{\exp\xi-1}\right) \xi^{5/2} \left(\frac{1}{\varphi} \frac{7}{2\xi} \frac{1}{\exp\xi-1}\right)^{-1/2}.
\]

On the contrary, letting

\[
\Pi = \infty,
\]

in the rate equation, yields

\[
\frac{d\nu}{d\xi} = 0 \quad \text{or} \quad e_{\nu} = e_{\nu f} = e_0 \quad \text{or} \quad \xi_{\nu} = \xi_{\nu f} = \xi_0,
\]

Using this, the equation of momentum can also be integrated to give

\[
h_{\nu}(\xi) = \frac{125}{216} \sqrt{\frac{7}{10}} \frac{1}{\xi_0^3} \xi^{5/2} \left(\frac{1}{\varphi} - \frac{7}{2\xi} - \frac{1}{\exp\xi_0-1}\right)^{-1/2}.
\]
An upstream equilibrium branch and a downstream frozen one are joined together at the freezing point to yield the E-F flow, and then the solution of this flow is given by

$$
ev_{ef} = \varepsilon, \quad h_{v_f}(\xi) = \left( \frac{\mu_{ef}}{\mu_e} \right) h_e(\xi),$$

for $\xi \leq \xi_{vf}$, \hspace{1cm} (7)

and

$$
ev_{ef} = \varepsilon_f = \frac{1}{\exp \xi_{vf} - 1}, \quad h_{v_f}(\xi) = \frac{125}{216} \cdot \frac{\mu_{ef}}{\mu_e} \cdot \frac{\exp \xi_0}{\exp \xi_{vf} - 1} \cdot \exp \left( \frac{\xi_0}{\exp \xi_{vf} - 1} \right) \cdot \frac{1}{\exp \xi_{vf} - 1} \cdot \exp \left( \frac{1}{\exp \xi_{vf} - 1} \right) \cdot \frac{1}{2},$$

for $\xi > \xi_{vf}$, \hspace{1cm} (8)

where $\xi_{vf}$ denotes a frozen vibrational temperature.

The numerical results obtained by using the analytical solutions of these three limiting flows are shown in Figs. 1 and 2. These results well illustrate appreciable effects of the molecular vibration and the freezing of its relaxation on

Fig. 1 Distributions of area ratios $h_e(\xi)$ and $h_f(\xi)$.  
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the flow fields. Obviously, however, for values of $\xi_0$ greater than or equal to about 4, the real gas effects on the flow fields are almost negligibly small. It is quite easy but very significant to notice that the effects on a flow field of the part of the vibrational energy which has been released into the flow-field and of the freezing of the vibrational relaxation become more and more significant, though quite slowly, as the flow proceeds more and more downstream through a nozzle.

Fig. 2 shows the result of a sample calculation of $h_{ef}(\xi)$ in which a condition $\xi_{Vf} < \xi_{et}$ is satisfied. It must be noticed that in this case even the equilibrium part of the E-F flow
does never coincide with the corresponding part of the completely
equilibrium flow under the same reservoir conditions. We can
easily find that the reason exists in the discrepancy in the
values of $m_e$ and $m_f$.

2.2 Solutions of Nonequilibrium Flows: Approximate Rate Equation

For the convenience of the later analysis, it may be assumed
without loss of generality that the flow starts from the equi-
librium reservoir conditions, passes through a sonic point near
the throat, and expands into vacuum infinitely downstream.

Then $\Pi$ in the rate equation Eq. (84) in Ch. 1 is zero at the
reservoir and increase monotonically to infinity as the flow
proceeds downstream, so that we can put

$$0 < \Pi \leq \infty.$$  

The flow field splits into three regions corresponding to the
magnitude of the quantity $\Pi$:

(i) near equilibrium region $\epsilon_v = \epsilon, \Pi = \Pi_e$, for $\Pi < 1$, \quad (9) 
(ii) transition region $\frac{\epsilon_v - \epsilon}{\epsilon} = O(1)$, for $\Pi = O(1)$, \quad (10)  
(iii) near frozen region $\frac{1}{\epsilon_v} \frac{d\epsilon_v}{d\xi} \ll 1$, for $\Pi \gg 1$. \quad (11) 

As was already pointed out, each boundary between the succesive
regions can be found to be somewhat sharp.

It should be naturally expected that there can be some way
for predicting beforehand, even though roughly, the position and
width of each region in a nozzle. For this purpose, it is quite
convenient to introduce Bray's nonequilibrium parameter Eq. (100)
in Ch. 1. Using the fourth equation of Eqs. (86) in Ch. 1, this
can be written down as

$$P_e = -\Pi_e \cdot \frac{1}{\varepsilon} \frac{d\varepsilon}{d\xi} = \frac{\exp \xi}{\exp \xi - 1} \cdot \Pi_e = \frac{864}{125} \cdot \frac{\varepsilon}{\sqrt{7}} \cdot \frac{\sqrt{\frac{\text{def}}{\rho_0 \cdot \text{exp}^2}}} {\text{exp}^{\frac{\xi}{2} - 1}\left(\frac{1}{\varepsilon} \cdot \frac{1}{\exp \xi} \cdot \left[\frac{h_t(\xi) - 1}{1 - \exp \xi}\right]^{1/2}\right)}.$$  

(12)

It can be seen from the above relation that for values of $$\xi$$ greater than or at least equal to about unity,

$$O(P_e) = O(\Pi_e).$$  

(13)

For flows in which the vibrational relaxation takes place most predominantly among all possible relaxation phenomena, the values of $$\xi$$ are at least about unity even at the reservoir, and then the relation Eq. (13) is valid in almost all flows considered. The condition Eq. (9) specifying the nearly equilibrium region can therefore be rewritten in terms of $$P_e$$ instead of $$\Pi$$. Similarly the transition region can be defined in terms of $$P_e$$ by

$$P_e = O(1),$$  

(14)

which is directly derived from Eq. (13) under an assumption

$$P_e = P \quad \text{or} \quad \Pi_e = \Pi,$$

(15)

in the transition region.

This assumption can not only be seen quite plausible from Eqs. (9) and (10) but also actually be verified from the numerical results a posteriori. Moreover this is, in general, the case for almost all flows ever considered in many previous papers.

Now it is very useful and of importance for our purpose to know the behaviour of $$\Pi$$ as precisely as possible. However it is known only after determining the flow field. Nevertheless we can estimate it to some degree by investigating the behaviours of $$\Pi$$ in the frozen, equilibrium and equilibrium-frozen flow
We can easily obtain

$$\frac{\Pi_f}{\Pi_e} = \frac{\mu_e}{\mu_{ef}} \left[ \frac{h_e(\xi)}{h_e(\xi)-1} \right]^{1/2} \left( \frac{1}{\varphi} \right) \frac{1}{\left( \frac{1}{\varphi} \right) \left( \frac{21}{5} \exp \left( \frac{1}{\varphi} \left( \frac{21}{5} - 1 \right) \right) \right) \left( \frac{\exp \left( \frac{1}{\varphi} \left( \frac{21}{5} - 1 \right) \right) - 1}{2} \right) \right] \quad (16)$$

$$\frac{\Pi_{ef}}{\Pi_e} = \left( \frac{\mu_e}{\mu_{ef}} \right) \left[ \frac{h_e(\xi)}{h_e(\xi)-1} \right]^{1/2} \left( \frac{1}{\varphi} \right) \frac{1}{\left( \frac{1}{\varphi} \right) \left( \frac{21}{5} \exp \left( \frac{1}{\varphi} \left( \frac{21}{5} - 1 \right) \right) \right) \left( \frac{\exp \left( \frac{1}{\varphi} \left( \frac{21}{5} - 1 \right) \right) - 1}{2} \right) \right] \quad (17)$$

for $\xi \leq \xi_{ef}$.

It must be noticed that the distributions of $\Pi_e$, $\Pi_f$, and $\Pi_{ef}$ are already known before the system of equations of the real non-equilibrium flow is solved. From the above relations, it can be seen that

$$\Pi_f < \Pi_{ef} < \Pi_e$$

Furthermore from the fact that the E-F flow can usually be a very good approximation to the corresponding real nonequilibrium flow, it may reasonably be guessed that

$$\Pi_{ef}$$

so that

$$\Pi_f < \Pi_{ef} < \Pi_e$$

This will also be confirmed from the numerical results for flows considered here. The distributions of $P_e$ and $P_f$ are shown in Fig. 3, where the latter is defined by

$$P_f = -\frac{1}{\xi} \frac{dE}{d\xi}$$

Perhaps the maximum effect of the internal energy released into the flow on the rate equation under the fixed reservoir conditions may be estimated from Fig. 3 by comparing the curves for
the two limiting cases with each other. The most important informations which can be drawn from these results are described in terms of mathematical expressions:

(i) \[ \frac{d\Pi}{d\xi} \gg \Pi \quad \text{or at least} \quad \frac{d\Pi}{d\xi} = O(1), \]  

(ii) \[ \left| \frac{d}{d\xi} \left( 1 - \frac{\Pi_{II}}{\Pi} \right) \right| \ll 1, \]  

throughout a nozzle. Since

\[ \left| 1 - \frac{\Pi_{II}}{\Pi} \right| \ll 1, \quad \text{for} \quad \Pi \ll 1, \]

we can get, considering the above relations,

\[ \left| 1 - \frac{\Pi_{II}}{\Pi} \right| \ll 1, \quad \text{for} \quad \Pi \ll 1, \quad \text{or at most} \quad \Pi = O(1). \]
Here the analyses will be carried out only for the flows which satisfies the conditions Eqs. (20 - 22). It must, however, be emphasized that for flows of such gases as $N_2$ and $O_2$, these are in almost all cases ever considered well satisfied.

The rate equation may be written in the form

$$e_r = \exp\left(-\int_{t_0}^{t_1} \frac{d\xi}{H}\right) \int_{t_0}^{\xi} \exp\left(\int_{t_0}^{\xi} \frac{d\xi}{H}\right) d\xi$$

where $\xi$ is a reference value of $\xi$ greater than $\xi_0$. Integrating it by parts yields

$$e_r = \exp\left(-\int_{t_0}^{t_1} \frac{d\xi}{H}\right) \left\{ \left[ \exp\left(\int_{t_0}^{\xi} \frac{d\xi}{H}\right) \right]_{t_0}^{\xi} - \int_{t_0}^{\xi} \frac{d\xi}{H} \exp\left(\int_{t_0}^{\xi} \frac{d\xi}{H}\right) d\xi \right\}.$$  

Using the boundary condition $\Pi = 0$ at $\xi = \xi_0$, we can rewrite it as follows

$$e_r = e + \Delta e_r$$

where

$$\Delta e_r = \int_{t_0}^{t_1} \int_{t_0}^{\xi} \frac{d\xi}{H} \exp\left(\int_{t_0}^{\xi} \frac{d\xi}{H}\right) d\xi = \sum_{m=1}^{\infty} \Delta e_{r,m}$$

and where

$$\Delta e_{r,m} = \int_{t_0}^{t_1} m \exp\left(-\Phi_m(\eta, \xi)\right) d\eta,$$

$$\Phi_m(\eta, \xi) = m\eta + \int_{t_0}^{\xi} \frac{d\eta}{H}$$

and $\xi$ is a dummy variable. When $\xi$ is fixed, the functions $\Phi_m(\eta, \xi)$ take their minimum values for the values of $\eta$ which satisfy

$$\Pi(\eta) = \frac{1}{m}, \ m=1, 2, 3 \ldots$$

It can easily be seen that the term $\Delta e_{r,1}$ is the largest one in the series Eq. (25). Moreover, seeing Eqs. (26) and (27), we
can find that the region of $\mathcal{P}$ satisfying

$$\Pi(\eta)=O(1)$$

makes a principal contribution to the integral $\Delta \mathcal{E}_{\mathcal{V}_1}$. Thus, the contribution to $\Delta \mathcal{E}_{\mathcal{V}_1}$ from the other part of integral over $\mathcal{P}$ outside this small region may be small and insignificant. Similarly the contribution to $\Delta \mathcal{E}_{\mathcal{V}_i}$ ($i=2, 3, 4, \ldots$) from the part of integral over $\mathcal{P}$ outside the region satisfying $i\Pi(\xi) = O(1)$ is very small. If, therefore, we consider an integral defined by

$$d_{\mathcal{V}} = \exp\left(-\int_{\mathcal{P}} \frac{d\xi}{\Pi_0}\right) \cdot \int_{\mathcal{P}} \frac{d\xi}{\Pi_0} \exp\left(\int_{\mathcal{P}} \frac{d\xi}{\Pi_0}\right) d\mathcal{V},$$

this can be used as a good approximation to $\Delta \mathcal{E}_{\mathcal{V}}$, that is

$$d_{\mathcal{V}} = d_{\mathcal{V}}.$$

(30)

This is also justified by the condition Eq. (22). The greater becomes the value of $\xi$ which satisfies $\mathcal{E} = 1$ (or $\mathcal{E}(\xi) = 1$), the closer the integral $\mathcal{E}$ approaches $\mathcal{E}_0$.

We can easily find that calculating $\mathcal{E}_0$ is strictly equivalent to solving the ordinary differential equation

$$\Pi_0 \cdot \frac{d\mathcal{V}}{d\xi} + \mathcal{V} = \xi,$$

(32)

with the boundary value $\mathcal{E}_0 = \mathcal{E}_0$ at a reservoir, which is clearly linear and decoupled from the remaining flow equations. The solution can be represented in the form

$$\mathcal{V} = \mathcal{V} + \mathcal{V}_0.$$

(33)

Then the approximate rate equation is transformed into the form

$$\frac{d\mathcal{V}}{d\xi} = -\frac{d\mathcal{V}}{\Pi_0}.$$

(34)

Since $\Pi_0$ is a known function of $\xi$, $\Delta \mathcal{E}$ or $\mathcal{E}_0$ can be calculated
only by the integration procedure. By using the solution $A_{\xi_v}$ or $\xi_v$, the corresponding nozzle area ratio $\bar{h}(\xi)$ and frozen Mach number $\bar{M}_f(\xi)$ are given, respectively, by

$$h(\xi) = \sqrt{\frac{5}{7}} \frac{m_{\xi_0}^{1/2}}{\rho_0} \cdot \frac{\exp \xi_0}{\exp \xi - 1} \exp \left( -\frac{\xi_0}{\exp \xi - 1} \right)$$

$$\bar{M}_f = \frac{10}{7} \left( \frac{1}{\varphi} - \epsilon - d_\nu \right) \xi - 5$$

(35)

where $\bar{m}$ is the critical mass flow corresponding to the approximate distribution of vibrational energy $\xi_v$. Since $\bar{h}(\xi_t) = 1$ at the throat, the critical mass flow $\bar{m}$ is obtained from Eq. (35) as follows

$$\bar{m} = \sqrt{2} \frac{m_{\xi_0}^{1/2}}{\rho_0} \cdot \frac{\exp \xi_0 - 1}{\exp \xi} \cdot \exp \left( -\frac{\xi_0}{\exp \xi - 1} \right) \left[ \left( \frac{1}{\varphi} - \epsilon - d_\nu \right) \xi_t - \frac{7}{2} \right]^{1/2}$$

$$\left( \frac{\xi_0}{\xi_t} \right) \cdot \frac{\exp \xi_t - 1}{\exp \xi - 1} \cdot \exp \left( -\frac{\xi_t}{\exp \xi - 1} \right) \exp \left( \int_0^\xi \frac{\xi}{\xi_t} \frac{d}{d\xi} (d_\nu) d\xi \right)$$

(37)

where $\xi_t$ is determined from the regularity condition of the flow equations at the throat,

$$\frac{\xi_t}{\varphi} = \frac{7}{2} + \frac{\xi_t}{\exp \xi_t} + \frac{1}{2} \left( \frac{7}{2} \xi_t^2 \exp \xi_t \right) \left[ \frac{5}{2} + \frac{\xi_t^2 \exp \xi_t}{\exp \xi_t - 1} \right]^{1/2} + \xi_t \cdot d_\nu,$$

$$\frac{\xi_t}{\varphi} = \frac{7}{2} + \frac{\xi_t^2 \exp \xi_t}{\exp \xi_t - 1} \left[ \frac{5}{2} + \frac{\xi_t^2 \exp \xi_t}{\exp \xi_t - 1} \right]^{1/2}$$

(38)

By using Eq. (37), $\bar{m}$ can be calculated for all possible nonequilibrium flows. Since the corresponding equation of entropy is written in the form,

$$\frac{W_2}{R} \cdot JS = \frac{W_2}{R} (S - S_0)$$

$$= \left[ \ln \left( \frac{\exp \xi_t}{\exp \xi_t - 1} \right) + \frac{\xi_t}{\exp \xi_t - 1} \right] - \left[ \ln \left( \frac{\exp \xi}{\exp \xi - 1} \right) + \frac{\xi_t}{\exp \xi - 1} \right] - \int_{\xi_0}^\xi \frac{\xi_t}{\xi} \frac{d}{d\xi} d\xi$$

(39)
with which Eqs. (35) and (37) can be rewritten as follows, respectively,

\[
\begin{align*}
\dot{m} &= \sqrt{\frac{5}{7\hbar p}} \rho_0 \frac{m_{\Sigma_0}}{\rho_0} \exp \left\{ -\frac{\xi_0}{\exp \xi_0 - 1} \right\} \times \\
&\quad \times \frac{1}{\bar{M}_r} \left( \frac{\xi_0}{\exp \xi_0} \right)^3 \exp \left( -\frac{\bar{M}_r}{\exp \bar{M}_r} \right)^2 \exp \left( -\frac{\bar{M}_r}{\exp \bar{M}_r - 1} \right) \exp \left[ \frac{1}{\bar{M}_r} \right] \exp \left[ \frac{W_2}{R} dS \right], \\
\end{align*}
\]

(40)

\[
\begin{align*}
\dot{m} &= \sqrt{\frac{5}{7\hbar p}} \rho_0 \frac{m_{\Sigma_0}}{\rho_0} \exp \left\{ -\frac{\xi_0}{\exp \xi_0 - 1} \right\} \times \\
&\quad \times \frac{1}{\bar{M}_r} \left( \frac{\xi_0}{\exp \xi_0} \right)^3 \exp \left( -\frac{\bar{M}_r}{\exp \bar{M}_r} \right)^2 \exp \left( -\frac{\bar{M}_r}{\exp \bar{M}_r - 1} \right) \exp \left[ \frac{1}{\bar{M}_r} \right] \exp \left[ \frac{W_2}{R} dS \right]. \\
\end{align*}
\]

(41)

The last equation indicates clearly that the increase in entropy decreases the critical mass flow, which has already been pointed out.

Especially for a nearly equilibrium flow, repeating the integration of \( \Delta \dot{c}_V \) by parts yields an asymptotic expansion

\[
\Delta \dot{c}_V = - \sum_{n=1}^{N} (-1)^{n-1} (\Pi.D)^{n-1} \varepsilon 
\]

+ \( (-1)^{n-1} \exp \left( -\int_{t_0}^{t_r} \frac{d\xi}{\Pi_r} \right) \left[ \frac{1}{\Pi_r} \right] \left( \Pi.D \right)^{n-1} \varepsilon \left[ \int_{t_0}^{t_r} \frac{d\xi}{\Pi_r} \right] d\xi
\]

(42)

where

\[
D = \frac{d}{d\xi}
\]

(\( \Pi.D \)^{n-1} \varepsilon \leq (\Pi.D)^{n-1} \varepsilon
\]

and \( n \) is a positive integer. If there is an integer \( N \) greater than or equal to two satisfying the condition

\[
(\Pi.D)^{n-1} \varepsilon \leq (\Pi.D)^{n-1} \varepsilon
\]

(44)

then for such an integer \( N \), \( \Delta \dot{c}_V \) can be approximated by

\[
\Delta \dot{c}_V = - \sum_{n=1}^{N} (-1)^{n-1} (\Pi.D)^{n-1} \varepsilon
\]

(45)

in the sense of the asymptotic approximation. Using this approximation, we can represent \( \Delta S(\xi) \) and \( \dot{h}(\xi) \) in the forms, respectively,
\[
\mathcal{E}_V^2 \approx \frac{\text{exp} \xi}{(\text{exp} \xi - 1)^2}, \quad I_m = \frac{P_m}{\exp \xi - 1}
\]  

In the nearly equilibrium region, the integral terms on the right hand side of Eq. (46) and in the square bracket in Eq. (47) are sufficiently small and negligible within an acceptable error. In such a case, of course, \( \Delta \mathcal{E}^2 \) can be approximated by

\[
\Delta \mathcal{E}^2 \approx I_m d_2 - \left[ \frac{\exp \xi}{(\exp \xi - 1)^2} \right]
\]

2.3 Solutions of Nonequilibrium Flows: The Saddle Point Method

When the value of \( \zeta \) which satisfies \( \Pi_\zeta = 1 \) is much greater than unity, \( \Delta \mathcal{E}_V \) can easily be evaluated by the saddle point method. Denoting the values of \( \zeta \) which satisfy the conditions

\[
I_m(\zeta) = \frac{1}{m}, \quad m = 1, 2, 3, \ldots
\]

by \( \zeta_{m0} \), we can introduce three new quantities by

\[
\eta_{m}' = \frac{\eta}{\xi_{m}}, \quad \xi_{m}' = \frac{\xi}{\xi_{m}},
\]

\[
\phi_{m}'(\eta_{m}', \xi_{m}') = \frac{\phi_m(\eta, \xi)}{m \xi_{m}} = \eta_{m}' + \int_{1}^{\xi_{m}'} \frac{d\eta_{m}'}{\eta_{m}' \cdot m I_m(\eta_{m}')},
\]

where

\[
I_m(\eta_{m}') = I_m(\eta).
\]

It is easy to prove that

\[
\phi_{m}'(\eta_{m}', \xi_{m}')_{\text{max}} = \phi_{m}'(1, \xi_{m}') = 1 + \int_{1}^{\xi_{m}'} \frac{d\eta_{m}'}{m I_m(\eta_{m}')},
\]

with \( \xi_{m}' \) fixed, so that the asymptotic expansion of \( \Delta \mathcal{E}_V \) can be
obtained by the saddle point method as

$$
\frac{dz}{dx_m} \sim Z_m \exp \left[ -Z_m \cdot \Phi_m'(1, \xi_m') \right] \sqrt{\frac{\pi a_{0m}^2}{Z_m}} \sum_{n=0}^{\infty} \left( \frac{a_{1m}}{a_{0m}} \right)^n \frac{\Gamma \left( \frac{l+1}{2} \right)}{\Gamma \left( \frac{l}{2} \right)} \left( \frac{1}{Z_m} \right)^l,
$$

(53)

where

$$Z_m = m_{1m},$$

$$a_{0m} = \frac{1}{A_{0m}}, \quad a_{1m} = \frac{15}{8} A_{0m}^2 - \frac{3}{2} A_{3m}, \quad A_{0m},$$

(54)

and where

$$A_{0m} = \frac{1}{2} m_{1m} \left( \frac{d\Pi}{d\xi} \right)_{t=t_m},$$

(55)

$$A_{1m} = \frac{1}{24} \left( m_{2m} \left( \frac{d^2\Pi}{d\xi^2} \right)_{t=t_m} - 2m_{1m}^2 \xi_{t_m} \left( \frac{d\Pi}{d\xi} \right)_{t=t_m} \right)^{1/2} \exp \left( -\xi_{t_m} \right),$$

$$A_{2m} = \frac{1}{24} \left( m_{2m} \left( \frac{d^2\Pi}{d\xi^2} \right)_{t=t_m} - 2m_{1m}^2 \xi_{t_m} \left( \frac{d\Pi}{d\xi} \right)_{t=t_m} \right)^{1/2} \exp \left( -\xi_{t_m} \right).$$

Especially in the case of $\xi_{t_m} \gg 1$, $\Delta \xi_{1m}$ is satisfactorily approximated by

$$
\Delta \xi_{1m} \sim \left| \frac{2\pi}{\left( \frac{d\Pi}{d\xi} \right)_{t=t_m}} \right|^{1/2} \exp \left( -\xi_{t_m} - \int_{t_m}^{1} \frac{d\xi}{\Pi_e} \right),
$$

(56)

and then infinitely downstream

$$
\Delta \xi_{1m}(\infty) \sim \left| \frac{2\pi}{\left( \frac{d\Pi}{d\xi} \right)_{t=t_m}} \right|^{1/2} \exp \left( -\xi_{t_m} - \int_{t_m}^{1} \frac{d\xi}{\Pi_e} \right).
$$

(57)

Obviously the accuracy of this solution will closely be concerned with the behaviour of $\Pi_e$ near the point where $\Pi_e = 1$, and with the magnitude of $Z_m = \xi_{t_m}$. 
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3. Numerical Solutions

With the intention of estimating the accuracy and reasonableness of our results obtained in the previous section, exact reference solutions are needed, and so the equilibrium-throat-approximation method is applied.

3.1 Solutions by the Equilibrium-Throat-Approximation Method

This method can be used only for flows which are kept nearly equilibrium at least up to the critical point near the geometric throat. In this method, the flows are assumed to be completely equilibrium up to points somewhat downstream of the critical points, from which the flows are analysed numerically as nonequilibrium flows.

Though this method is in many cases very convenient and powerful for the numerical analysis of nozzle flow problems of real gases, there is only one disadvantage in it. It is the fact that there is no strict criterion for determining the starting points of the downstream nonequilibrium branches. Namely there is only one condition that must be satisfied by these starting points, which is

\[ n_r < 1, \quad \text{or} \quad p_r < 1. \] (58)

So far it has inevitably led to the result that there can always be some ambiguity and unreliability about the accuracy of the numerical results obtained by this method.

From the foregoing, it will be natural to consider that some estimation of accuracy and validity of this method is urgently needed. At first, for this purpose, our calculations are carried out for several starting points of the nonequilibrium branches satisfying Eq. (58) under fixed reservoir conditions.
and for a fixed nozzle shape and size, and the results are compared with each other.

Three numerical solutions are illustrated in Fig. 4. In these calculations, the nonequilibrium branches start from the points where $\Pi_e$ are, respectively, 0.00620, 0.02918 and 0.09696.

Fig. 4 Distributions of vibrational energy calculated by several methods.

The first two curves rapidly approach with each other as soon as they start from their corresponding starting points, and furthermore their final values of $\varepsilon_v(\infty)$ almost coincide. The last curve, however, does not converge to the others. These clearly indicate that in order to assert that the results calculated by the equilibrium-throat-approximation method is sufficiently accurate and can be taken as the exact reference solutions, some additional condition must be imposed on the condition Eq. (58). From the numerical results, we can draw an empirical criterion
for the validity of this method, which can be said as follows:
The magnitude of $\Pi_e$ at the starting point of a nonequilibrium branch must be at most $0(10^{-2})$ for $N_2$ and $O_2$ gases. By using the solutions satisfying this criterion as the reference ones, we can estimate the validity and the accuracy of the analytical solutions obtained in the previous section. The possible regions of the equilibrium-throat-approximation method are shown in Fig. 5 for reservoir conditions.

![Fig. 5 Possible regions of the equilibrium-throat-approximation method for $N_2$ and $O_2$ gases.](image)

Distributions of $\xi_V$ are shown in Figs. 6 and 7 under a wide variety of boundary conditions. Only those for $\sqrt{K}/\rho_0 = 10^3$ and $10^2$ are the solutions of approximate rate equation, and the others are those calculated by the equilibrium-throat-approximation method. On each curve, the location of the point where
\[ N_2, v \quad \text{Co} = 0.87278 \]

\[ T_{fe} = 1 \quad \text{is indicated, which is found to be located about at the center of the transition region.} \]

Also distributions of \( h(\xi) \) and \( \Pi(\xi) \) calculated by the equilibrium-throat-approximation method are shown in Fig. 8 being compared with, respectively, \( h_e(\xi) \) and \( h_f(\xi) \), and \( \Pi_e(\xi) \) and \( \Pi_f(\xi) \). These show well that our approach is quite reasonable and accurate. Because of the artificially imposed boundary values
of $\xi$ and $\xi_V$ at the starting point of the nonequilibrium branch, our results indicate a contradictory tendency to our theoretical estimations only near the starting point of the nonequilibrium branch.
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**Fig. 7** Distributions of $\xi_V$ for various values of ratio $/K/P_0$ and a fixed reservoir temperature.
3.2 Solutions Far Downstream of the Throat

Asymptotic Behaviours of nonequilibrium flows far downstream of the throat are investigated. Letting

$$\xi \gg 1, \quad M_1 \gg 1,$$  \hspace{1cm} (59)

in Eqs. (82) and (86) in Ch. I and Eqs. (3), (6), (8), (12), (16), and (17), yields

$$h_e(\xi) = \frac{125}{216} \sqrt{\frac{7}{10}} \mu_2 \frac{1}{\xi^3} \exp \xi_0 - \exp \left( \frac{\xi_0}{\exp \xi_0 - 1} \right) \exp \left( \frac{\xi_0}{\exp \xi_0 - 1} \right) \xi^{12},$$ \hspace{1cm} (60)
Especially the values of ratios

\[
\frac{h_f(\xi)}{h_0(\xi)} \quad \text{and} \quad \frac{\Pi_f(\xi)}{\Pi_e(\xi)},
\]

are of importance in estimating the effects of molecular vibration on the limiting behaviours of a flow and the relaxation phenomenon itself. From Eqs. (63) and (67), it can well be seen that the increase in entropy due to the nonequilibrium process plays important roles in analyses of nonequilibrium nozzle flows. The increase in entropy due to the vibrational relaxation is not large in our sample calculations. It is significant, however, to notice that whether an real nonequilibrium flow can well be approximated by the E-F flow or not depends strongly upon the behaviour of entropy as \( \xi \to \infty \).
Now for a nonequilibrium flow, the rate equation may be rewritten in a form

\[
\frac{d}{d\xi} \frac{d \varphi}{d\xi} = \frac{\exp \xi}{(\exp \xi - 1)^2} \frac{d \varphi}{d\xi}.
\]  

(68)

For sufficiently large value of \( \xi \), it can be approximated by

\[
\frac{d}{d\xi} \frac{d \varphi}{d\xi} \approx -\frac{d \varphi}{\Pi} < 0.
\]  

(69)

Furthermore the followings hold

\[
\frac{d \varphi}{d\xi} = 0 \quad \text{and} \quad \frac{d}{d\xi} \frac{d \varphi}{d\xi} = 0,
\]  

(70)

at \( \xi = \xi_0 \). By virtue of Eq. (69), these mean that \( \Delta \varphi \) has the maximum value for the value of \( \xi \) satisfying

\[
\frac{d \varphi}{d\xi} = \exp \xi \frac{\Pi}{(\exp \xi - 1)^2}.
\]  

(71)

From these considerations, it can be concluded that in general

\[
\frac{d \varphi}{d\xi} \leq \frac{\exp \xi}{(\exp \xi - 1)^2} \left[ \Pi \frac{d \varphi}{d\xi} \right]_{\text{max}}.
\]  

(72)

for every flow, and similarly

\[
\frac{d \varphi}{d\xi} \leq \frac{\exp \xi}{(\exp \xi - 1)^2} \left[ \frac{P_r}{\exp \xi - 1} \right]_{\text{max}}.
\]  

(73)

Since the second term or the last in Eq. (73) is easily calculated in advance, we can obtain some significant informations on the features of distribution of \( \Delta \varphi \) and then \( \Delta \varphi \) from these in advance.

Again for extremely large value of \( \xi \), we have

\[
\Delta \varphi \propto \exp \left( -\frac{\xi}{\Pi} \right).
\]  

(74)

\[
\Delta S \propto \frac{\Delta \varphi}{\Pi} \frac{d \varphi}{d\xi}.
\]  

(75)
According to the limiting values of $\Delta E_V$ and $\Delta S$ which are represented by, respectively, $\Delta E_V(\infty)$ and $\Delta S(\infty)$, four types of flow patterns can be identified at least theoretically:

(i) $\Delta E_V(\infty)=$finite, $\Delta S(\infty)=$finite, frozen-isentropic flow

(ii) $\Delta E_V(\infty)=$finite, $\Delta S(\infty)=$$\infty$, frozen-nonisentropic

(iii) $\Delta E_V(\infty)=$0, $\Delta S(\infty)=$finite, self-limiting-isentropic flow

(iv) $\Delta E_V(\infty)=$0, $\Delta S(\infty)=$$\infty$, self-limiting-nonisentropic flow

Which flow can occur in a nozzle entirely depends upon the values of integrals Eqs. (74) and (75). In our sample calculations, only the frozen-isentropic flow is possible at infinitely downstream, which can also be verified analytically from the form of $\Pi$.

3. 3 The Maximum Entropy Flows

Some discussions on the entropy rise in nonequilibrium flows are given. As has already been mentioned, the entropy rise vanishes both in the equilibrium limit and the frozen one. Since in the limit $\sqrt{K}/\rho_0 \to 0$ the frozen flow is given while in the limit $\sqrt{K}/\rho_0 \to 0$ the equilibrium flow is given, the flow of the maximum entropy rise can occur for some finite value of $\sqrt{K}/\rho_0$ when the value of $\xi_0$ is fixed. To know the magnitude of the entropy rise is very significant for the theoretical analysis of nonequilibrium nozzle flows. For instance, it gives an estimation of the validity of the E-F flow approximation to a nonequilibrium flow.
4. Concluding Remarks

A distribution of $\xi_V$, which is calculated from the approximate rate equation Eq. (32), is also shown in Fig. 4. The most important conclusion that can be drawn from it is that the solution of the approximate rate equation Eq. (32) is quite accurate and can be taken almost as an exact solution. It indicates that our approximation to the rate equation based upon the theoretical inspections may be judged to be quite reasonable and accurate. Furthermore it must be emphasized that the greatest merit expected by using this approximate rate equation is to be able to exclude out the difficulties in connection with the singularity of the flow equations at the sonic point, which is usually unavoidable in nonequilibrium nozzle flow problems.

The distributions of entropy along the nozzle axis are shown in Fig. 9. Detailed discussions of the entropy rise are also given in Chs. III and IV.

![Fig. 9 Distributions of entropy.](image)
The solutions of the first, second and third approximations to $\xi_V$ are illustrated in Fig. 4. These are good approximations at least in the nearly equilibrium region. An extremely nearly equilibrium region is very difficult and laborious to analyse, because the closer the flow is to equilibrium, the more time it takes to compute the flow field. The approximate solutions obtained here are therefore of much value.

Fig. 10 Distributions of $\Pi_e (d\theta /d\xi)$ and $(1/\Pi_e) (dT_T /d\xi)$.
Fig. 11 Distributions of vibrational energy.
In order to confirm the validity of our assumptions made in deriving the approximate rate equation, distributions of $d(\ln \tau_e)/d\xi$ and $\tau_e (d\xi/d\xi)$ are presented in Fig. 10. The latter can also be used for calculating Bray's nonequilibrium parameter and the first approximate solution to $\xi_v$.

Solutions by the saddle-point method illustrated in Fig. 11 show the satisfactory accuracy, which has been expected theoretically at least for large value of $\xi_0$. 
1. Introductory Remarks

In nonequilibrium nozzle flows of vibrationally relaxing or chemically reacting gases, the nonequilibrium processes inevitably increase the entropy of gases in nozzles. This increased entropy affects not only flowfields but also relaxation phenomena themselves. It is regretful that in spite of the large number of researchers, few good studies on this problem have been done because of the difficulties in analysing theoretically these flowfields. For example in Ref. 19, Conner, L. N. and Erickson, W. D. studied the entropy production in the vibrational-nonequilibrium nozzle flows. They calculated it for convenient evaluation of the total pressure of nonequilibrium flows. However, their approach is completely numerical and then it cannot sufficiently clarify and appreciate the effect of entropy production on the flow fields and the relaxation phenomenon itself. There are obviously two kinds of nonequilibrium effect on the flow parameters in a nozzle, one of which is due to the entropy production and another of which is due to the departure from the thermo-chemical equilibrium. Though Conner and Erickson do not distinguish these two effects, it is quite necessary and significant to consider separately these two effects. In this chapter, our efforts are mainly devoted to investigation of the roles of entropy in the analyses of nonequilibrium nozzle flows. First the maximum and minimum critical mass flows for vibrationally relaxing diatomic gases under the fixed reservoir conditions are obtained. Next a new criterion for the validity of the equilibrium-frozen flow approximation is proposed. Finally the
effects due to increasing in entropy on the asymptotic behaviours of flows far downstream of the throat are examined. All these analyses are based upon the new system of basic equations which has been derived by the author.

2. Entropy and Critical Mass Flows

It has already been pointed out that the difficulty in determining critical mass flows is one of the most significant reasons which complicate greatly the analyses of nonequilibrium nozzle flows. Nevertheless, there are only a few theoretical works of this problem. In practice, this difficulty has usually been overcome purely numerically by using the high speed electric digital computer. In almost all cases, obtained results have indicated that the critical mass flows of general nonequilibrium flows are smaller than the frozen one and greater than the equilibrium. This tendency, however, is rather empirical and has never been proved theoretically.

For vibrationally relaxing diatomic gases, it is fairly favourable to use the independent variable $\xi$ instead of $x$. Here again rearranging the basic equations, Eqs. (1) to (6), (9), (13), (23), (24), (29), (30) and (43) in Ch. I, we have

\begin{equation}
Fr(M_f)^{(1 + A) / m} = Fr_s \exp Gr(\xi_v; \xi),
\end{equation}

\begin{equation}
\frac{7}{10} M_f^2 = \left( \frac{1}{\rho} - \rho r \right) \xi - \frac{7}{2},
\end{equation}

\begin{equation}
H(A, \xi_v; \xi) \frac{d\xi_v}{d\xi} = -(r_v - \xi).
\end{equation}

\begin{equation}
\rho = \frac{m}{\left( \frac{7}{5} \rho h \right)^{1/2} (1 + A) M_f},
\end{equation}
\[
\rho = \frac{m}{(1+A)M_f \xi^{\frac{1}{2}}}
\]

\[
W_z R (S - S_0) = \int_{\xi_0}^{\xi} (\xi' - \xi) \left(\frac{d\xi'}{d\xi}\right) d\xi.
\]

where

\[
\xi = \frac{\theta}{T}, \quad \xi' = \frac{\theta}{T'}.
\]

\[
\varepsilon = \frac{1}{(\exp \xi - 1)}, \quad \varepsilon' = \frac{1}{(\exp \xi' - 1)}.
\]

\[
F_v(M_f) = \frac{M_f}{(M_f^2 + 5)^{\frac{1}{2}}}
\]

\[
G(\xi; \xi') = -\int_{\xi_0}^\xi \left[ \xi' - \frac{3\varphi}{(1 - \varphi_0)} \right] \left(\frac{d\xi'}{d\xi}\right) d\xi.
\]

\[
H(A, \xi; \xi') = -(\xi' - \xi) V \left( \frac{L}{U} \right) \left[ \left( \frac{dA}{dz} \right) \left( \frac{dA}{d\xi} \right) \left( \frac{d\xi'}{d\xi} \right) \right],
\]

and

\[
\varphi = \frac{1}{h_0 W_z \theta}, \quad F_v = \frac{m}{125 \left( \frac{7}{5} \right) \xi^{\frac{1}{2}} \rho_0}.
\]

Eq. (1) in conjunction with Eqs. (2), (6), (9) and (10) can also be rewritten in the form

\[
(1+A) = \frac{125}{216} \left( \frac{7}{10} \right) \left( \frac{m}{M_f \xi^{\frac{1}{2}}} \right) \exp \left( \frac{\xi_0}{\exp \xi - 1} \right) \exp \left( \frac{\xi'_0}{\exp \xi' - 1} \right)
\]

\[
	imes \left[ \frac{(\exp \xi' - 1)}{\exp \xi - 1} \right] \exp \left[ \frac{\xi'}{\exp \xi' - 1} \right] \exp \left[ -\frac{\xi}{\exp \xi - 1} \right]
\]

\[
= \frac{W_z R (S - S_0)}{\theta}.
\]

Eq. (13) shows that the degree to which the flow parameters in nozzles are affected by the existence of nonequilibrium is completely determined by the entropy and the vibrational temperature. Thus, an algebraic equation is obtained, relating \( A(x), \xi, \xi', \) and \( S, \) which in conjunction with the remainders of basic equations.
yields very simple analytical solutions not only for the frozen \((\xi_v = \xi_0\) and \(S - S_0 = 0\)) flow but also for the equilibrium \((\xi_v = \xi\) and \(S - S_0 = 0\)) one. With it, we can calculate all the flow quantities for these limiting flows without carrying out the tedious numerical calculations on the electronic digital computer. It must be emphasized that using Eq. (1) or Eq. (13) as one of the basic equations describing a nonequilibrium nozzle flow, we can expect considerable merits in investigating analytically nonequilibrium effects on the flowfields, especially in determining the critical mass flow, in estimating the validity or accuracy of the equilibrium-frozen flow approximation, and in analyzing the asymptotic behaviours of nonequilibrium flows far downstream of the throat.

Now imposing a condition
\[
x(dA/dx) \geq 0 \quad ,
\]
(14)
on the nozzle geometry, we can reasonably assume
\[
d\xi_v/d\xi \geq 0 \quad ,
\]
(15)
\[
\xi_0 \leq \xi_v \leq \xi \quad ,
\]
(16)
for the flows considered here. Assuming (15) and (16) under the condition (14), from the discussions given in Ch. I we can obtain the next relation under the fixed reservoir conditions
\[
m_{\text{min}} \leq m \leq m_{\text{max}} = m_f \quad ,
\]
(17)
where
\[
\frac{m_e}{m_f} = \frac{F_v(M_e)}{F_v(1)} \exp(-G_{V_v}) \quad ,
\]
(18)
\[
\frac{m_{\text{min}}}{m_e} = \frac{1}{(1 + A_{\text{ea}})} \exp\left\{-\xi_{\text{ea}}(\xi_0 - \xi_{\text{ea}}) - \left[\ln\left(\frac{\exp\xi_{\text{ea}}}{\exp(\xi_{\text{ea}} - 1)}\right) + \frac{\xi_{0}}{(\exp\xi_{\text{ea}} - 1)} + \frac{\xi_{0} - 1}{(\exp\xi_{\text{ea}} - 1)}\right]\right\} \quad ,
\]
(19)
where $\zeta_{et}$ and $\zeta_{e*}$ are determined from energy equations, respectively, at the throat and the critical point ($M_f = 1$). The result (17) is very significant not only physically but also practically in numerical analysis of the subsonic region, in which it often happens that the value of critical mass flow must be guessed beforehand for the given reservoir conditions and nozzle shape and size. Figure 1 shows the critical-mass-flow ratios $m_e/m_f$ and $m_{\text{min}}/m_e$ and the maximum entropy at the critical point. The explicit solution which gives the critical mass flow of a general nonequilibrium flow can also be easily obtained. It shows that the critical mass flow is completely determined by the entropy increase in the subsonic region and the vibrational temperature at the critical point.

Fig. 1 Critical mass flow and the maximum entropy at the critical point.
3. Entropy and Equilibrium-Frozen Flow Approximation

The simplest and most significant approximation to a real flow is the equilibrium-frozen flow model, in which an upstream equilibrium branch and a downstream frozen branch are joined together at the freezing point. Many works on this problem have already been made by many authors, some of whom have supported the validity of this approximation for vibrationally relaxing gases as well as chemically reacting gases and others have not. Some proofs that this flow model cannot always well match the correct solution have been given numerically, but these are not sufficient in physical meaning. The freezing criteria for the approximate measure of the vibrational energy and the dissociated mass fraction being proposed by Bray et al., are rather empirical and moreover there is certain arbitrariness in their applications.

The equilibrium-frozen (E-F) flow approximation is completely based upon the freezing phenomenon of the relaxing energy at infinity and the flow concerned must be obviously isentropic. In practice, however, whether the real flow finally freezes or not entirely depends upon the form of rate equation and upon the nozzle shape and size. Furthermore, there can be two cases: In one, the entropy of the gas converges to a finite value and in another it diverges to infinity. In the latter case, the equilibrium-frozen flow approximation breaks down far downstream even when the flow does finally freeze. Hence we need a general and precise criterion for the validity of this approximation. Our efforts are in part devoted to proposing this new criterion. However the principal purpose of this section exists in investigating the physical meanings of this approximation as generally and precisely as possible. Our new type of a system of basic
equations can provide us with a completely analytical solution for the equilibrium-frozen flow.

At first the problem of obtaining the approximate measure of state at a point \( P(\xi, \xi_V) \) (Fig. 2) in a real nonequilibrium flow (corresponding to the path OCP) by using the equilibrium-frozen flow (corresponding to the path OFP) approximation is investigated. However, it must be noted that this equilibrium-frozen flow is not the so called "equilibrium-frozen flow" first proposed by Bray. The former here gives the approximate measure of the state at the only one point \( P(\xi, \xi_V) \) and is denoted by the subscript OFP in this paper. The conventional equilibrium-frozen flow proposed by Bray is denoted by the subscript ef.

Without much effort, the followings can be found from the system of basic equations, Eqs. (1) to (6)

\[
\frac{(1+ \Delta \rho)}{(1+\Delta)} = \frac{m_{\text{ex}}}{m} \exp \left[ -\frac{W_3}{R}(S-S_0) \right].
\]
\[
\frac{M_{\text{def}}}{M_{f}} = 1, 
\]
(21)

\[
\frac{p_{\text{def}}}{p} = \exp\left[\frac{W_z}{R} (S - S_0)\right], 
\]
(22)

\[
\frac{b_{\text{def}}}{\rho} = \exp\left[\frac{W_z}{R} (S_a - S_0)\right] 
\]
(23)

It is significant to point out that the difference between the flow histories of the real flow and its corresponding equilibrium-frozen one is completely represented in terms of the entropy and the critical mass flow appearing on the right hand side of Eqs. (20), (22) and (23). These indicate well the importance of roles of entropy in the analyses of nonequilibrium nozzle flows.

For the equilibrium-frozen flow in the conventional sense, corresponding to these equations one has

\[
\frac{1}{(1+A_{ef})} = \frac{m_{ef} (\exp \xi_{ef} - 1)}{m \exp \xi_{ef} \exp \left(\frac{\xi_{ef}}{\exp \xi_{ef} - 1}\right)} \frac{\exp \xi_{ef}}{\exp \xi_{ef} - 1} 
\times \exp\left(\frac{\xi_{ef}}{\exp \xi_{ef} - 1}\right) \frac{1}{\exp \xi_{ef} - 1} \frac{1}{\xi_{ef}} \exp \left[\frac{-W_z}{R} (S - S_0)\right], 
\]
(24)

\[
\frac{M_{ef}}{M_{f}} = \left[1 - \frac{1}{\varphi (\exp \xi_{ef} - 1)} \right] \frac{1}{\varphi (\exp \xi_{ef} - 1)} \frac{1}{\xi_{ef}} \frac{2 \xi_{ef}}{\exp \xi_{ef} - 1} \frac{1}{\xi_{ef}} \frac{1}{\exp \xi_{ef} - 1} 
\]
(25)

\[
\xi_{ef} = \begin{cases} 
\xi, & \text{for } \xi \leq \xi_{ef}, \\
\xi_{ef}, & \text{for } \xi \geq \xi_{ef}, 
\end{cases} 
\]
(26)

\[
\frac{\rho_{ef}}{\rho} = \frac{\exp \xi_{ef}}{\exp \xi_{ef} - 1} \exp \left(\frac{\xi_{ef}}{\exp \xi_{ef} - 1}\right) \exp \left(\frac{\xi_{ef} - 1}{\exp \xi_{ef} - 1}\right) \exp \left[\frac{-W_z}{R} (S - S_0)\right], 
\]
(27)

\[
\frac{p_{ef}}{p} = \frac{\rho_{ef}}{\rho}. 
\]
(28)

Based upon our discussions, a criterion for the validity of the
E-F flow approximation may be given and, at the same time, the physical meaning of this approximation can be made clear. In order that the E-F flow matches well the exact solution in the whole of the flow region with an acceptable error, the following three conditions must be satisfied:

$$Q_1 = \left| \frac{\bar{e}_v - e_v}{e_v} \right|_{\text{max}} \ll 1,$$

$$Q_2 = \frac{m_e - m}{m} \ll 1,$$

$$Q_3 = \frac{\exp \left[ \frac{W_m}{R_S} (S_m - S_0) \right] - 1}{S_m} \ll 1,$$

where the subscript $\infty$ denotes the downstream limit. We can reasonably expect that the set of these three quantities $Q_1$, $Q_2$, and $Q_3$ serves as a new type of a criterion for the validity of the E-F flow approximation. Of course it is obvious that the less values of $Q_1$, $Q_2$, and $Q_3$ indicate the better approximation. Therefore it is easily seen that there are at least two necessary conditions for the validity of this approximation:

$$e_v = \text{const.} > 0,$$

$$S_m = \text{const.} < \infty,$$

which means that the real flow concerned must be a frozen-isentropic flow in the downstream limit for this approximation.

We have already proved that for all flows of vibrationally relaxing diatomic gases the following is always satisfied:

$$Q_2 \ll 1.$$ (34)

Then the remaining two quantities are important actually.

The distributions of vibrational temperature, vibrational energy and entropy along the nozzle axis are illustrated, respectively, in Figs. 3, 4 and 5. Fig. 3 shows a flow path in the
The nozzle geometry used in these sample calculations are given by Eq. (68) in Ch. I. The final flow pattern of all these flows in the limit $\xi \to \infty$ is frozen-isentropic for both the $N_2$ and $O_2$ gases. The entropy rise in a flow of the $N_2$ gas is much smaller than that of the $O_2$ gas under the same reservoir conditions, which means that the width of transition region from the upstream near-equilibrium region to the downstream near-frozen one in the flow of the former is smaller than that of the latter. From this point of view to the entropy only, it can be concluded that the real flow of the $N_2$ gas may be matched much better by the E-F flow than that of the $O_2$ gas. The limiting values of $S$ and $\xi_V$ are shown in Figs. 6 and 7. These yield one of the powerful supports to the validity of the E-F flow approximation to the flows of these gases.
Fig. 4 Distribution of vibrational energy.
Fig. 5 Distribution of entropy.
Fig. 6 Limiting value of entropy.
4. Entropy and Asymptotic Behaviors of Flows Far Downstream

Our discussions given in the last section suggest the importance of investigation of the final flow patterns. Furthermore it is very interesting purely theoretically as well as practically to know how the increasing entropy affects the relaxation phenomenon.

Consider the region far downstream of a throat in a nozzle and consider the nozzle geometry described by

\[ A = Kx^n \]

where \( K \) and \( n \) are positive constants and the latter is less than 1.
or equal to 2. Then the rate equation can be reduced finally to the form

$$[\lambda, \zeta^2 \exp(-R^2 \zeta^{-1} - 2 \zeta^3 (\delta_0 - \delta))] \frac{d\delta_{0}}{d\zeta} = -(\delta_{0} - \delta)$$

for $N_2$ and $O_2$ gases, where

$$\Theta = \exp \left[(1 - \frac{1}{n}) \frac{W_0}{R} (S - S_0) \right].$$

Parameters $\lambda$, $s$, and $K$ are constants characteristic to each gas, and $\lambda$ is nearly constant depending upon the reservoir conditions, nozzle shape and size, vibrational temperature, and kind of a gas.

It is surely worth noting that when $n > 1$, an increase in entropy has negative effect on the vibrational relaxation phenomenon, when $n < 1$ positive effect and when $n = 1$ no effect.

5. Concluding Remarks

The effects of increasing entropy on the flowfields in non-equilibrium nozzle flows of vibrationally relaxing diatomic gases have been studied in detail.

A conclusion can be drawn that, in general at least theoretically under the fixed reservoir conditions, the maximum critical mass flow is the frozen one, while the minimum is the one which is somewhat smaller than the equilibrium.

A new criterion for the validity of the equilibrium-frozen flow approximation have been suggested mainly in terms of the entropy. The quantities $Q_1$, $Q_2$, and $Q_3$ defined here are not always independent with each other and usually the second is so small that it is less important than the others. Up to the present, almost all attempts to estimate the accuracy of this approximation have been done by using the values of $Q_1$ only.
It may be worth noting once again that the most important result in the last section is the fact that when $n > 1$, increasing entropy has negative effect on the vibrational relaxation phenomenon, when $n < 1$ positive effect and when $n = 1$ no effect. The increase in entropy often affects seriously distributions of translational-rotational temperature and then the vibrational temperature. It is the case above all for the flows far downstream of a throat. When $n \neq 1$, the interaction between the entropy and the relaxation phenomenon is essential in the analyses of nonequilibrium flows at least far downstream of the throat.

It must be noticed that it is quite possible to repeat the above analyses for nonequilibrium flows of a dissociating gas or an ionizing gas.
1. Introductory Remarks

There have been many studies of nonequilibrium nozzle flows of vibrationally relaxing or chemically reacting gases, almost all of which have been numerical and only a few analytical. From the practical point of view, the numerical solutions themselves are valuable, but they are not always sufficient for developing general and theoretical discussions. The main reason lies in the "ambiguity" in the accuracy of the numerical results. This is particularly the case for the determination of critical mass flows in nonequilibrium nozzle flows. Therefore it is desirable and useful to obtain, if possible, an analytical solution for the subsonic region in nonequilibrium nozzle flows.

The author has already made some discussions of the problem of determining critical mass flows. Here the discussions will be taken further, and for an ideal dissociating diatomic gas, a new attempt at solving analytically the subsonic region of nonequilibrium nozzle flows will be made.

Up to the present, many devices for simplification of the analysis have been introduced for this problem. Among them, we will use Lighthill's gas model, the Freeman-type rate equation and the assumption $\varepsilon \ll 1$, where the parameter $\varepsilon$ is the ratio of the temperature at the critical point to the dissociation energy. All physical quantities are assumed to be capable of being expressed in the form of perturbation expansions in powers of $\varepsilon$. These expansions are, however, not always permitted without any restriction on the boundary conditions and nozzle shapes and
sizes. Qualitative study on regimes of the subsonic region for
the two limiting cases of equilibrium and frozen flows will make
it clear that, at least when $K = O(1)$ or $(1 - \epsilon K)/K = O(1)$,
where the parameter $K$ is the ratio of the dissociated mass
fraction to the parameter $\epsilon$, it is natural and reasonable to
assume tentatively that perturbation expansions in powers of $\epsilon$
are possible for all flow variables. This also suggests that it
may be possible to expand the flow variables in such perturbation
expansions even for general nonequilibrium flows which are not
markedly deviated from equilibrium at least in the subsonic
region considered.

When the perturbation method is applied to the first approx-
imation, a singularity appears near the throat. The method
of strained coordinates, or the P. L. K. method, must therefore
be applied in order to obtain a uniformly valid solution in the
whole subsonic region. The solution constructed by this method
finally contains only the two parameters $\epsilon$ and $K$, the values of
which are estimated beforehand as precisely as possible. This
is applied to the stagnation point to determine the exact values
of $\epsilon$ and $K$. Once these are determined, the solution is valid
not only in the subsonic region but also in the supersonic region
up to some point downstream of the throat. However, the solution
cannot always be applied to an arbitrary region downstream of
the throat. In order to improve the solution so that it is valid
in any supersonic region, a few more difficulties must be over-
comened, and in this point, the studies by Cheng and Lee are
significant and instructive. However, considerations on the
supersonic region will not be made here.
2. Basic Equations

The governing equations for an ideal dissociating diatomic gas may be written as

\[ p u A = \rho u \text{, const.} \]

\[ \frac{1}{2} u^2 + h = h_0 \]

\[ \frac{d h}{\rho} - \frac{1}{\rho} dp = 0 \]

\[ u \frac{d \alpha}{d x} = C T^{1+\rho} \left[ (1 - \alpha) T e^{-\rho} - \frac{\rho - \alpha^2}{\rho - \alpha^2} \right] \]

\[ h = (4 + \alpha) \frac{R}{W_2} T + \frac{R}{W_2} D \alpha \]

\[ p = \frac{R}{W_2} \rho T^{1+\alpha} \]

where \( A \) is the cross-sectional area ratio (equal to \( 1+A \) in the previous chapters) and the parameters \( \rho_D, C, d \) and \( s \) in the rate equation (4) are constants characteristic to each gas. The other notations in this chapter are the same as those in Ch. I, unless otherwise defined. For an equilibrium flow, Eq. (3) can be replaced by an equation expressing the constancy of entropy, which becomes algebraic when \( d = 0 \), namely

\[ 3 \ln \left( \frac{T^3}{D} \right) + (1+\alpha) \frac{D}{T} + \alpha + 2 \ln \left( \frac{\alpha}{1-\alpha} \right) = \text{const.} \]

and Eq. (4) can be replaced by the law of mass action

\[ \frac{\alpha^2}{1-\alpha} = \frac{\rho_D}{\rho} \exp \left( -\frac{D}{T} \right) \]

In this chapter, we consider only the case of \( d = 0 \) for brevity.

Here we introduce nondimensionalized quantities

\[ \sigma = \frac{A}{A*} \quad \hat{a} = \frac{a^*}{a*} \quad \hat{\rho} = \frac{\rho}{\rho*} \]
\[ \tilde{u} = \frac{u}{u_*}, \quad \theta = \frac{T_*}{T}, \quad g(\sigma) = \left(\frac{dA}{dx}\right) \left(\frac{dA}{dx}\right)_*, \]

and parameters

\[ \epsilon = \frac{T_*}{D}, \quad K = \frac{D}{T_*}, \quad \frac{\alpha_*}{\epsilon}, \quad \Gamma = \frac{2K}{M_*^2} \]

\[ \varphi = \frac{c_*}{\alpha_*}, \quad Q = -P\alpha_*[ K \left(\frac{dA}{d\sigma}\right)_*], \]

where

\[ M_* = u_b \sqrt{\frac{R}{W_2}T_*}, \]

\[ P = \left[ \frac{u_*}{A_*} \left(\frac{dA}{d\sigma}\right)_* \left(\frac{dA}{dx}\right)_* \right] \left[ \frac{C}{\rho P} T_* \rho_* \rho_* \right]^2, \]

\[ \frac{c_*^2}{1-c_*} = \frac{\rho_P}{\rho_*} \exp \left( -\frac{D}{T_*} \right). \]

Substituting these into the basic equations, we have

\[ \frac{\partial \tilde{u}}{\partial t} = 1, \]

\[ \theta \tilde{d} = \left( \frac{1}{K + \epsilon \tilde{a}} \right) \frac{d\theta}{\tilde{\rho}} + \frac{3}{K} \frac{d\theta}{\theta}, \]

\[ \tilde{u}^2 = 1 + \Gamma \left[(1-\tilde{a}) + \frac{1}{K} \left(1-\frac{1}{\theta}\right) + \epsilon \left(1-\frac{\tilde{a}}{\theta}\right) \right], \]

\[ \frac{\tilde{u}}{\tilde{d}} \frac{d\tilde{a}}{d\sigma} = \frac{\theta \tilde{b}}{K\sigma} \left( \frac{1-\epsilon K \tilde{a}}{1-\epsilon K \sigma} \right) \exp \left( -\frac{1}{\epsilon} (\theta - 1) - \beta \tilde{a} \right). \]

Especially, for equilibrium flows, Eqs. (15) and (17) are replaced, respectively, by

\[ (\theta - 1) + \epsilon K (\theta - 1) + \epsilon \ln \theta + \epsilon K (\alpha - 1) + 2 \epsilon \ln \alpha + 2 \epsilon \ln \left(\frac{1 - \epsilon K}{1 - \epsilon K \alpha} \right) = 0, \]

\[ \tilde{a}^2 \left(\frac{1 - \epsilon K}{1 - \epsilon K \alpha} \right) = \frac{1}{\rho} \exp \left[ \frac{1}{\epsilon} (1-\theta) \right]. \]

Now, for general nonequilibrium flows, combining Eqs. (14), (15) and (16) yields
The regularity condition of Eq. (20) at the sonic point yields

\[ \Gamma' = \frac{6K}{(4+\epsilon K)(1+\epsilon K)}, \]  

(21)

\[ \left( \frac{d\alpha}{d\sigma} \right)_* = -\frac{1}{K} \frac{(1+\epsilon K)(4+\epsilon K)}{[1+\epsilon(K-3)]}. \]  

(22)

The equation defining \( \Gamma' \) yields, with Eq. (21),

\[ M_*^2 = \frac{1}{3}(1+\epsilon K)(4+\epsilon K). \]  

(23)

3. General Discussions

In our analysis in this chapter, the parameter \( \epsilon \) plays a very important and indispensable role, since every discussion is made under the assumption

\[ \epsilon \ll 1. \]  

(24)

The Arrhenius factor with small \( \epsilon \) makes the composition \( \alpha \) very sensitive to perturbation in the temperature or in \( \theta \). The next most important parameter is \( K \), which is the ratio of the energy stored in dissociation to the energy associated with the translational motion.

Now Eq. (16) at the critical point can be written in the form

\[ \alpha_*^2 + (11+\frac{6}{\epsilon})\alpha_* + (28-6\frac{\beta}{\epsilon}) = 0, \]  

(25)

where

\[ \beta = h_0(\frac{R}{W_1})D. \]  

(26)

Equation (25) can be taken as a quadratic with respect to \( \alpha_* \).
and can be solved as follows

\[ a_\ast = \frac{1}{2\varepsilon} \left[ -(6+11\varepsilon) + \sqrt{36 + (132+24\beta)a_\ast + 9\varepsilon^2} \right], \]

or

\[ K = \frac{1}{2\varepsilon} \left[ -(6+11\varepsilon) + \sqrt{36 + (132+24\beta)a_\ast + 9\varepsilon^2} \right]. \]  

(27)

In Fig. 1, the parameter K is shown as a function of the parameter \( \varepsilon \) and the gas density at the critical point for equilibrium flows. In Figs. 2 and 3, the parameters \( \varepsilon \) and K for equilibrium flows, determined purely numerically, and those for frozen flows, which are determined from the following equations,

\[ \epsilon_f = \frac{6(\beta-\alpha_0)}{(7+\alpha_0)(4+\alpha_0)}, \]  

(28)
are presented as functions of $\alpha_0$ and $\beta$, the values of which are specified at the reservoir. It is quite easy to see that

\[ K_f = \frac{a_0(7+a_0)(4+a_0)}{6(\beta-a_0)}. \]  

Fig. 2 Parameter $\varepsilon$ for equilibrium flows and frozen flows as a function of the degree of dissociation $\alpha_0$ and the parameter $\beta$.

Fig. 3 Parameter $K$ for equilibrium flows and frozen flows as a function of the degree of dissociation $\alpha_0$ and the parameter $\beta$. 
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\[ \epsilon_f < \epsilon < \epsilon_c \]

\[ K_s < K < K_f. \]

These help considerably in roughly determining the values of \( \epsilon \)
and \( K \) beforehand in our analysis, as discussed below.

It may easily be seen that both the parameters \( P \) and \( \varphi \)
indicate the degree of departure of the flow from equilibrium,
and they are related to each other by the relation

\[ P = \left( 1 - \left( \frac{1 - \epsilon K}{1 - \epsilon K \varphi} \right)^2 \right). \]  

\[ (32) \]

For equilibrium flows, the equations of energy and entropy
becomes as follows at the stagnation point

\[ \left( \frac{14}{3} - \frac{4}{\theta_0} \right) + K(1 - \alpha_0) + \epsilon K \left( \frac{11}{6} - \frac{\alpha_0}{\theta_0} \right) + \frac{1}{6} \epsilon^2 K^2 = 0, \]

\[ (33) \]

\[ (\theta_0 - 1) + \epsilon K (\alpha_0 \theta_0 - 1) - 3 \epsilon \ln \theta_0 + \epsilon^2 K (\alpha_0 - 1) + 2 \epsilon \ln \alpha_0 + 2 \epsilon \ln \left( \frac{1 - \epsilon K}{1 - \epsilon K \alpha_0} \right) = 0. \]

\[ (34) \]

We can easily understand that the most significant flow regimes
practically and theoretically are those in the cases of \( K \gtrless 0(1) \)
and \( (1 - \epsilon K) = O(1) \). With Eqs. (33) and (34), under the con-
dition of Eq. (24), we obtain the results in these cases as
follows:

(i) the case of \( \epsilon K = 0(1) \) and \( (1 - \epsilon K) = 0(1) \)

\[ \alpha_0 = 1 + O(\epsilon), \]

\[ \theta_0 = 1 + O(\epsilon), \]

\[ (35) \]

(ii) the case of \( \epsilon K = 0(\epsilon) \) or \( K = 0(1) \)

\[ \alpha_0 = \left( 1 + \frac{2}{3 \epsilon K} \right) + O(\epsilon), \]

\[ \theta_0 = 1 + O(\epsilon). \]

\[ (36) \]

In Figs. 4 and 5, the nondimensionalized degree of dissociation
and inverse temperature at the reservoir (obtained purely nu-
merically) are presented as functions of $\alpha_0$ and $\beta$, and it can be seen that these illustrate well the features which have been discussed. The characteristic values of $N_2$ gas used in these
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Fig. 4. Ratio of the degree of dissociation at the reservoir to that at the throat, $\alpha_0/\alpha_*$, as a function of $\alpha_0$ and $\beta$.
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Fig. 5 Ratio of the temperature at the throat to that at the reservoir, $T_*/T_0$, as a function of $\alpha_0$ and $\beta$. 99
4. Solution by the P. L. K. Method

4.1 Nonequilibrium Solution

We consider the case where the nozzle geometry is given, for example, by

\[
\frac{A}{A_i} = (1 + kx^2),
\]

(37)

where \( k \) is a positive constant. Then the function \( g(\sigma) \) which was introduced in the process of nondimensionalization is determined in the form

\[
g(\sigma) = \delta \left( \frac{\sigma - \sigma_1}{1 - \sigma_1} \right)^{1/2}, \quad \delta = \begin{cases} 1 & \text{if } x < 0, \\ -1 & \text{if } x > 0. \end{cases}
\]

(38)

The following analysis is carried out under the conditions

\[
\varphi = 0(1)
\]

(39)

\[
K = 0(1)
\]

(40)

in addition to that of Eq. (24). The condition of Eq. (39) means that the flow at the critical point does not deviate markedly from equilibrium. Then it is natural and reasonable.
to assume that the flow variables can be expressed in the form of perturbation expansions in powers of $\varepsilon$ as follows

$$
\begin{align*}
\dot{a} &= a_0 + \varepsilon a_1 + \varepsilon^2 a_2 + O(\varepsilon^3), \\
\dot{\theta} &= \theta_0 + \varepsilon \theta_1 + \varepsilon^2 \theta_2 + O(\varepsilon^3), \\
\dot{\sigma} &= \sigma_0 + \varepsilon \sigma_1 + \varepsilon^2 \sigma_2 + O(\varepsilon^3), \\
\dot{t} &= t_0 + \varepsilon t_1 + \varepsilon^2 t_2 + O(\varepsilon^3), \\
\dot{u} &= u_0 + \varepsilon u_1 + \varepsilon^2 u_2 + O(\varepsilon^3),
\end{align*}
$$

where $a_0, \alpha_1, \alpha_2, \ldots, t_0, \theta_1, \theta_2, \ldots, \sigma_1, \sigma_2, \ldots$ are all functions of a new independent variable $\xi$, and satisfy the boundary conditions

$$
\begin{align*}
a_* = t_* = \gamma_* = \xi_* = 1, \\
a_{i*} = \theta_{i*} = u_{i*} = \sigma_{i*} = 0, & \quad (i = 1, 2, \ldots).
\end{align*}
$$

Furthermore the parameters $K$, $\Gamma$, $\varphi$, and $Q$ can also be expanded in power series of $\varepsilon$ as

$$
\begin{align*}
K &= K_0 + \varepsilon K_1 + \varepsilon^2 K_2 + O(\varepsilon^3), \\
\Gamma &= \Gamma_0 + \varepsilon \Gamma_1 + \varepsilon^2 \Gamma_2 + O(\varepsilon^3), \\
\varphi &= \varphi_0 + \varepsilon \varphi_1 + \varepsilon^2 \varphi_2 + O(\varepsilon^3), \\
Q &= Q_0 + \varepsilon Q_1 + \varepsilon^2 Q_2 + O(\varepsilon^3).
\end{align*}
$$

The justification for expanding the parameters in such forms as Eq. (43) comes from the assumption of Eq. (41), since the values of these parameters can be finally determined after solving the whole flowfield in the subsonic region, as carried out with Eq. (41).

Substituting Eq. (43) into Eq. (21), and considering the condition of Eq. (40), we have

$$
\begin{align*}
\gamma &= \frac{3}{2} \varepsilon, \\
\Gamma_1 &= -\frac{15}{8} \varepsilon^2 + \frac{3}{2} K_1,
\end{align*}
$$

$$
\Gamma_2 = \frac{63}{32} \varepsilon^3 - \frac{15}{4} \varepsilon^2 K_1 + \frac{3}{2} K_2, \ldots
$$
Similarly substituting Eq. (43) into Eqs. (22), (32) and the last equation of Eq. (10), and considering the condition of Eq. (39) as well as that of Eq. (40), we have

\[
\begin{align*}
q & = \frac{1}{4}(1-f^2), \\
Q_1 & = -\frac{1}{2}f\varphi_1 + \frac{1}{4}e(1-f) + \frac{1}{4}e(2-3f) + \frac{1}{2}f\varphi_1 + \frac{1}{4}\left(3+\frac{1}{4}e\right)(1-f^2), \\
Q_2 & = -\frac{1}{4}\left(3+\frac{1}{4}e\right)\left[(1-f) + \frac{1}{4}\left(3+\frac{1}{4}e\right)(1-f^2)\right] \\
& - \frac{9}{4}\left(1-\frac{1}{4}e\right)(1-f^2) + \frac{1}{4}(1-f) f^2, \ldots
\end{align*}
\]

where it is assumed that

\[
(1-\varphi^2) = O(1),
\]

in addition to the condition of Eq. (39). Systematic analysis requires that the function \(g(\sigma)\) can also be expanded in power series, for example, as

\[
g = G + \epsilon g_1 + \epsilon^2 g_2 + O(\epsilon^3),
\]

where

\[
G = \delta\left(\frac{\xi - \xi_i}{1 - \xi_i}\right),
\]

\[
g_1 = \frac{1}{2}\left(\frac{\sigma_1 - \sigma_{i+1}}{1 - \xi_i}\right),
\]

\[
g_2 = \frac{1}{2}\left[\frac{\sigma_2 - \sigma_{i+1}}{1 - \xi_i} + \frac{\sigma_{i+1}}{1 - \xi_i} + \frac{\sigma_{i+1}(\sigma_1 - \sigma_{i+1})}{(1 - \xi_i)(\xi - \xi_i)} + \left(\frac{\sigma_{i+1}}{1 - \xi_i}\right)^2\right]
\]

\[
- \frac{1}{8}\left[\frac{\sigma_1 - \sigma_{i+1}}{1 - \xi_i} + \frac{\sigma_{i+1}}{1 - \xi_i}\right]^2, \ldots
\]

It is clear that these expansions are possible only when the two conditions

\[
\xi \geq \xi_i,
\]

\[
\frac{d\sigma_i}{d\xi} = \text{finite} = O(1),
\]
are satisfied. Combining Eq. (12) and the last equation of Eq. (10) with Eqs. (49) and (50), we have

\[
\begin{align*}
2\sqrt{k}\xi \left(\frac{1}{\xi_0} - 1\right)^{\frac{3}{2}} & = \left[ C_n \rho_0 \exp\left(-\frac{2}{\kappa}\right) \right] \left[ 2\sqrt{\frac{2}{3}} \sqrt{R_{\text{m}}} D_{\text{m}} \right] \left[ \frac{1}{\sqrt{1+\varepsilon}} \frac{\varepsilon^2 \pi^{1/2} + f \varepsilon^2}{\left(\varepsilon^2 + f^2\right)^{3/2}} \right], \\
\frac{\sigma_{tt}}{\xi_t} & = \frac{1}{2} \xi_t (1 - \xi_t) \frac{1}{8} \frac{\sigma_1}{1 - \xi_t} (1 - \xi_t)^2 = \frac{Q}{q} - 2f - 4g, \\
\frac{\sigma_{tt}}{\xi_t} & = \frac{1}{2} \xi_t (1 - \xi_t) \frac{1}{8} \frac{\sigma_1}{1 - \xi_t} (1 - \xi_t)^2 = \frac{Q}{q} + \frac{Q_1 K_1}{q} - \frac{2K_1}{\kappa} + \frac{5}{8} + 6f - 4g, \\
\frac{\sigma_{tt}}{\xi_t} & = \frac{1}{2} \xi_t (1 - \xi_t) \frac{1}{8} \frac{\sigma_1}{1 - \xi_t} (1 - \xi_t)^2 = \frac{Q}{q} + \frac{Q_1 K_1}{q} - \frac{2K_1}{\kappa} + \frac{5}{8} - f + 2g.
\end{align*}
\]

These are used in order to determine the values of \( f, \varphi_1, \varphi_2, \ldots \).

Substituting Eqs. (41), (43) and (47) into Eqs. (14) to (17), we obtain

\[
\begin{align*}
\theta_1 & = 2\ln f - \ln \left[ \frac{a^2}{\xi_t} + \frac{4K_1}{\kappa} \right], \\
tda & = -\frac{1}{\kappa} \left( \frac{d\xi_t}{\xi_t} + \frac{d\eta}{\eta} \right) + \frac{3}{\kappa} \frac{dt}{t}, \\
2\mu_1 & = \Gamma_1 \left[ \left( 1 - \alpha \right) + \frac{4}{\kappa} \left( 1 - \frac{1}{t} \right) \right] + \gamma \left[ \left( 1 - \alpha \right) - \frac{4}{\kappa} \theta_1 \left( 1 - \frac{1}{t} \right) \frac{4K_1}{\kappa^2} \right], \\
\theta_1 da + tda & = -\frac{1}{\kappa} \left[ \frac{d\alpha}{\alpha} - \frac{u_1}{u_1} \frac{d\eta}{\eta} \right] + \left( \frac{d\sigma_1}{\xi} - \frac{a t^2}{\xi^2} \right) - \frac{a}{\kappa^2} \left( 1 - \frac{K_1}{\kappa^2} \right) \left( \frac{d\sigma_1}{\eta} + \frac{d\xi}{\xi} \right) \\
& + \left( \frac{3}{\kappa} \frac{d\theta_1}{t} - \frac{d\sigma_1}{\sigma_1 \xi^2} \right) - \frac{3}{\kappa} \frac{K_1}{\kappa^2} \left( \frac{d\sigma_1}{t} \right), \\
\theta_2 & = 2\varphi_1 f + \varepsilon f - \alpha_1 u + \frac{u_1}{\gamma} + \frac{\sigma_1}{\xi} \\
& \left[ \frac{1 + K_1}{\kappa} \right] \left( \frac{d\sigma_1}{\xi} + \frac{da}{\xi} \right) + \frac{Q_1 K_1 + \xi_t + a}{\kappa} + \frac{2 \xi_t + 3 u_1}{\gamma} - \frac{2 \alpha_1}{a} - \frac{\theta_1}{t} + \frac{d\sigma_1}{\xi} \right] \\
& \left[ 1 + \frac{\kappa \sigma_1}{a^2} \right] \left( \frac{d\sigma_1}{\xi} \right).
\end{align*}
\]
\[ u_t^2 + 2 \tau u_\alpha = \tau \left( \frac{\theta_2}{t^2} - \frac{\theta_1^2}{t} \right) - \alpha \frac{a_1}{t} - a_0 \frac{a_0}{t^2} \frac{\theta_1}{t} \frac{4K_1}{t^2} + \frac{4}{\kappa} \left( \frac{K_1^2}{\kappa^2} - \frac{K_2}{\kappa} \right) \]
\[ \times \left( 1 - \frac{1}{t} \right) + \Gamma_1 \left( \frac{1-a}{t} \right) + \alpha_1 \left( \frac{a_0}{t} - \frac{a_0}{t^2} \frac{\theta_1}{t} \frac{4K_1}{t^2} \right) \]
\[ + \Gamma_2 \left( 1 - a \right) + \frac{4}{\kappa} \left( 1 - \frac{1}{t} \right) \]

\[ \left( \frac{\partial \theta}{\partial t} + \theta_1 \frac{d \alpha}{d \tau} + \theta_2 \frac{d \beta}{d \tau} \right) = -\alpha \frac{a_1}{t} - a_0 \frac{a_0}{t^2} \left( \frac{\partial \theta_1}{\partial t} - \frac{\theta_1}{t} \frac{4K_1}{t^2} \right) \]
\[ - \frac{\theta_1}{\kappa} \left( \frac{K_1^2}{\kappa^2} - \frac{K_2}{\kappa} \right) \frac{dt}{t} - \frac{\partial \theta_1}{\partial t} \left( \frac{\partial \theta_1}{\partial t} + \frac{\theta_1}{t} \frac{4K_1}{t^2} \right) \]
\[ + \frac{3}{\kappa} \left( \frac{K_1^2}{\kappa^2} - \frac{K_2}{\kappa} \right) \frac{dt}{t} - \frac{\partial \theta_1}{\partial t} \left( \frac{\partial \theta_1}{\partial t} + \frac{\theta_1}{t} \frac{4K_1}{t^2} \right) \]

With the boundary conditions of Eq. (42), Eq. (52) yields
\[
\begin{align*}
t &= 1, \\
\eta^3 &= 1 + \gamma (1 - a), \\
a &= 1 - \frac{2}{\tau} \ln (\xi \eta).
\end{align*}
\]

It can be found that
\[
\left( \frac{d \xi}{da} \right) = 0, \quad \text{at} \quad \xi = \frac{2}{\sqrt{3}} \psi^{1/6},
\]
and so the condition of Eq. (49) is satisfied by setting
\[
\xi = \frac{2}{\sqrt{3}} \psi^{1/6}, \quad \eta = \frac{\sqrt{3}}{2}, \quad a = \left( 1 + \frac{1}{\psi} \right).
\]

With Eq. (55) and the boundary conditions of Eq. (42), Eq. (63) yields
\[
\begin{align*}
\theta_1 &= 2 \ln f - \ln \left[ \frac{a^2}{\xi^2} + \epsilon q \xi \gamma^3 G \left( \frac{d \alpha}{d \xi} \right) \right] \\
\left[ \begin{array}{c}
1 \\
\frac{1}{\kappa}
\end{array} \right] & \left[ \begin{array}{c}
a_1 \\
u_1
\end{array} \right] = \left[ \begin{array}{c}
-\frac{1}{\kappa} \left( \frac{a_1}{\xi} \right) - \int_1^\xi \theta_1 d \alpha - \int_1^\xi \left( \frac{a - K_1}{\kappa^2} \right) d \alpha (\ln \xi \eta) d a + \frac{3}{\kappa} \theta_1 \\
\frac{\Gamma_1}{\tau} + 1 \end{array} \right] (1 - a) + \frac{4}{\kappa} \theta_1.
\end{align*}
\]
Letting

\[ J = \begin{vmatrix} 1 & \frac{1}{\kappa} \\ \frac{2}{r-y} & 2 \end{vmatrix} = \left( \frac{2}{r} \gamma^{2} - \frac{1}{\kappa} \right), \tag{59} \]

we have

\[ J = 0 \quad \text{at} \quad \eta = \eta_{i} \quad \text{or} \quad \xi = \xi_{i}. \tag{60} \]

Then it follows that

\[
\frac{1}{\kappa} \left( \frac{\varepsilon_{1}}{\xi} \right)_{i} - \int_{1}^{\varepsilon_{1}} \theta_{i} d\alpha_{i} - \int_{1}^{\varepsilon_{1}} \left( a - \frac{K_{1}}{\kappa} \right) \frac{d}{da} \ln \xi d\alpha_{i} + \frac{3}{\kappa} \theta_{i1} + \frac{1}{\kappa} \left( \frac{\Gamma_{1}}{r} + 1 \right) (1 - a_{i}) \frac{4}{\kappa} \theta_{i} \frac{1}{2} \gamma \right|_{\frac{1}{\kappa}} = 0, \tag{61} \]

which gives one of the conditions that must be satisfied by the straining function \( \sigma_{1} \). Hence we consider the function \( \sigma_{1} \) in the form

\[
\frac{\sigma_{1}}{\xi} = \frac{1}{2} r^{2} (\gamma^{2} - 1) + \varepsilon_{1} \left( 1 + \frac{\Gamma_{1}}{r} \right) (a - 1) - \theta_{1} \frac{1}{\kappa} \int_{1}^{\varepsilon_{1}} \theta_{i} d\alpha_{i} - K_{1} (a - 1) - 7_{1}^{2} (1 - 7_{1}^{2}) (1 - r) \theta_{1} (a), \tag{62} \]

where \( \theta_{1} (a) \) is an arbitrary regular function of \( a \). It is easy to confirm that Eq. (62) satisfies the boundary conditions of Eq. (42). Since, moreover, the function \( \sigma_{1} \) must satisfy the condition of Eq. (50), the regular function \( \theta_{1} (a) \) must satisfy

\[
\left[ \frac{d}{da} \left( \frac{\sigma_{1}}{\xi} \right) \right] = \varepsilon_{1} a_{1} + \varepsilon_{1} \left( 1 + \frac{\Gamma_{1}}{r} \right) \left( \frac{d\theta_{i}}{da} \right) - \varepsilon_{1} \frac{1}{\kappa} - K_{1} - \frac{3}{8} \varepsilon_{1} = 0, \tag{63} \]

which is not the sufficient condition but the necessary one for Eq. (50). By choosing such \( \sigma_{1} \), we obtain

\[
\begin{aligned}
\frac{u_{1}}{\gamma} &= \frac{1}{2} (1 - \gamma^{2}) \theta_{1} (a), \\
\frac{\sigma_{1}}{\xi} &= -\frac{2}{r} \gamma^{2} \left( \frac{u_{1}}{\gamma} \right) + \left( 1 + \frac{\Gamma_{1}}{r} \right) (1 - a) + 4 \frac{\theta_{1}}{\varepsilon_{1}}. \tag{64}
\end{aligned}
\]
Similarly Eq. (52) in conjunction with the boundary conditions of Eq. (42) yields

\[
\frac{\theta_2}{\eta} = \frac{2}{\gamma (1-\gamma^3)} \theta_2(a),
\]

\[
a_2 = \frac{2}{\gamma} \left[ \left( \frac{u_2}{\eta} \right)^2 + 2 \left( \frac{\Gamma_2}{\gamma} \right) \left( \frac{u_2}{\eta} \right) \right] - \frac{1}{\gamma} \left[ \left( \frac{u_1}{\eta} \right)^2 + 4 \left( \frac{\theta_2 - \theta_1}{\gamma^2} \right) - \theta_1 - a \theta_1 - \frac{4K_1}{\gamma} \theta_1 \right.
\]
\[
+ \frac{\Gamma_2}{\gamma} (1-a) - \left( \frac{\Gamma_1}{\gamma} \right) (1-a) \left( \frac{u_2}{\eta} \right)
\]

where the function \( \theta_2(a) \) is also an arbitrary function of \( a \), which satisfies

\[
\left[ \frac{d}{da} \frac{a_2}{\xi} \right] = -\kappa \theta_{22} - \kappa \theta_{11} + \kappa^2 a_{11} + \kappa (1-\theta_{11}) \left( \frac{d \alpha_1}{da} \right)_1 + (\kappa \theta_1 - \theta_{11}) \left( \frac{d \alpha_1}{da} \right)_1 + (5 \theta_{11} + \frac{2K_1}{\gamma} - \kappa a_1)
\]
\[
\times \left( \frac{d \theta_1}{da} \right)_1 + \kappa \left( \frac{\Gamma_2}{\gamma} - \frac{\kappa K_2}{\gamma^2} \right) + \kappa \left( \frac{\Gamma_1}{\gamma} - \Gamma_2 \right) (a-1) - \kappa a_2 - 2 \left( \frac{\theta_2 - \theta_1}{\gamma^2} \right) \left( \frac{u_1}{\eta} \right) + \frac{K_1}{\gamma} \left( \frac{u_1}{\eta} \right)
\]
\[
- \kappa \left( \frac{d}{da} \frac{a_2}{\eta} \right)_1 - \kappa (1-\gamma^3) \left( \frac{2 \xi}{\gamma} - \gamma^2 \right) \theta_2(a),
\]

4.2 Equilibrium Solution

For equilibrium flows, the solution obtained above can be
considerably simplified, since the rate equation, Eq. (17), is replaced by the law of mass action, Eq. (19), and then the function \( g(\sigma) \) does not appear in the basic equations. In this case, we may put \( \varphi = 1 \) and the expansion of the function \( g(\sigma) \) in powers of \( \varepsilon \) becomes unnecessary. Hence the conditions of Eqs. (49) and (50) can be omitted, and the position of the nozzle throat may be determined as the point where the function \( c(\xi) \) takes its minimum value. The retention of the conditions of Eqs. (49) and (50), however, even for the equilibrium flows would be convenient and useful in order to compare the equilibrium solution with the nonequilibrium one having the same reservoir conditions. The equilibrium solution are given below.

\[
\begin{align*}
t &= 1, \\
\mathcal{V}^2 &= 1 + \gamma (1 - a), \\
\alpha &= 1 - \frac{1}{\kappa} \ln (\xi \eta), \\
\theta_1 &= \kappa (1 - a) - 2 \ln a, \\
\frac{u_1}{\gamma} &= \gamma^2 (a-1) \left[ \left( 1 + \frac{1}{\gamma} \right) - a \right] \theta_1(a), \\
\sigma_1 &= \kappa^2 (a^2 - 1) + \kappa \left( \Gamma - \kappa \right) (a-1) + 2 \gamma a \ln a + 2 \ln a \\
&+ 2 \frac{\kappa}{\gamma} \left( \frac{u_1}{\gamma^2} \right) - \left( \frac{u_1}{\gamma} \right), \\
\theta_2(a_1) &= \frac{8}{3 \kappa} \left[ \kappa^2 (a^2 - 1) + \kappa^2 \left( \Gamma - \kappa \right) (a-1) + 2 \gamma a \ln a + 2 \ln a - K_1 \right], \\
\theta_2 &= \kappa (1 - a) - 2 \frac{\alpha_1}{a} + \frac{\sigma_1}{\xi} + \frac{u_2}{\gamma}, \\
\alpha_2 &= - \frac{2}{\gamma} \left( \frac{u_2}{\gamma} \right) + 2 \frac{\Gamma}{\kappa} \frac{u_1}{\gamma} - \frac{1}{\gamma} \left( \frac{u_1}{\gamma} \right) + \frac{4}{\kappa} \left( \theta_2 - \theta_1^2 \right) - \alpha_1 + a \theta_1 \end{align*}
\]
\[
\frac{a_2}{\xi} = \frac{1}{2} \left( \frac{a_1}{\xi} \right)^2 - \varepsilon \int_1^{\frac{a_1}{\xi}} \theta_2 \, da - \varepsilon \int_1^{\frac{a_1}{\xi}} \theta_1 \left( \frac{da_1}{da} \right) \, da - \kappa \int_1^{\frac{a_1}{\xi}} \frac{d}{da} \left( \frac{a}{\xi} \right) \, da \\
+ \varepsilon \int_1^{\frac{a_1}{\xi}} a \, da + \frac{K_1}{\varepsilon} \left( \frac{a_1}{\xi} \right) + \frac{K^2}{\kappa^2 - K^2} (a-1) - \theta_2 + \frac{5}{2} \theta_1^2 \\
+ \frac{K_1}{\varepsilon} \theta_1 + \varepsilon (a_1 - a_0) + \frac{\Gamma_{1,1}}{\sqrt{\pi}} \left( -1 \right) + \frac{1}{2} \left( \frac{u_1}{\eta} \right)^2 \\
+ \frac{\kappa}{\eta^2} \left( \frac{u_1}{\eta} \right)^2 - 2 \frac{\varepsilon \Gamma_{1,1}}{\sqrt{\pi}} \left( \frac{u_1}{\eta} \right)^2 + \frac{K_1}{\kappa} \left( \frac{u_1}{\eta} \right)^2 - \kappa \int_1^{\frac{a_1}{\xi}} \frac{d}{da} \left( \frac{a}{\eta} \right) \, da \\
- \eta^2 (1-\eta^2) \left( 1 - \frac{2 \xi}{\eta} \right) \theta_2(a),
\]

where the subscript \( e \) is omitted for brevity.

\[
\theta_2(a_1) = \frac{8}{3 \varepsilon} \left[ -\kappa \theta_2 - \varepsilon \theta_1 + \varepsilon^2 a_1 + \varepsilon (1 - \theta_1) \left( \frac{da_1}{da} \right) - \left( \frac{d\theta_2}{da} \right) \right] + \left( \frac{5 \theta_1}{\eta} \right) \\
+ \frac{K_1}{\varepsilon} \left( \frac{d\theta_1}{da} \right) + \frac{K^2}{\kappa^2 - K^2} (a-1) - \theta_2 + \frac{5}{2} \theta_1^2 \\
+ \frac{3}{32} \left( \frac{\gamma}{\varepsilon} \right) \left[ \varepsilon (\theta_2(a_1))^2 + \varepsilon \left( \frac{1}{2} \frac{\gamma K_1}{\kappa^2 - 3 \kappa} \right) \right] \theta_2(a_1),
\]

4.3 Determination of Parameters \( \varepsilon \) and \( K \).

Though our analysis has been carried out as if the values of the two parameters \( \varepsilon \) and \( K \) were known in advance, these are actually determined only after solving the whole subsonic region. Finally, these parameters must be determined from the reservoir conditions, which can be described in terms of the two parameters \( \alpha_0 \) and \( \beta \). The condition of Eq. (40) implies

\[
\beta = \varepsilon \beta_0,
\]

where \( \beta_0 \) is a constant of order unity. Then Eq. (27) yields for small \( \varepsilon \)

\[
K = \left( \beta_0 - \frac{14}{3} \right) - \frac{11}{6} \left( \beta_0 - \frac{14}{3} \right) \varepsilon + \left( \frac{11}{6} \right) \left( \beta_0 - \frac{14}{3} \right) - \frac{1}{6} \left( \beta_0 - \frac{14}{3} \right)^3 \varepsilon^2 + O(\varepsilon^3),
\]

from which the parameters \( \kappa, K_1, K_2 \ldots \) can be determined as follows.
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\[ \kappa = \left( \hat{\beta}_0 - \frac{14}{3} \right), \]
\[ K_1 = -\frac{11}{6} \left( \hat{\beta}_0 - \frac{14}{3} \right), \]
\[ K_2 = \left( \frac{11}{6} \right)^2 \left( \hat{\beta}_0 - \frac{14}{3} \right) - \frac{1}{6} \left( \hat{\beta}_0 - \frac{14}{3} \right)^2, \]
\[ \text{......} \]

The solution of the degree of dissociation yields at the reservoir
\[ a_0 = \epsilon K a_0. \] (73)

Hence for the zeroth approximation, we have
\[ a_0 = \epsilon a_0, \] (74)
\[ K = \kappa, \] (75)

where
\[ a_0 = 1 + \frac{1}{\tau} = 1 + \frac{2}{3\kappa}, \] (76)

which yields
\[ \epsilon = \frac{1}{4} (\beta - a_0), \] (77)
\[ \kappa = \left( \frac{4\beta}{\beta - a_0} - \frac{14}{3} \right), \] (78)

For the first approximation, we have
\[ a_0 = \epsilon (\kappa + \epsilon K_1) (a_0 + \epsilon\alpha_1) = \epsilon [a_0 + \epsilon (\kappa\alpha_1 + K_1 a_0)], \] (79)
\[ K = \kappa + \epsilon K_1, \] (80)

where
\[ \alpha_0 = \frac{8}{\kappa} \ln \left( \frac{f_0}{a_0} \right) - \frac{1}{\tau} \left( \frac{5 + f_1}{\tau} \right), \] (81)

and the values of \( \epsilon \) and \( K \) must be determined numerically in this case. Similarly, for the second approximation, we have
\[ a_0 = \epsilon (\kappa + \epsilon K_2) (a_0 + \epsilon\alpha_2) \]
\[
\begin{align*}
K &= \kappa + \epsilon K_1 + \epsilon^2 K_2, \\
K &= \kappa + \epsilon K_1 + \epsilon^2 K_2,
\end{align*}
\]  

where

\[
\begin{align*}
\theta_{10} &= 2 \ln \left( \frac{f}{a_0} \right) - \frac{\kappa}{\gamma}, \\
\theta_{10} &= 2 \ln \left( \frac{f}{a_0} \right) - \frac{\kappa}{\gamma}, \\
\theta_{10} &= 2 \ln \left( \frac{f}{a_0} \right) - \frac{\kappa}{\gamma} + \frac{\gamma}{\kappa} \int_{1}^{a_0} \theta_1 \, da, \\
\alpha_{20} &= \frac{4}{\kappa} \left( \theta_{20} - \theta_{10}^2 \right) - \alpha_{10} - a_0 \theta_{10} - \frac{4K_2}{\epsilon^2} \theta_{10} + \frac{\gamma}{\kappa} (1-a_0) - \left( \frac{\gamma}{\kappa} \right)^2 (1-a_0).
\end{align*}
\]  

As in the first approximation, the values of $\epsilon$ and $K$ must be determined numerically.

5. Sample Calculations and Comparison with Numerical Results

In the basic equations, Eqs. (1) to (6), the independent variable is $x$, while in Eqs. (14) to (17), $\sigma$ is chosen as an independent variable instead of $x$. However, in the analysis by the P. L. K. method, the new independent variable $\zeta$ is introduced. In the actual calculations, it is more convenient to consider $\varphi = \varphi(\zeta)$ as an independent variable instead of $\zeta$, because $\zeta$ decreases upstream from the sonic point to the throat, where $\zeta = \zeta_0$, and then increases upstream from there to the reservoir, which leads to complications in the numerical procedure. On the contrary, the variable $\varphi$ increases monotonically from the critical point to the reservoir, and moreover the relations

\[
a_{s} = 1 \text{ at } \xi = \xi_{s}, \quad a_{t} = 1 + \frac{1}{4\tau} \text{ at } \xi = \xi_{t} \text{ and } a_{0} = 1 + \frac{1}{\gamma} \text{ at } \xi = \infty,
\]  

remain valid in the any higher approximation.

The actual numerical procedure is described below. For the given reservoir conditions, the values of the two parameters
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Fig. 6 Distribution of degree of dissociation $\alpha$ for an equilibrium flow along the nozzle axis.

Fig. 7 Distribution of temperature $T$ for an equilibrium flow along the nozzle axis.

$\varepsilon$ and $K$ are obtained from Eqs. (77) and (78), and it is confirmed that the conditions

$$\varepsilon \ll 1, \quad K = 0(1),$$

are really satisfied by these parameters. These are substituted
into the first equation of Eq. (51) and the value of $f$ is calculated, which will give the approximate measure of $f$ for the first approximation. Next it is confirmed that the condition $(1-f^2)/f^2 = 0(1)$ is really satisfied. From Eqs. (79) and (80) and the first equation of Eq. (51), the new values of $f$, $\varepsilon$ and $K$ for the first approximation are determined, and with these values of the parameters, the solution of the first approximation is completely determined. In a similar way, we can get the solution of any higher-order approximation. For the comparison with these solutions, the exact numerical solutions have been obtained by the R. K. G. method on a digital computer and are shown in Figs. 6, 7, and 8. In these sample calculations, the constants $\nu_1$ and $\nu_2$ are chosen as the regular functions $\Theta_1(a)$ and $\Theta_2(a)$, respectively.

6. Concluding Remarks

The analytical solutions of the subsonic region for equilibrium and nonequilibrium flows have been obtained by the P. L. K. method. Though the solutions are constructed under the
conditions $\xi \ll 1$, $K = O(1)$ and $(1 - \varphi^2)/\varphi^2 = O(1)$, it can be modified so as to be valid even under the conditions

(i) $\epsilon \ll 1$, $K = 0(1)$, $(1 - \varphi) = 0(\epsilon^m)$, $m = 1, 2, 3, ...$

(ii) $\epsilon \ll 1$, $\frac{1 - \epsilon K}{\epsilon K} = 0(1)$, $\varphi = 0(1)$.

The conditions (i), (ii) and those considered in our analysis cover reasonably well almost all the important conditions under which the dissociation and recombination phenomena take place predominantly, and the ionization and neutralization phenomena does not appreciably in the expanding flows. The sample calculations are carried out only for an equilibrium flow of $N_2$ gas, but of course the same calculations may be done for equilibrium flows of $O_2$ gas and other diatomic gases. The main purpose of this work, however, lies in obtaining the analytical solution for nonequilibrium flows. The sample calculations for nonequilibrium flows are thus very important in order to evaluate the results obtained here, and will be carried out in the near future by the author. One of the most important merits of our method is that it yields exact distributions of flow parameters even near and at the critical point within the accuracy of the order of the approximation considered.

As mentioned in the introduction, once the values of $\varphi$, $\epsilon$ and $K$ are determined, our solution is valid as far as some point downstream of the critical point. It is quite desirable for the solution to be valid at any point even downstream of the throat. Unfortunately, this is not possible, because on the downstream side, the quantity $\ln[\alpha^2/\xi^2 + \kappa_2^2 \xi^2] G(\frac{da}{d\xi})$ becomes negatively infinite at the location defined by

$$\left[1 + \frac{\epsilon_0^{2s} \varphi^3}{a^2} G\left(\frac{da}{d\xi}\right)\right] = 0.$$
In the vicinity of this location and downstream of it, other forms of perturbation expansions, if possible, must be devised. The studies by Cheng and Lee would be very instructive. This remains to be treated as well as the problem in the cases $\varphi^2 = 0(\epsilon^m)$, where $m = 1, 2, 3...$.
SUMMARY

The nonequilibrium effects arising from the rate processes in nozzle flow expansions of real gases have been discussed in detail. Emphasis is placed upon the analyses of subsonic region and effects of entropy on the flowfields and relaxation phenomena themselves.

The problem of predicting critical mass flows in nozzle flows of the vibrationally relaxing gas, ideal dissociating gas and singly ionizing gas is treated in Ch. I. A conclusion is drawn that, in general, at least theoretically under the fixed reservoir conditions, the maximum critical mass flow is the frozen one, while the minimum is the one which is somewhat smaller than the equilibrium.

Analytical and numerical solutions of nonequilibrium flows of vibrationally relaxing diatomic gases through nozzles are obtained under the various reservoir conditions in Ch. II. Some appropriate approximations are made for the rate equation, which enables us to treat the rate equation and the corresponding flow equations separately. It can exclude the difficulties in connection with the singularity of the flow equations at a sonic point. The proof of validity and reliability of the equilibrium-throat-approximation method is also given.

In Ch. III, the investigation of roles of entropy in the analyses of nonequilibrium nozzle flows is made. In the flows of vibrationally relaxing and chemically reacting gases, the nonequilibrium processes inevitably increase the entropy of gases. The effects of the increase in entropy on the critical mass flow, flow variables and relaxation phenomena themselves
are discussed.

The problem of solving the flows of an ideal dissociating diatomic gas is treated analytically by the method of strained coordinates (the P. L. K. method) in Ch. IV. The solution is constructed in the form of perturbation expansions in powers of $\epsilon$, the ratio of the temperature at the critical point and the dissociation energy. The sample calculations are carried out and compared with the exact numerical results for the equilibrium flow.

The numerical technique which has been used to integrate the system of ordinary differential equations in this work is the R. K. G. method, and the numerical calculations are carried out on a digital computer HITAC 5020 at the computing center at Kyoto University.
Symbols for Ch. I

\(a\) \hspace{1cm} \text{Constant in Eq. (8)}

\(a_e\) \hspace{1cm} \text{Equilibrium sound speed}

\(a_f\) \hspace{1cm} \text{Frozen sound speed}

\(1+\alpha\) \hspace{1cm} \text{Nozzle cross-sectional-area ratio}

\(b\) \hspace{1cm} \text{Constant in Eq. (8)}

\(c\) \hspace{1cm} \text{Local equilibrium value of } \alpha \text{ corresponding to local values of } T \text{ and } \rho

\(c_e\) \hspace{1cm} \text{Constant in Eq. (51)}

\(c_f\) \hspace{1cm} \text{Constant in Eq. (57)}

\(c_D\) \hspace{1cm} \text{Constant in Eq. (18)}

\(c_I\) \hspace{1cm} \text{Constant in Eq. (19)}

\(d\) \hspace{1cm} \text{Constant in Eq. (18)}

\(D\) \hspace{1cm} \text{Molecular dissociation energy of diatomic gas}

\(D^*\) \hspace{1cm} \text{Quantity defined in Eq. (135)}

\(E\) \hspace{1cm} \text{Local equilibrium value of } E_v \text{ corresponding to local value of } T

\(E_v\) \hspace{1cm} \text{Vibrational energy}

\(f_i(\xi)\) \hspace{1cm} \text{Function of } \xi \text{ defined in Eq. (91)}

\(F_{D}(M_f, \alpha)\) \hspace{1cm} \text{Function of } M_f \text{ and } \alpha \text{ defined in Eq. (106)}

\(F_{DO}\) \hspace{1cm} \text{Quantity defined in Eq. (106)}

\(F_{I}(M_f, \phi)\) \hspace{1cm} \text{Function of } M_f \text{ and } \phi \text{ defined in Eq. (142)}

\(F_{IO}\) \hspace{1cm} \text{Quantity defined in Eq. (142)}

\(F_v(M_f)\) \hspace{1cm} \text{Function of } M_f \text{ defined in Eq. (36)}

\(F_{VO}\) \hspace{1cm} \text{Quantity defined in Eq. (36)}

\(g^*\) \hspace{1cm} \text{Quantity defined in Eq. (135)}

\(G_D\) \hspace{1cm} \text{Quantity defined in Eq. (106)}
$G_D'$ Quantity defined in Eq. (112)

$G_D''$ Quantity defined in Eq. (135)

$G_I$ Quantity defined in Eq. (142)

$G_V$ Quantity defined in Eq. (36)

$G(\xi)$ Function of $\xi$ defined in Eq. (82)

$h$ Enthalpy per unit mole

$h(\xi)$ Function of $\xi$ defined in Eq. (86), equal to $1+A$

$i$ Constant in Eq. (19)

$I$ Ionization energy

$k_{f1}, k_{f2}$ Forward rate coefficients

$k_{r1}, k_{r2}$ Reverse rate coefficients

$K$ Nozzle constant

$K(T)$ Equilibrium constant

$l$ Constant in Eq. (12)

$L(p, p', q)$ Function of $p$, $p'$ and $q$ defined in Eq. (4)

$m$ Critical mass flow

$M_e$ Equilibrium Mach number

$M_f$ Frozen Mach number

$p$ Pressure

$P_e$ Bray's nonequilibrium parameter

$q$ Progress variable

$r_D$ Dissociation rate

$r_R$ Recombination rate

$R$ Universal gas constant

$s$ Constant in Eq. (12)

$S$ Entropy per unit mole

$T$ Temperature

$T_V$ Vibrational temperature

$U(p, p', q)$ Function of $p$, $p'$, and $q$ defined in Eq. (4)
\( V \) Flow velocity

\( w \) \: Constant in Eq. (12)

\( W_1 \) \: Molecular weight of monatomic gas

\( W_2 \) \: Molecular weight of diatomic gas

\( x \) \: Distance along nozzle axis

\( \alpha \) \: Dissociated mass fraction

\( \tilde{\alpha}_{e*} \) \: Dissociated mass fraction at \( M_f = 1 \) in equilibrium flow

\( \Gamma \) \: Constant in Eq. (12)

\( \delta \) \: \(-1\) for \( \xi < \xi_t \) and \( 1 \) for \( \xi > \xi_t \)

\( \xi \) \: \( E / W_2 \)

\( \xi_V \) \: \( E / W_2 \)

\( \xi_{ef} \) \: Frozen value of \( \xi_V \) in equilibrium-frozen flow

\( \Delta \xi_V \) \: \( \xi_V - \xi \)

\( \gamma \) \: \( R / W_1 \)

\( \theta \) \: Characteristic vibrational temperature

\( \pi(\xi) \) \: Quantity defined in Eq. (135)

\( \mu \) \: \( m / m_e \)

\( \xi \) \: \( \theta / T \)

\( \xi_V \) \: \( \theta / T_V \)

\( \tau(\xi) \) \: Function of \( \xi \) defined in Eq. (84)

\( \rho \) \: Density

\( \rho \) \: \( R / W_2 \)

\( \phi \) \: Ionized mass fraction

\( \phi_{e*} \) \: Ionized mass fraction at \( M_f = 1 \) in equilibrium flow

\( \psi \) \: \( R / W_2 \)

\( \Phi(\xi) \) \: Function of \( \xi \) defined in Eq. (71)

Subscripts

\( e \) \: equilibrium
f  Frozen flow

$ef$  Equilibrium-frozen flow

$i$  $i$ - th approximation

$t$  Nozzle throat

$O$  Reservoir or stagnation conditions

$*$  Sonic or critical point

Symbols for Ch. II

$q_{lm}$  Quantity defined in Eq. (54)

$A_{lm}$  Quantity defined in Eq. (54)

$m$  Positive integer in Eq. (49), also critical mass flow

$N$  Positive integer satisfying Eq. (44)

$\Delta S$  $S - S_0$

$Z_m$  Quantity defined in Eq. (54)

$?_m$  Dummy variable

$?_m'$  $? / \xi_{rlm}$

$\xi_{rlm}^{' }$  $\xi / \xi_{rlm}$

$\xi_{rlm}$  Value of $\xi$ satisfying Eq. (49)

$F_m(?,\xi)$  Function of $? \text{ and } \xi$ defined in Eq. (27)

$F_m(?,\xi) / m \xi_{rlm}$

( )  Quantity ( ) corresponding to approximate rate equation

Subscripts

$r$  Reference value

$\infty$  Far downstream, $(1 + A) \rightarrow \infty$

Symbols for Ch. III

$K$  Nozzle constant defined in Eq. (35)

$n$  Constant in Eq. (35)
\[ \Omega_1 \text{ Quantity defined in Eq. (29)} \]
\[ \Omega_2 \text{ Quantity defined in Eq. (30)} \]
\[ \Omega_3 \text{ Quantity defined in Eq. (31)} \]
\[ \Theta \exp \left[ \left( 1 - \frac{1}{n} \right) \frac{W_2}{R} (S - S_0) \right] \]
\[ \lambda \text{ Constant in Eq. (36)} \]

Subscripts

OFF Flow path in Fig. 2

Symbols for Ch. IV

\( Q \) The zeroth approximation of \( \bar{Q} \)

\( A \) Nozzle cross-sectional-area ratio, equal to \( (1 + A) \) in Chs. I, II and III

\( c_* \) Equilibrium value of \( \alpha \) corresponding to local value of \( T \) and \( p \) at critical point

\( C \) Constant in Eq. (4)

\( \hat{g}(\xi) \) Function of \( \xi \) defined in Eq. (9)

\( g_1, g_2 \) Quantities defined in Eq. (48)

\( G \) The zeroth approximation of \( \hat{g}(\xi) \)

\( f \) The zeroth approximation of \( \varphi \)

\( k \) Nozzle constant

\( K \) \( \alpha_* / \varepsilon \)

\( K_1, K_2 \) Quantities defined in Eq. (43)

\( M_* \) \( u_* / \sqrt{\frac{R}{W_2} T_*} \)

\( P \) Quantity defined in Eq. (12)

\( q \) The zeroth approximation of \( Q \)

\( Q \) Quantity defined in Eq. (10)

\( Q_1, Q_2 \) Quantities defined in Eq. (43)

\( u \) Flow velocity

\( \bar{u} \) \( u / u_* \)
\( u_1, u_2 \) Quantities defined in Eq. (41)

\( t \) The zeroth approximation of \( \Theta \)

\( \bar{\alpha} \) \( \alpha / \alpha_0 \)

\( \alpha_1, \alpha_2 \) Quantities defined in Eq. (41)

\( \beta \) \( h_0 \sqrt{R / W_2}, 1 / \gamma \)

\( \theta_0 \) Constant defined in Eq. (70)

\( \gamma \) The zeroth approximation of \( \Gamma \)

\( \Gamma \) \( 2K / M^2_* \)

\( \gamma_1, \gamma_2 \) Quantities defined in Eq. (43)

\( \epsilon \) \( T_*/ D \)

\( \zeta \) The zeroth approximation of \( \bar{\Upsilon} \)

\( \theta \) \( T_*/ T \)

\( \theta_1, \theta_2 \) Quantities defined in Eq. (41)

\( \Theta_1(a), \Theta_2(a) \)

Arbitrary regular functions of \( \alpha \)

\( K \) The zeroth approximation of \( K \)

\( \nu_1, \nu_2 \) Constants chosen as regular functions

\( \xi \) Independent variable defined in Eq. (41)

\( \rho \) \( f / \rho_* \)

\( \rho_0 \) Characteristic density for dissociation, equal to \( C_D \) in Ch. I

\( \sigma \) \( A / A_* \)

\( \sigma_1, \sigma_2 \) Quantities defined in Eq. (41)

\( \sigma \) \( c_* / \alpha_* \)

\( \gamma_1, \gamma_2 \) Quantities defined in Eq. (43)
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