Title: Studies on the Design of Minimal Logic Networks

Author(s): Ibaraki, Toshihide

Citation: Kyoto University (京都大学)

Issue Date: 1970-09-24

URL: https://doi.org/10.14989/doctor.r1669

Type: Thesis or Dissertation

Textversion: author

Kyoto University
STUDIES
ON
THE DESIGN OF MINIMAL LOGIC NETWORKS

NOVEMBER 1969

TOSHIHIDE IBARAKI
STUDIES

ON

THE DESIGN OF MINIMAL LOGIC NETWORKS

NOVEMBER 1969

TOSHIHIDE IBARAKI
STUDIES

ON

THE DESIGN OF MINIMAL LOGIC NETWORKS

by

TOSHIHIDE IBARAKI

Submitted in partial fulfillment of the
requirement for the degree of

DOCTOR OF ENGINEERING

(Appplied Mathematics and Physics)
at
KYOTO UNIVERSITY
KYOTO, JAPAN
November 1969
Preface

The history of computers may way back to Leibniz's "calculator" or Babbage's "analytic engine". Actual applications of computers and their enormous expansion, however, had to wait until the introduction of modern electronic computers, initiated by MARK I and ENIAC in the middle of 1940's. These pionnering machines were followed by rapidly increasing number of more powerful machines, which might be well classified by the first generation, the second generation and the third generation computers.

This thesis is devoted to explore a certain aspect of the computer design.

As might be easily noticed, a clear distinction between the machines in the early days, which might be credited to the personal enthusiasm or to the inspiration of a genius, and the modern computers is that the size of the latter has grown so large that the involvement of a large number of people is required to complete the design of a machine. Since the emergence of the computer, therefore, a considerable amount of effort has been directed to mathematically formulate the design process and possibly to automate its entire steps. A phase of the design process called the logic design, which determines the detailed logic structures among logic components in a machine, has received a strong attention, because it contains formidably tedious procedures and yet appear to allow its mechanization.
An important initial step towards this goal is established by Hanzawa-Nakajima and Shannon by introducing Boolean algebra as a mathematical tool for accomplishing the logic design. The Quine-McCluskey method for designing a minimal AND/OR two level networks would be a main result of this approach. Under some conditions, this method yields optimal (minimal) networks in a certain sense. The minimality of a network is an essential factor for obtaining a fast and economical machine, and also of theoretical importance.

It was a reasonable consequence to introduce the use of computers to perform or aid the design process of computers, as the rapid increase of the size is incurred. Even with the aid of computers, since the Quine-McCluskey method or any other methods for optimal networks are not capable of dealing with the entire machine directly because of its prohibitively large amount of computation involved in performing the design, the present approaches commonly adopted are heuristic ones assisted by these Boolean algebraic methods. Therefore, at present, the optimality of the entire network is not usually attained, though the local optimality may be sometimes guaranteed by use of the aforementioned Boolean algebraic method.

Furthermore, with the advent of the explosive development of recent technology, in particular IC and LSI technology, the assumptions and restrictions in the logic design continue to evolve, allowing new capabilities, introducing new circuit restrictions and greatly
increasing the logic complexity containable in a unit volume. As a result, those methods which have been standard for some time became obsolete and useless. Even the classical methods represented by the Quine-McCluskey's do not seem to catch up with these innovations. The new situation needs new approaches, i.e., optimal network design methods for such new types of networks, which may be applicable at least to local small networks.

In view of the current status as mentioned above, this thesis is devoted to create new methods which may partially accept this new situation.

The topics discussed in the thesis are roughly divided into three categories: (1) design of networks of threshold gates, (2) design of networks of negative gates and (3) design of various networks by means of integer programming. The first and the second problems have become important since the recent electronics technology enabled to manufacture considerably complex logical gates such as threshold gates and negative gates with enough reliability. The design problems with these gates are difficult since the functional form of each gate is also subject to the designer's specification within the gate type of threshold functions or negative functions, as well as the structure of the network.

For the first problem the functional properties of a threshold function (completely monotonic function) are investigated and they are utilized to yield an optimal or nearly optimal network. For the second
problem, an algorithm for optimal network is developed such that a network with the minimum number of gates is obtained.

The integer programming formulation can be applied to various types of networks with conventional gates such as AND, OR, NAND, NOR, EXCLUSIVE OR, and their combinations. Theoretically, the formulation can be further extended to even sequential networks including the state assignment problems. Merits of this approach consist in its flexibility that a wide variety of circuit restrictions such as fan-ins and fan-outs restrictions, can be easily incorporated and in its versatility that different networks and objectives can be optimized by simply replacing the constraint sets and the objective function in the integer program. The computational feasibility in this direction was tested for NOR and NOR-AND networks. The results appear promising and encourages further investigation.

The author would like to hope that the properties and algorithms discussed in the thesis will help to move the status of the logic design one step forward.
# Contents

Chapter 1. **Introduction**  
1.1 Problems in logic design .................. 1  
1.2 Quine-McCluskey method and its limitation  
............................................. 7  
1.3 Networks of threshold gates ............... 11  
1.4 Networks of negative gates ............... 15  
1.5 Outline of the thesis ..................... 17

Chapter 2. **Theory of Completely Monotonic (Threshold) Functions**  
2.1 Introduction .............................. 21  
2.2 Notations ................................. 23  
2.3 Threshold functions ...................... 25  
2.4 Completely monotonic functions .......... 26  
2.5 Mutual monotonicity ...................... 33  
2.6 Testing method of complete monotonicity  
............................................. 39  
2.7 Use of symmetric variables ............... 42  
2.8 Dual functions ........................... 43  
2.9 Test of mutual monotonicity by algebraic  
method ....................................... 45  
  A. General case ........................... 46  
  B. Completely specified functions ....... 52  
  C. Completely specified unate func-  
  tions .................................. 56  
2.10 Examples of the test of complete mono-  
  tonicity ................................. 60

vii
Chapter 5. Formulation of Network Synthesis by Integer Programming

5.1 Introduction ........................................ 174
5.2 Integer programming formulation of networks of NOR gates ................. 177
5.3 Incorporation of network restrictions .... 183
5.4 Procedures to design optimal networks .... 186
5.5 Feed-forward networks using mixture of different gates .................. 192
5.6 Integer inequalities for a generative module .................................. 194
5.7 Description of a feed-forward network consisting of generative modules .... 200
   A. General case ........................................ 200
   B. Networks with symmetric generative modules .............................. 204
5.8 Procedures to design an optimal feed-forward network .................... 207
5.9 Example - NOR-AND networks - .................... 211
5.10 Multiple output networks ......................... 218
   A. Feed-forward network formulation .... 218
Chapter 1. Introduction

1.1 Problems in logic design

The design procedure of a modern electronic computer, or any other digital machine, may be divided into two main phases: (1) preconstruction analysis and (2) logic design and its implementation. The first is, in other words, the system design of a machine under consideration as well as its analysis and verification. The second is concerned with the specification of detailed structure of each subsystem which is defined in the first phase. The term "detailed structure" includes the logic structure, i.e., the connections among logic gates, delay element, flip-flops and other components, to realize the given function of the subsystem, and the physical structure, i.e., the assignment of logic to cards, the assignment of cards to backboards, and the routing of these backboards and cards.

For an ordinary digital computer, the first phase consists of decomposing the entire system into several smaller subsystems such as memory unit, arithmetic unit, control unit and I/O (Input-Output) unit, and then specifying global structure of each subsystem, such as what kind of memory devices may be used and their hierarchy, how many registers should be available in the arithmetic unit, what kind of logic gates and flip-flops may be employed in the control unit, and so forth.

Main goal of the entire design process is to attain a certain optimality defined by the speed, yielding the fastest machine, by the cost, yielding the most economical machine,
by the ease of use, by its versatility, or by whatever the
designer wants to optimize, under some restrictions such
as the maximum cost, available memory devices, the speed of
I/O equipments, etc.

It is not easy to design a machine which works under
given specification and, yet, achieves such optimalities
because of its formidable complexity. This is the motiva­
tion of introducing the computers into the design process.
Considerable amount of effort has been made to automate
each design process, or at least to aid the process
(computer aided design).

The present status of design automation or, more
moderately, computer aided design may be seen in Breuer[113].
According to this survey paper, in the first phase of the
design, computers are utilized to simulate a tentatively
designed system, using simulation languages such as
SIMSCRIPT, GPSS and SOL. Based on the analysis performed
by computers, the final decision may be made by men. The
second phase is automated in much higher degree. However,
most of algorithms used in each step of the design are
heuristic since no practical exact algorithm which can deal
with such large scale combinatorial problems as encountered
in the design process is available. This means that the
optimality is abandoned from the outset.

This thesis is concerned with the logic design in the
second phase of the whole design process and attempts to
provide new mathematical tools for designing optimal or
near optimal networks. Although all the theories presented
in the thesis may not be powerful enough to realize globally
optimal networks, it is believed that at least they can be applied locally and provide basis for further development of optimality design.

In designing the logic structure of each subsystem (network), i.e., in determining logic gates, flipflops, etc., and their connections, the first difficulty is the large sizes of such networks. The process of logic design necessarily involves the computation of combinatorial nature, which may prohibit the application of such theories because of the excess amount of computation required.

One approach to overcome this difficulty is again to decompose the whole network into small subparts so that each subpart may allow its optimal design. In other words, the total function is split into many simple subfunctions, such that each subpart for a subfunction can be realized with optimality and, the aggregate of those subparts properly interconnected works as the required network. Assuming that each subpart satisfies the optimality condition, their aggregate would be close to the total optimality if an appropriate decomposition of the network is performed. Of course, the "appropriate" decomposition should be defined mathematically and should be studied more carefully. At present, although a number of attempts and proposals are known for that purpose, there seems to be no rigorous discussion on the subject. In other words, most of proposals are of heuristic nature and therefore can not prove the optimality of the resulting decompositions, though considerably good decompositions may usually be obtained.
in a certain sense. In any event, this approach will provide us with a suboptimization technique of a large network.

With this method, it is not an oversimplification to state that the logic design could be reduced to designing logic functions, using prespecified logic gates, which are subject to some network constraints imposed by engineers.

In this thesis, therefore, the discussion will be confined to the design of given logic (switching) functions. Even with this simplified argument, however, the present status of logic design is still not satisfactory. It is because the recent development of electronics such as integrated circuit and large scale integration keeps on increasing new capability of each gate and, at the same time, complicating the situation by introducing new network restrictions. As a consequence, in many cases, the exhaustion of all possible networks is only available method to obtain optimal networks for given logic functions.

To meet these advances in switching circuit technology, this thesis considers the following several factors which appear prominent and essential among others. Algorithms to solve part of these new problems are developed and proposed. These algorithms deviate from the classical switching theory which has been a main mathematical tool of logic design.

(1) New types of gates became practically available and commonly manufactured. For example, NOR and
NAND gates are the most popular gates, whereas the classical minimization theory by Quine-McCluskey is only for AND/OR gates. Another example is those gates which are of certain types but the concrete functional form of each gate is subject to the designer's determination. Consider a threshold gate. This gate can represent any function known as a threshold function by adjusting the values of weights and a threshold associated with the gate. Thus the determination of weights and a threshold is also a task of logical designer. Also, MOS integrated circuits can represent rather complex negative functions. It should be a good approximation to assume that a gate can represent any negative function. Thus the functional form of each gate is also subject to designer's specification.

(2) Network restrictions should be taken into consideration. In order to physically realize a reliable logical circuit, some restrictions are usually imposed, such as the maximum number of inputs (fan-ins) to the gate, and the maximum number of outputs (fan-outs). In some cases, more complicated restrictions such as the maximum length of parallel wires are also imposed, depending on the actual circuits under consideration.

(3) The optimality criteria may vary according to the components employed in realizing the network.
For instance, if the transistors and diodes are used, the total number of these components constitutes a major part of the total cost, and if integrated circuits or large scale integration circuits are used, the number of connections would be more important. In some cases, the number of layers, which is relevant to the number of crossovers among connections, almost determines the total cost. The number of levels of gates in the designed network is an essential factor in limiting the speed of logic operation. The speed might be more important than the cost. Minimization algorithms investigated so far has been dealing with only the minimization of the number of gates in the network, with almost no exception. This is partly because of the lack of correct recognition of the logic design, and partly because of its difficulty of handling other objectives.

In the following in Chapter 1, Quine-McCluskey theory of minimization will be first sketched to show its limitation. It is also pointed out that certain situation can be handled by just amending the classical theory. However, all the topics discussed in this thesis seem to refuse the discussion in the framework of the classical theory. Therefore, new approaches have to be taken to accept these new situations. Each approach will be briefly mentioned in this chapter.
1.2. Quine-McCluskey Method and its Limitation

Quine-McCluskey method was proposed in 1952 by Quine [87] and in 1956 by McCluskey [66]. It has been the only systematic method synthesizing optimal networks since then. It assumes a 2-level network, AND gates in the first level and an OR gate in the second level, as illustrated in Fig. 1.1. The OR gate in the second level can receive inputs from external variables and outputs of the gates in the first level, while AND gates in the first level can receive inputs only from external variables. External variables assumed here are variables $x_1, x_2, \ldots, x_n$ and their negations $\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_n$. Each gate has no restrictions on the number of inputs.

Under these assumptions, the minimization of the total number of gates is equivalent to finding a minimal cover of prime implicants of $f(X)$, a logic function to be realized, according to the Quine-McCluskey theory. In other words, each prime

![Fig. 1.1 2-level AND/OR network.](image-url)
implicant of $f(X)$ corresponds to an AND gate in the first level, thus finding a minimal cover implies to define a minimal set of AND gates which can collectively be ORed to realize $f(X)$. Since considerably large covering problems to find minimal covers can be practically solved with various methods [66][5][48], the Quine-McCluskey approach is an effective tool for the problem.

Now consider, however, the case in which the maximum number of inputs (fan-ins) of each gate is specified. Then, generally speaking, the number of levels of network for $f(X)$ will exceed two, thus prohibiting the direct application of the Quine-McCluskey method. Also, the case in which gates in the network are different from AND and OR will necessitate the amendments of the Quine-McCluskey method, even without the fan-ins restrictions.

A successful modification in the latter direction was established by Gimpel[31], when the design of NOR (or NAND) gate networks is concerned. It is known that a three level NOR network can realize any logical function $f(X)$, if the fan-ins restrictions are not imposed. A typical network is illustrated in Fig. 1.2.

![3-level NOR network](image)
Each gate can receive inputs from external variables and the outputs of gates in the preceding level. External variables considered here are $x_1, x_2, \ldots, x_n$ only, excluding their negations.

Extending the Quine-McCluskey theory, Gimpel reduced the problem of minimizing the total number of NOR Gates to finding a minimal cover of CC-table of prime permissible implicants, which were introduced by him\textsuperscript{[3]}.

Although numerous attempts have been made for other cases, especially when the fan-ins restrictions are imposed, there seems to exist no minimization method which is not only theoretically complete but also practically applicable, to the author's knowledge.

Moreover, the situation is further compounded when other optimal criteria than the minimization of the number of gates are adopted. Also combination of different objectives sometimes reflects the real situation more appropriately, such as first minimizing the number of gates and then, among those networks with minimum number of gates, finding networks with the minimum number of interconnections.

Talking about the criterion in term of the number of levels, the minimum number is often known from the theoretical point of view, if no fan-ins restrictions are imposed. AND/OR networks and NOR networks mentioned above are such examples. With fan-ins restrictions, there seems no systematic method known to date.

In case of combination of different optimality criteria, the following procedure is commonly taken, if the exhaustion of all the optimal networks under the primal optimality
condition is practically possible. That is to search the optimal networks under the secondary criterion, among those which are optimal under the primal criterion. According to this approach, it is not hard to obtain all the optimal AND/OR and NOR (NAND) networks under a two-fold optimality criterion, if the primal objective is the number of gates.

However, other configurations of optimality criteria or those cases combined with fan-ins restrictions, etc, seem difficult to handle by the classical methods.

Contrary to the Quine-McCluskey approach, the integer programming formulation described in this thesis permits a wide variety of optimality criteria and network restrictions, if the function of each gate can be represented by integer linear inequalities. Conventional gates such as AND, OR, NOR, NAND, and EXCLUSIVE OR fall in this class. Optimality criteria, such as the number of gates, the number of connections and the number of levels, or their combination, can be handled within the framework of integer programming formulation. Also, the network restrictions such as fan-ins restriction and fan-outs restriction can be easily included in the formulation.

The branch and bound method[19] shares some similarity with the integer programming formulation in special cases, and these two methods are compared in Chapter 6.

Those gates, whose actual functional forms are subject to the designer, are also difficult to deal with by means of the classical method. These problems and historical background are sketched in the next two sections.
1.3. Networks of Threshold Gates

The importance of threshold logic was recognized among people about 1958-60, through the study of core logic[84][98] and parametrons.[70][37] A typical threshold gate has n inputs with which their weights are associated, and a threshold. By varying the values of weights and threshold, a gate can represent various functions.

For the design of networks of threshold gates, Quine-McCluskey type approach appears almost useless, because the determination of the actual functional form of each gate is involved in the design process.

In the early stage, most effort was directed to clarifying the class of functions which can be realized by threshold gates (threshold functions) and how to determine its structure for such function.[13][71][72][98][27]

As a consequence of these investigations, it may be said that testing and synthesis procedures of a threshold function was well established. However, the status of the design of threshold gate network for non-threshold functions is far from satisfactory.

According to the author's observation, network synthesis methods presently available will fall into three categories. The first is to regard a threshold gate as a conventionally well-known gate, such as AND, OR, NOR and NAND, since they are all special cases of threshold functions. Then design a network with those simplified gates. Some improvement steps would be incorporated to obtain a better network.[70][27][20]

Inherent from its heuristic nature, usually the resulting
networks would be far from optimal, under most of cost criteria, though it might be easy to carry out. This is because it ignores the fact that a single threshold gate can realize a considerably complicated function compared with these conventional gates.

The second is based on integer programming formulation. This area was the first in logical design, to which the application of integer programming was considered. The design of threshold gate networks is converted to optimizing a linear objective function subject to linear constraints, in which some variables are constrained to be integers. Accordingly, if we could solve this integer programming problem, an optimal network was obtained. The size of the problem, however, is usually prohibitively large for the algorithms available to date. Although there is some possibility that this approach becomes a main stream in this field, it entirely depends on the future development of integer programming algorithms.

The last approach is based on the asummability theorem that a function is threshold function if and only if it is asummable. Thus this method is to augment the functions with extra variables in order to modify a summable function equivalently into an asummable function, if we also consider the extra variables as input variables, as well as original external variables. A procedure which will result in networks with the minimal number of gates is known. However this algorithm also involves a large amount of computation to yield an optimal solution, because of
its exhaustive nature. At present, this direction seems impractical.

A compromise was proposed[45] to facilitate the computation, by employing completely monotonic functions instead of threshold functions directly. A function is completely monotonic if and only if it is 2-asummable, which is much easier than asummability to handle. A threshold function is a completely monotonic function but not conversely. However, for functions of up to 8 variables, the complete monotonicity is a necessary and sufficient condition for the threshold realizability, and also remains as a rather tight necessary condition for larger functions. Thus a network of completely monotonic gates is also a network of threshold gates, with few exceptions.

Along this line, new properties of completely monotonic function are investigated in this thesis. Based on the results obtained, a new design procedure is devised. It is easy to perform, and still yield considerably economical networks, if not optimal.

There are also other numerous approaches in this area[62][20][76]. From the author's point of view, they are either impractical to perform or result in poor networks.

In most design procedures mentioned above, only the number of gates in the network receives attentions. Other objectives such as the total weight or the value of threshold appears difficult to handle, though they have a
significant effect on the reliable operation of gates [76][47]. Contrary to this, the integer programming approach can handle these objectives in principle, though computational experience is not available. This approach is only exception in this respect, to the authors knowledge.
1.4 Networks of Negative Gates

The study of networks of negative functions is motivated by the recent development in integrated circuit technology. An interesting fact is that a MOS gate is able to represent a considerably complex negative function because of its inherently high impedance. For example, a MOS gate which represents any negative function with up to 32 literals in the functional form as:

\[ g = x_1 \cdot x_2 \cdot \ldots \cdot x_k \vee x_1' x_2' \cdot \ldots \cdot x_k' \] 

can be manufactured. As a consequence it is not too far from the reality to assume that any negative function can be realized with a single gate, as far as a moderate number of input variables are considered.

The design of networks of negative gates for non-negative functions suffers from the same difficulty as the networks of threshold gates in the sense that actual functional form of each gate is subject to the designer's determination.

To the author's knowledge, there has not been any systematic approach to this problem. In this thesis, an algorithm to obtain a network with the minimum number of negative gates for a given function is presented, under the assumption that:

1. The network consists of two levels.
2. No fan-ins restriction on each gate is imposed.

The procedure can be extended to multiple output network design.
The problems under other assumptions such as networks with fan-ins restriction or networks with more than two levels are beyond the scope of this thesis. Also the problems with other types of objectives such as the number of interconnections or the number of transistors in use seem difficult to attack, though some attempts are made. [50]
1.5 Outline of the Thesis

As explained in earlier sections, topics in the thesis are confined to the problems in logical design which are difficult to handle with the classical Quine-McCluskey approach.

Chapters 2 and 3 deal with the design problems with threshold gates putting stress on the completely monotonic functions rather than threshold functions themselves. Chapter 2 examines properties of completely monotonic functions. Especially, a new concept "mutual monotonicity" is introduced. Let us denote the function \( f \) with the variable \( x_j \) specified to 1 or 0 as \( f_j \) or \( f'_j \) respectively. \( f \) can be expanded as

\[
f = f_j x_j \lor f'_j x'_j .
\]

Then, \( f \) is completely monotonic if and only if \( f_j \) and \( f'_j \) are both completely monotonic and, moreover, mutually monotonic. Expanding the original \( f \) as well as resulting expanded functions successively, we will obtain a "expansion diagram" of \( f \). \( f \) is, therefore, completely monotonic if and only if all the pairs of functions in the expansion diagram are mutually monotonic.

Since the mutual monotonicity can be easily examined by comparing Boolean expression of functions, the above method for checking complete monotonicity seems promising. As an application of these concepts, the functional form of a completely monotonic function was investigated and solved.
When \( f \) is not completely monotonic, its expansion diagram possesses non-mutually monotonic pairs of functions. In Chapter 3, an algorithm is presented to remove these non-mutually monotonic pairs by adding an extra augmented variable to each such pair in the expansion diagram. The algorithm includes a procedure to provide these augmented variables by a combination of completely monotonic functions, thus resulting in a network of completely monotonic functions realizing a given function \( f \). The theory can be extended to the case in which threshold functions are treated instead of completely monotonic functions.

In Chapter 4, an algorithm which yields networks with the minimum number of negative functions for a given function is developed. First, basic properties of a negative function are examined including both completely specified and incompletely specified cases. Using these results, the design procedure is converted to finding a minimal cover of maximal compatible sets, which are also defined in the same chapter. The set covering problems have been studied by various people since it can be applied in a number of fields. At present, considerably large problems can be solved in reasonable amount of computation time \([67][29][48]\). The generation of all the maximal compatible sets is also rather straightforward. Thus with this algorithm, reasonably large problems are expected to be solved. It is suitable for computer program, though no program was yet run on the computer.
Chapter 5 and 6 are concerned with the integer programming formulation of the network design problem, possibly under the network restrictions such as fan-ins restrictions and fan-outs restrictions, and also under a variety of cost criteria. In Chapter 5, NOR networks (NAND networks) and the networks in which mixture of different types of gates such as NOR and AND is used, are discussed. The formulation can also be extended to multiple outputs cases. Also, the design of sequential networks, including state assignment, can be handled along this line.

Thus by solving the resulting integer programs, we will have optimal networks in various definitions.

Chapter 6 briefly describes the effort directed to the development of an efficient code of integer program. In particular, the NOR network design is investigated in detail, because it may reveal an aspect of how to improve the integer programming code by utilizing inherent structures of the problem. The final code shares a certain similarity with the branch and bound approach by Davidson[19]. All the optimal NOR networks for functions of 3 variables are exhausted, under the fan-ins and fan-outs restrictions. Also all the minimal networks of NOR and AND gates (mixture) are computed. The latter networks are listed as a catalogue in Appendix. The optimality criterion used for the catalogue is to find networks with the minimum number of connections among those with the minimum number of gates.

Only existing algorithm for this types of "difficult" problems has been to exhaust all the possible networks and
then find optimal networks among those\cite{44}. Since the integer programming approach (or possibly the branch and bound approach) seems much faster to solve, and yet flexible enough, it will play an important roll in the future design automation application.

Before proceeding to details, it should be mentioned that the material discussed in Chapter 2 is mainly taken from published papers [106][108][105], Chapter 3 also from published papers [107][109], Chapter 4 from a report of the Department of Computer Science, University of Illinois, [50], Chapter 5 from reports of the same department, [80][81], and Chapter 6 also from reports of the same department, [48][7].

Apart from the acknowledgment which will be given later, it is noted here that papers [105][106][107][108][109] are the results of the work with Associate Prof. S.Yajima of Kyoto University, while the author was a student of the master and doctor courses of Kyoto University. Reports [7][48][50][80][81] are the results of the work with Prof. S. Muroga of University of Illinois, while the author was a research associate of University of Illinois.
Chapter 2. Theory of Completely Monotonic (Threshold) Functions

2.1. Introduction

This chapter investigates fundamental properties of completely monotonic functions as a preparation for the network synthesis procedure given in the next chapter. A reason to deal with completely monotonic functions instead of threshold functions, which are the class of functions we want to use in the network design, is the difficulty in handling the asummability property derived from the theory of linear inequalities. This is compared with the 2-asummability property of completely monotonic functions, which can be handled directly by means of conventional Boolean expression, as will be shown.

The complete monotonicity was found to be a necessary condition for 1-realizability (realizability by a single threshold gate) by Paull and McCluskey [84], Muroga et al. [72], and Winder [98]. Moreover, this is known to be a considerably strict condition and, in fact, is also a sufficient condition for 1-realizability when completely specified functions of at most 8 variables are concerned [100][79].

Although complete monotonicity was at first defined for completely specified functions, we redefine it by 2-asummability, which was shown by Elgot [22] to be equivalent to complete monotonicity in the case of
completely specified functions, in order to treat both completely and incompletely specified functions in a unified form. A new concept, mutual monotonicity, is also introduced, resulting in a simple necessary and sufficient condition of complete monotonicity. This mutual monotonicity can be easily examined for both completely and incompletely specified functions. Therefore, this method is frequently simpler than conventional testing methods of complete monotonicity, such as the ones devised by Muroga et al. and Winder.

The concept of mutual monotonicity also leads to a necessary and sufficient condition of complete monotonicity by means of direct comparisons of prime implicants. This is interesting because, though functional form of threshold functions has been investigated for some time, only necessary conditions or only sufficient conditions, but not both, are known, except in some special cases.

Finally, an extension of the above-mentioned concepts to threshold functions is also considered, emphasizing the importance of the isobaric (simultaneously realizable) condition.
2.2 Notations

We consider a logic function of \( n \) variables as a mapping from the set \( X^n \) of \( 2^n \) Boolean vector

\[
x = (x_1, \ldots, x_i, \ldots, x_n) \quad x_i \in \{0, 1\} = X
\]

to \( S = \{0, 1\} \):

\[
f: X^n \rightarrow S.
\]

Let,

\[
U(f) = f^{-1}(1)
\]

\[
V(f) = f^{-1}(0)
\]

\[
W(f) = f^{-1}(*) (2.2)
\]

\( W(f) \) is called the set of redundant input vectors, or \( f \) is said to be defined on the set \( U(f) \cup V(f) \), the domain of \( f \). If \( W(f) = \emptyset \), the null set, \( f \) is a completely specified function, otherwise \( f \) is an incompletely specified function. When \( f \) and \( g \) have the same domain and assume the same value on it, they are regarded as the same functions.

For a subvector \( a \), let \( N(a) \) represent the dimension of \( a \). When \( N(a) = k(\leq n) \), we define

\[
f_a: X^{n-k} \rightarrow S
\]
as follows:

\[
U(f_a) = \{y \mid (a, y) \in U(f)\}
\]

\[
V(f_a) = \{y \mid (a, y) \in V(f)\}
\]

\[
W(f_a) = \{y \mid (a, y) \in W(f)\},
\]

(2.3)

where \( y \in X^{n-k} \) and subvector \( a \) are collected to the left
by a certain permutation of variables for notational simplicity. A subvector \( \vec{a} \) is frequently abbreviated as follows:

\[
\vec{a} = (x_1, x_2, x_3) \Rightarrow a = \overline{136}.
\]

Negation of \( \vec{a} \) is \( \overline{\vec{a}} \); in the above example, \( \overline{\vec{a}} = \overline{136} \).

The following discussions are mostly true not only for completely specified functions but also for incompletely specified ones. However, if it is necessary to limit to completely specified functions, they are denoted by boldface types, like \( \mathbf{f} \).
2.3. Threshold Functions

As is well known, a "threshold function" is a function \( f \) which has a weight vector \( W = (w_1, \ldots, w_n) \), each component of which is a real number, and a real number \( T \), called a threshold, such that

\[
wx \geq T \quad \text{for} \quad x \in U(f) \tag{2.4}
\]

\[
wx < T \quad \text{for} \quad x \in V(f), \tag{2.5}
\]

where \( WX \) is an inner product. If \( f \) is a threshold function it is said to be "1-realizable". When \( 2k \) vectors, not necessarily distinct, satisfy

\[
\begin{align*}
\mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_k & \in U(f) \\
\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_k & \in V(f) \\
\mathbf{u}_1 + \mathbf{u}_2 + \cdots + \mathbf{u}_k &= \mathbf{v}_1 + \cdots + \mathbf{v}_k, \tag{2.6}
\end{align*}
\]

\( f \) is called "\( k \)-summable", where \( + \) is the componentwise addition of vectors. If \( f \) is not \( k \)-summable for any possible combination of input vectors, it is "\( k \)-asummable". A function which is \( k \)-asummable for any \( k \) is a threshold function, and vice versa.\cite{13,22,27}.
2.4. Completely Monotonic Functions

According to Muroga et al. [72] and Winder [98], completely monotonic functions are defined for completely specified functions as follows: a function is completely monotonic if and only if for any subvector $\mathbf{a}$, $U(f_\mathbf{a}) \geq U(f_{\mathbf{a}^{-}})$ or $U(f_{\mathbf{a}^{-}}) \geq U(f_\mathbf{a})$ holds, i.e., $U(f_\mathbf{a})$ and $U(f_{\mathbf{a}^{-}})$ are "comparable". Elgot [22] proved that this is equivalent to 2-asummability. We redefine complete monotonicity so as to include incompletely specified functions as well. Definition 2.1: A function is "completely monotonic" if and only if it is 2-asummable.

2-asummable vectors are geometrically shown in Fig. 2.1. Another implication is that if we arbitrarily choose two linear inequalities, one from each system of linear inequalities (2.4) and (2.5), and eliminate variable $T$ from them, then we have a linear inequality containing only weights as variables. If we continue this procedure a system of linear inequalities which contain only weight variables will be obtained. The 2-asummability is also equivalent to the existence of inconsistent inequalities in the resulting system of linear inequalities such as

$$\sum_{k_1} w_i > \sum_{k_2} w_j$$

$$\sum_{k_3} w_j > \sum_{k_4} w_i$$

(2.7)

The 2-asummability implies that these contradictions do not occur and, therefore, it is a necessary condition for 1-realizability.

Next, we introduce a binary relation between
subvectors $\mathbf{a}$ and $\overline{\mathbf{a}}$. This is the same concept as the relation between input vectors defined by Muroga et al. [72], when completely specified functions are concerned.

Definition 2.2: Consider a function $f$. If for subvectors $\mathbf{a}$ and $\overline{\mathbf{a}}$ there is subvector $\mathbf{b}$, possibly $N(\mathbf{b}) = 0$, such as

$$(\mathbf{a}, \mathbf{b}) \in U(f), \quad (\mathbf{a}, \mathbf{b}) \in V(f),$$

then, we define $\mathbf{a} > \overline{\mathbf{a}}$. If neither $\mathbf{a} > \overline{\mathbf{a}}$ nor $\overline{\mathbf{a}} > \mathbf{a}$ holds, it is denoted by $\mathbf{a} \neq f \mathbf{a}$. If both $\mathbf{a} > \overline{\mathbf{a}}$ and $\overline{\mathbf{a}} > \mathbf{a}$ hold, it is denoted by $\mathbf{a} \triangleleft \overline{\mathbf{a}}$.

The preceding concepts are unified as follows.

Theorem 2.1: The next three conditions are equivalent.

(a) $f$ is completely monotonic.

(b) For $f$, there is no subvector $\mathbf{a}$, $N(\mathbf{a}) > 0$, such that $\mathbf{a} \neq \overline{\mathbf{a}}$.

(c) Let for a subvector $\mathbf{a}$, $N(\mathbf{a}) > 0$,

$$(U(\mathbf{a}) \cup V(\mathbf{a})) \cap (U(\overline{\mathbf{a}}) \cup V(\overline{\mathbf{a}})) = A_\mathbf{a},$$

then $U(\mathbf{a}) \cap A_\mathbf{a}$ and $U(\overline{\mathbf{a}}) \cap A_\mathbf{a}$ are comparable for any $\mathbf{a}$.

Before proving this theorem we show the next lemma.
Lemma 2.1: If $u_1 + u_2 = v_1 + v_2$ holds for four input vectors $u_1$, $u_2$, $v_1$, $v_2$, they can be written, by applying a certain permutation of variables, as

$$u_1 = (a, b, c)$$
$$v_1 = (\tilde{a}, b, c)$$
$$u_2 = (\tilde{a}, \tilde{b}, c)$$
$$v_2 = (a, \tilde{b}, c).$$

The converse is also true. Moreover, when the four vectors are all distinct, $N(a) > 0$ and $N(b) > 0$ hold.

Proof: Let a set of components of vectors where the four vectors take the same value be $C$, and in the remainder, let a set where $u_1$ and $v_2$ take the same value be $a$ and a set where $u_1$ and $v_1$ take the same value be $b$; then, obviously, four vectors are represented as in the lemma because of 2-summability. The converse is also clear. When four vectors are all distinct, clearly $N(a) > 0$, $N(b) > 0$. Q.E.D.

Proof of Theorem 2.1:

(a) $\not\Rightarrow$ (b). The proof is by contradiction. If $\mathfrak{a} \not\rightarrow \mathfrak{a}$ holds for some subvector $\mathfrak{a}$, it is implied from Definition 2.2 that there are

$$u_1 = (a, b) \in U(f)$$
$$v_1 = (\tilde{a}, b) \in V(f)$$
$$u_2 = (\tilde{a}, c) \in U(f)$$
$$v_2 = (a, c) \in V(f).$$

For these vectors, obviously,
\[ u_1 + u_2 = (a + \bar{a}, b + c) = v_1 + v_2 \]

holds and \( f \) is 2-summable. Hence a contradiction.

(b) \( \not\supset (a) \). Assume \( f \) is not completely monotonic. There are four vectors

\[ u_1, u_2 \in U(f), \quad v_1, v_2 \in V(f) \]

\[ u_1 + u_2 = v_1 + v_2, \quad (2.8) \]

since \( f \) is 2-summable by Definition 2.1. Moreover, the same vector cannot belong to both \( U(f) \) and \( V(f) \) simultaneously, and if \( u_1 = u_2 \) in (2.8) then \( u_1 = u_2 = v_1 = v_2 \); since these vectors are all Boolean. Hence, the four vectors can be assumed to be all distinct. Therefore, from Lemma 2.1,

\[ u_1 = (a, b, c) \quad u_2 = (\bar{a}, \bar{b}, c) \]
\[ v_1 = (\bar{a}, b, c) \quad v_2 = (a, \bar{b}, c), \]

where \( N(a) > 0 \) and \( N(b) > 0 \). Comparisons of \( u_1 \) and \( v_1 \) and \( u_2 \) \( v_2 \) yield \( a \not> \bar{a} \) and \( \bar{a} \not> a \), respectively. Thus, we have \( a \nleq \bar{a} \) and this is a contradiction.

(a) \( \not\supset (c) \). Assume \( U(f_a) \cap A_a \) and \( U(f_{\bar{a}}) \cap A_a \) are incomparable. Then there are vectors \( r \) and \( s \) such that

\[ r \in U(f_a) \cap A_a \]
\[ r \notin U(f_{\bar{a}}) \cap A_a \]
\[ s \in U(f_a) \cap A_a \]
\[ s \notin U(f_{\bar{a}}) \cap A_a. \]

However, \( r \notin U(f_{\bar{a}}) \cap A_a \) implies \( r \in V(f_a) \cap A_a \) since \( r \) belongs to \( A_a \). Therefore,
and this implies \( f \) is not completely monotonic from Definition 2.1.

(c) \( \Rightarrow \) (a). This is easily obtained by reversing the previous proof. Q.E.D.

Condition (c) of Theorem 2.1 also shows that Definition 2.1 is equivalent to that of Muroga et al.\[72\] and Winder\[98\] when completely specified functions are considered, as first proved by Elgot\[22\].

**Example 2.1:** Consider a function \( f \) of three variables

\[
\begin{align*}
U(f) &= \{101, 110, 010\}, \\
V(f) &= \{111, 000\}, \\
W(f) &= X^3 - (U(f) \cup V(f)).
\end{align*}
\]

Compare \((101) \subseteq U(f)\) and \((111) \subseteq V(f)\). In this case \(a = (-0-) = \overline{2}\) and \(b = (1-1) = 13\). From Definition 2.2, we have \(a \succ a\), namely \(\overline{2} > \overline{2}\). Similarly,

\[
\begin{align*}
(101) \text{ and } (000) &\Rightarrow 13 > \overline{3}, \\
(110) \text{ and } (111) &\Rightarrow \overline{3} > \overline{3}, \\
(110) \text{ and } (000) &\Rightarrow 12 > \overline{3}, \\
(010) \text{ and } (111) &\Rightarrow \overline{3} > 13, \\
(010) \text{ and } (000) &\Rightarrow 2 > \overline{2}.
\end{align*}
\]
For all other subvectors \( \mathbf{a} \), \( \mathbf{a} = \mathbf{f} \mathbf{a} \). From these results, \( 2 \leq f_2 \) and \( 13 \leq f_3 \) are obtained and, therefore, \( f \) is not completely monotonic by Theorem 2.1. Indeed, \((101) + (010) = (111) + (000)\) and \( f \) is 2-summable.

Here we note the fact that there exist incompletely specified functions which cannot be extended to completely specified functions, preserving complete monotonicity, by adding each redundant vector to either \( U(f) \) or \( V(f) \) in any way, despite the fact that incompletely specified threshold functions can always be extended to completely specified threshold functions. An example is the following function of three variables.

**Example 2.2:** Consider a function such that (see Fig. 2.2)

\[
U(f) = \{100, 111, 010\} \\
V(f) = \{110, 001\}.
\]

![Diagram of a function which cannot be extended to be completely specified while preserving complete monotonicity.](image)

Fig. 2.2. A function which cannot be extended to be completely specified while preserving complete monotonicity.
This function is completely monotonic from Definition 2.1. If we add one of the redundant vectors, (011), (101) and (000), to either $U(f)$ or $V(f)$, however, the resulting function is no longer completely monotonic.

A necessary and sufficient condition for a function having the above property was investigated by Kambayashi, and it is to satisfy the following two conditions.

1. There are vectors such that
   $$u_1, u_2, u_3 \in U(f)$$
   $$v_1, v_2, v_3 \in V(f)$$
   $$u_1 + u_2 + u_3 = v_1 + v_2 + v_3,$$
   (2.12)
   where vectors are not necessarily distinct.

2. For some $i, j, k (1 \leq i, j, k \leq 3)$,
   $$(u_i + u_j)_l = (v_k)_l + \begin{cases} 1 \\ 0 \end{cases},$$
   or
   $$(v_i + v_j)_l = (u_k)_l + \begin{cases} 1 \\ 0 \end{cases}, \quad l = 1, 2, \ldots, n$$
   (2.13)
   holds.

However, we do not discuss this property further.
2.5. Mutual Monotonicity

In this section we introduce a new concept, mutual monotonicity, to facilitate the test of complete monotonicity.

**Definition 2.3:** For functions $g$ and $h$ of the same variables, if there is no set of vectors such that

$$u_g \subseteq U(g), \quad u_h \subseteq U(h)$$

$$v_g \subseteq V(g), \quad v_h \subseteq V(h)$$

and

$$u_g + u_h = v_g + v_h,$$

then $g$ and $h$ are called "mutually monotonic" and denoted as $g \heartsuit h$. If $g$ and $h$ are not mutually monotonic, they are denoted as $g \triangleright h$.

This definition does not require the complete monotonicity of $g$ and $h$ themselves. Obviously, this binary relation of functions is symmetric, i.e., $g \heartsuit h \Rightarrow h \heartsuit g$, but it is neither reflective nor transitive.

This concept can be expressed in other ways.

**Theorem 2.2:** For functions $g$ and $h$ of the same variables, the following three conditions are equivalent.

(a) $g$ and $h$ are mutually monotonic.

(b) There is no subvector $a$, $N(a) > 0$, such that $a >^g a$ and $\bar{a} >^h a$ hold simultaneously.

*Strictly speaking, this relation is said to be completely mutually monotonic in analogy with complete monotonicity. Since there is no confusion, we use this terminology in this paper.*
(c) Let
\[(L(g_a) \cup V(g_a)) \cap (L(h_b) \cup V(h_a)) = B_a.\]

\[U(g_a) \cap B_a \text{ and } U(h_b) \cap B_a \text{ are comparable for any subvector } a, \text{ possibly } N(a) = 0.\]

Proof:

(a) $\not\Rightarrow$ (b). Assume that condition (b) does not hold. Then we have the following vectors:

\[u_a = (a, b) \in L(g), \quad u_h \in (c, a) \in L(h)\]
\[v_o = (a, b) \in V(g), \quad v_h \in (a, c) \in V(h).\]  

(2.15)

Obviously,

\[u_a + u_h = v_o + v_h,\]

and hence \(g \not\sim h\), a contradiction.

(b) $\Rightarrow$ (c). Assume that condition (c) does not hold. Then for some \(a\), \(U(g_a) \cap B_a\) and \(U(h_a) \cap B_a\) are not comparable. This implies the existence of vectors such that

\[(a, b) = (a, d, e) \in U(g)\]
\[(\bar{a}, b) = (\bar{a}, d, e) \in V(h)\]
\[(a, c) = (a, d, \bar{e}) \in V(g)\]
\[(\bar{a}, c) = (\bar{a}, d, \bar{e}) \in U(h).\]  

(2.16)

\(N(\bar{e}) > 0\) because \(b \not\sim c\) must hold. Thus, we have \(e > g \bar{e}\) and \(\bar{e} > h e\), and this is a contradiction.

(c) $\not\Rightarrow$ (a). Assume that \(g\) and \(h\) are not mutually monotonic. Then there are four vectors as shown in (2.14). These vectors may be written as follows, according to Lemma 2.1:
\[ u_\alpha = (a, b, c), \quad u_\beta = (a, \bar{b}, c) \]
\[ v_\alpha = (a, \bar{b}, c), \quad v_\beta = (\bar{a}, b, c) \]

Then \( U(g_\alpha)_a \cap B_a \) and \( U(h_\alpha)_a \cap B_a \) are not comparable because

\[
(b, c) \in U(g_\alpha)_a \cap B_a, \quad \notin U(h_\alpha)_a \cap B_a \\
(b, c) \notin U(g_\alpha)_a \cap B_a, \quad \notin U(h_\alpha)_a \cap B_a.
\]

Q.E.D.

Corollary 2.2A: A constant function is mutually monotonic with any function. The converse is also true.

Corollary 2.2B: When \( g \) and \( h \) are completely specified, condition (c) becomes as follows. For any subvector \( \alpha \), possibly \( N(\alpha) = 0 \), \( U(g_\alpha)_\alpha \) and \( U(h_\alpha)_\alpha \) are comparable.

Mutual monotonicity is related to complete monotonicity in the following theorem.

Theorem 2.3: The following four conditions are equivalent.

(a) \( f \) is completely monotonic.

(b) \( f \bowtie \neg \neg f \).

(c) For any \( i \) (1 \leq i \leq n), \( f_i \bowtie f_\neg \neg \).

(d) For a given \( i \), \( f_i \) and \( f_\neg \neg \) are both completely monotonic and \( f_i \bowtie f_\neg \neg \).

\( f_i \) and \( f_\neg \neg \) may be expressed as

\[
f = f_i \land \neg \neg f_\neg \neg \land \neg \land \neg \neg \neg f.
\]

This expansion is possible even when \( f \) is incompletely specified. In general, \( f_i \) and \( f_\neg \neg \) are also incompletely specified functions.
Proof: (a) \( \Leftrightarrow \) (b) may be trivial from the definition. We will show (a) \( \Rightarrow \) (c) \( \Rightarrow \) (d) \( \Rightarrow \) (a). Proofs are all by contradiction.

(a) \( \Rightarrow \) (c). Assume \( f_i \neq f_j \) for some \( i \), then by Definition 2.3, there are vectors such that

\[ u_i \in U(f_i), \quad u_2 \in U(f_i) \]
\[ v_1 \in V(f_i), \quad v_2 \in V(f_i) \]
\[ u_1 + u_2 = v_1 + v_2. \]

Attach to each vector a component corresponding to \( x_i \) and write it to the left side, then

\[ (1, u_1), (0, u_2) \in U(f) \]
\[ (1, v_1), (0, v_2) \in V(f) \]
\[ (1, u_1) + (0, u_2) = (1, v_1) + (0, v_2). \]

Thus \( f \) is not completely monotonic.

(c) \( \Rightarrow \) (d). To prove this it is sufficient to show that \( f_i \) and \( f_j \) are both completely monotonic for the given \( i \). Assume \( f_i \) (in the case of \( f_j \), the proof is similar) is not completely monotonic, i.e., there are distinct vectors

\[ u_1, u_2 \in U(f_i) \]
\[ v_1, v_2 \in V(f_i) \]
\[ u_1 + u_2 = v_1 + v_2. \]

From Lemma 2.1 and attaching the i-th component to the left, we have
\[(1, u_1) = (1, a, b, c)\]
\[(1, v_1) = (1, \tilde{a}, b, c)\]
\[(1, u_2) = (1, \tilde{a}, \tilde{b}, c)\]
\[(1, v_2) = (1, a, \tilde{b}, c),\]

where \(N(a) > 0\) and \(N(b) > 0\). Then, without loss of generality, pick up the \(j\)-th component which is included in \(a\) and suppose that \(a_j = 1\). Remove the \(j\)-th component from \(a\) and \(\tilde{a}\), and let the resulting subvectors be \(a'\) and \(\tilde{a}'\), respectively. Then
\[
s_1 = (1, a', b, c) \in U(\tilde{f}_j)
\]
\[
t_1 = (1, a', \tilde{b}, c) \in V(\tilde{f}_j)
\]
\[
s_2 = (1, \tilde{a}', \tilde{b}, c) \in U(\tilde{f}_j)
\]
\[
t_2 = (1, \tilde{a}', b, c) \in V(\tilde{f}_j),
\]

and, moreover,
\[
s_1 + s_2 = t_1 + t_2,
\]

which implies \(f_j \prec f'_j\). Hence a contradiction. By this argument we have proved that if condition (b) holds then \(f_i\) and \(f'_i\) are completely monotonic and \(f_j \prec f'_j\) for any \(i\).

(d) \(\Rightarrow\) (a). Assume \(f\) is not completely monotonic. Then, by Definition 2.1 and Lemma 2.1, there are four vectors such that
\[
(a, b, c), (\tilde{a}, \tilde{b}, c) \in U(f)
\]
\[
(\tilde{a}, b, c), (a, b, \tilde{c}) \in V(f).
\]

(2.17)

Suppose first that the \(i\)-th component is included in \(c\) and that \(c_i = 1\) without loss of generality. Then (2.17) implies
which is equivalent to saying that \( f_i \) is not completely monotonic since \( f_i \) is 2-summable. Suppose next that the \( i \)-th component is included in \( a \) and also that \( a_i = i \).

Then (2.17) implies

\[
(a', b, c) \in U(f_i)
\]

and this implies \( f_i \not\equiv f_i \), where \( c' \) and \( a' \) are \( c \) and \( a \), respectively, from which the \( i \)-th component was removed.

When the \( i \)-th component is included in \( b \), we have also \( f_i \not\equiv f_i \) by similar argument. Consequently, we have found that if condition (a) does not hold, then either \( f_i \not\equiv f_i \) holds or \( f_i \) (or \( f_i \)) is not completely monotonic, resulting in a contradiction. \( \square \)
2.6 Testing Method for Complete Monotonicity

By the argument in the previous section, we have obtained three testing methods for complete monotonicity by means of mutual monotonicity.

(a) By Theorem 2.3, condition (b); examine if \( f \sim f \).
(b) By Theorem 2.3, condition (c); examine if \( f_i \sim f_i^- \) for \( i = 1, 2, \ldots, n \).
(c) By Theorem 2.3, condition (d); examine if \( f_i \sim f_i^- \) for some \( i \). If \( f_i \sim f_i^- \), then expand \( f_i \) and \( f_i^- \), respectively, to determine their complete monotonicity. If we continue the expansion of obtained functions successively, we will eventually have functions of one variable. Any function of one variable is known to be completely monotonic. Therefore, if all pairs of functions obtained from this process of expansion are mutually monotonic, \( f \) is shown to be completely monotonic by successive applications of Theorem 2.3, condition (d). On the other hand, if we have at least one pair of functions which is not mutually monotonic in the process of expansion, \( f \) is not completely monotonic.

Hereafter, we will confine ourselves to method (c). First, because it is desirable to examine the mutual monotonicity of functions of few variables, since the testing of mutual monotonicity becomes progressively difficult with the increase of the number of variables, as will be shown later; and second, because method (c) yields a clue to compound synthesis even if \( f \) itself is
not completely monotonic.

To determine complete monotonicity by method (c), we have to accomplish a function tree as shown in Fig. 2.3.

For a function of n variables, each level is denoted as level n, level n-1, ..., level 0 from the top. Generally, the order of variables in the expansion is arbitrary. However, all functions in a level are usually expanded by the same variable unless there is some special requirement. We call the function tree an "expansion diagram" of f if the relation of mutual monotonicity of functions is written on the diagram.

The process of constructing the expansion diagram in order to examine complete monotonicity of a certain function f can be partly omitted if obtained functions are known to be either completely monotonic or not. If an obtained function is completely monotonic, the expansion of that function yields only mutually monotonic pairs of functions. If an obtained function is not completely
monotonic, the original function $f$ itself is not completely monotonic.

The mutual monotonicity of each pair of functions may be examined in several ways, among them the direct examination of vectors based on Definition 2.3. This procedure is simple but may need a vast amount of comparisons of vectors and, therefore, is somewhat unrealistic except for sparsely specified functions.

The examination of condition (b) of Theorem 2.2 is essentially the same as the above method.

Condition (c) of Theorem 2.2 is interesting because the method based on this would be quite similar to the method of examining complete monotonicity proposed by Muroga et al. [72] and Winder [98]. By incorporating conceivable simplifications which may be discussed in conjunction with the method for complete monotonicity, this method could be a practical one. In this paper, however, we do not discuss these methods any further. We present a new method in Section 2.9 which consists of the comparison of product terms of given functions, since this seems, not always, but often simpler than other methods and may reveal a new aspect of completely monotonic functions.
2.7 Use of Symmetric Variables

Before stating the method of examining mutual monotonicity by algebraic manipulation, we deal with two possibilities which facilitate testing of complete monotonicity in the following sections.

Frequently, a function is symmetric in more than one variable; in that case, part of the determination of mutual monotonicity can be eliminated by the following theorem.

**Theorem 2.4:** Suppose a function \( f \) in level \( j \) is symmetric in \( m \) variables \((m\leq j)\) and \( f \) is expanded successively by the symmetric variables. Then if two functions in level \( j-1 \) which are obtained from \( f \) are mutually monotonic, all pairs of functions in level \( j-2 \) through level \( j-m \) obtained from \( f \) are also mutually monotonic.

**Proof:** Without loss of generality, suppose that \( f \) is symmetric in \( \{x_1, x_2, \ldots, x_m\} \) and \( f \) is expanded by \( x_1, x_2, \ldots, x_m \), successively. From the assumption in the theorem, \( f_1 \preccurlyeq f_1^{*} \). Then, assume that we have a non-mutually monotonic pair of functions \( f_{\alpha_k} \preccurlyeq f_{\alpha_k}^{*} \) when functions are expanded by \( x_k \) \((1<k<m)\). From the symmetry of variables, this implies \( f_{b_1} \preccurlyeq f_{b_1}^{*} \) for some \( b \). However, \( f_{b_1} \preccurlyeq f_{b_1}^{*} \) implies \( f_1 \preccurlyeq f_1^{*} \) from Definition 2.3. Thus a contradiction.

Q.E.D.

By this theorem, we can omit the test of pairs of functions in level \( j-2 \) through level \( j-m \), if we know the mutual monotonicity of functions in level \( j-1 \) obtained from a function in level \( j \) which is symmetric in \( m \) variables.
2.8 Dual Functions

In threshold logic, dual functions are known to play an interesting role\[37\]. They exhibit interesting properties in our theory as well. In order to also deal with incompletely specified functions, the dual function is defined as follows.

**Definition 2.4:** "Dual function" $f^d$ of a function $f$ is defined by

\[
\begin{align*}
U(f^d) &= \{x \mid x \in V(f)\} \\
V(f^d) &= \{x \mid x \in U(f)\} \\
W(f^d) &= \{x \mid x \in W(f)\}.
\end{align*}
\] (2.19)

Clearly, $(f^d)^d = f$, and $f = g$ implies $f^d = g^d$, and vice versa.

An interesting relationship of an original function and the dual function is summarized in the next lemma.

**Lemma 2.2:** The binary relations of Definition 3.2 for $f$, $>_f$, $<_f$, $>_f^d$, $<_f^d$, correspond to $>_f^d$, $-_f^d$, $<_f^d$, respectively, for $f^d$.

**Proof:** Suppose $a > f \bar{a}$, namely, there are two input vectors

\[
(a, b) \in U(f)
\]
\[
(\bar{a}, b) \in V(f),
\]

then we have from Definition 2.4

\[
(a, \bar{b}) \in U(f^d)
\]
\[
(\bar{a}, \bar{b}) \in V(f^d).
\]
This implies $a > f^d a$. Q.E.D.

However, the converse of Lemma 2.2 (i.e., if $>^f$, $=^f$, $<>^f$ and $>_g$, $>_g$, $<>_g$, respectively, correspond, then $g = f^d$), does not hold, in general; it holds when $f$ is a completely specified, completely monotonic function.

The following two theorems are immediate consequences of Lemma 2.2, Theorem 2.1, condition (b), and Theorem 2.2, condition (b).

**Theorem 2.5:** If $f$ is completely monotonic then $f^d$ is also completely monotonic, and vice versa.

**Theorem 2.6:** If $g \preceq h$, then $g^d \preceq h$.

Therefore, we can replace any function obtained in the expansion diagram by its dual if only the complete monotonicity of the given function is concerned. Note that, however, if there are non-mutually monotonic pairs in the expansion diagram, their positions may change by the replacement of functions by their duals, although their total number remains the same.
2.9 Test of Mutual Monotonicity by Algebraic Methods

In this section we deal with a method of determining mutual monotonicity by algebraic manipulations. This method can be easily applied by hand computation to functions of up to about 7 ∼ 8 variables, or more if they are symmetric in some variables or have certain particular properties. Three theorems are given for general functions, completely specified functions, and completely specified unate functions, respectively. They are based essentially on the same idea. The determination of mutual monotonicity by each method becomes progressively easier though the application would be more restricted.

For simplicity, let a function be expressed by a sum-of-products form. A product term, is represented by \( a, b, c, \) etc., with or without a suffix. Sometimes a product term is factored into sets of literals and written as \( a = a_1 a_2 a_3 \), and \( a \) is said to be "partitioned" into \( a_1 a_2 a_3 \). In this case no two subproduct terms such as \( a_i \) and \( a_j \) involve common literals. Let the subvector corresponding to \( a \) be \( \bar{a} \). For example, \( \bar{a} = (1-01) \) corresponds to \( a = x_1 \bar{x}_3 x_4 \). \( a \succ b \) implies that \( a \) subsumes \( b \), and \( N(a) \) is the number of literals which appear in \( a \). \( \bar{a} \) is the negation of \( a \), i.e., the product term obtained by negating all the literals in \( a \).

*A product term \( a \) "subsumes" another product term \( b \) if all the literals in \( b \) are also in \( a \). For example, \( x_1 \bar{x}_2 x_4 \succ \bar{x}_2 x_4 \).
A. General Case

Let \( f \) be an incompletely or completely specified function. In order to treat an incompletely specified function by the algebraic expression, two completely specified functions \( f^1 \) and \( f^0 \) are associated with the function \( f \), where

\[
U(f^1) = U(f), \quad V(f^1) = V(f) \cup W(f) \\
U(f^0) = V(f), \quad V(f^0) = U(f) \cup W(f).
\]

(2.20)

Obviously, the function \( f \) is completely described by \( f^1 \) and \( f^0 \). Note that when \( f \) is completely specified, \( f^1 = f \) and \( f^0 = \overline{f} \).

Theorem 2.7: A necessary and sufficient condition for \( g \) and \( h \) to be mutually monotonic is that when \( g^1 \) and \( h^1 \) are expressed by sum-of-products forms, there are no product terms \( a_1a_2b_1b_2c \) and \( a_3a_4\overline{b}_1\overline{b}_2c \) such that

\[
g^1 = a_1a_2b_1b_2c \lor G \\
U(\overline{a}_1a_2a_3\overline{b}_1b_2c) \land U(g^0) \neq \phi,
\]

and

\[
h^1 = a_3a_4\overline{b}_1\overline{b}_2c \lor H \\
U(a_1\overline{a}_3a_4b_1\overline{b}_2c) \land U(h^0) \neq \phi,
\]

and

\[N(a_1) + N(b_1) > 0 \quad \text{and} \quad N(a_3) + N(b_1) > 0,\]

where \( G \) and \( H \) represent the remainder of \( g^1 \) and \( h^1 \), respectively, and there is no common variable in \( a_1a_2 \).
and \( a_3a_4 \).

**Proof:** Proof is by contradiction.

**Sufficiency:** Assume \( g \neq h \). Then by Theorem 2.2, condition (b) there are four vectors such that

\[
\begin{align*}
(r, s) & \in U(g) \setminus V(g), \\
(\tilde{r}, s) & \in V(g), \\
(\tilde{r}, t) & \in U(h) \setminus V(h), \\
(r, t) & \in V(h),
\end{align*}
\] (2.21)

From (2.21), there is a product term \( r_1s_1 \) in \( g \) where \( r \rightarrow r_1, s \rightarrow s_1 \), and \( N(r_1) > 0 \). For \( N(r_1) = 0 \), \( (r, s) \in U(g) \) implies \( (\tilde{r}, s) \in U(g) \), and this is a contradiction. Similarly, there is a product term \( r_2s_2 \) in \( h \) where \( r \rightarrow r_2, t \rightarrow s_2 \), and \( N(r_2) > 0 \). It is possible to rewrite \( r_1 \) and \( r_2 \) as follows

\[
r_1 = r_1' r_3', \quad r_2 = r_2' r_4'.
\]

In other words, \( r_1' \) and \( r_2' \) have no common variable.

Next, consider common variables in \( s_1 \) and \( s_2 \) and collect separately those of the same sign and those of the opposite sign, and let them be \( s_3' \) and \( s_4' \), respectively. Then,

\[
s_1 = s_1' s_3' s_4', \quad s_2 = s_2' s_3' s_4',
\]

where there is no common variable in \( s_1' \) and \( s_2' \). Consequently, there are product terms

\[
r_1' r_3' s_3' s_4' \quad \text{and} \quad r_2' r_4' s_3' s_4'
\]
in \( g \) and \( h \), respectively. Moreover, (2.21) implies
U(\tilde{r}s) \cap U(g) \neq \emptyset and thus
\[ l'(r_1' r_2' r_3' s_1' s_2' s_3') \cap l'(g) \neq \emptyset, \]
because \( \tilde{r}s = \tilde{r}_1' \tilde{r}_2' \tilde{r}_3' s_1' s_2' s_3' \). Similarly,
\[ l'(r_1' r_2' r_3' s_1' s_2' s_3') \cap l'(h) \neq \emptyset. \]

Then if we put \( r_1' = a_1, s_1' = a_2, r_3' = b_1, s_4' = b_2, \)
\( s_3' = c, r_2' = a_3 \) and \( s_2' = a_4 \), we have proved the
sufficiency of the theorem. Clearly, \( N(r_1) > 0 \) implies
\( N(a_1) + N(b_1) > 0 \) and \( N(r_2) > 0 \) implies \( N(a_3) + N(b_1) > 0. \)

Necessity: Assume there are product terms that
satisfy the conditions in the theorem. Then there are
four vectors such that

\[
\begin{align*}
(a_1, a_2, *_1, *_2, b_1, b_2, c, *_3) & \in l'(g) \\
(\bar{a}_1, a_2, a_3, \square_1, \bar{b}_1, b_2, c, \square_3) & \in l'(g) \\
(*_4, *_5, a_3, a_1, \bar{b}_2, b_2, c, *_6) & \in l'(h) \\
(a_1, \square_4, \bar{a}_3, a_4, b_1, b_2, c, \square_4) & \in U(h),
\end{align*}
\]

where * implies any subvector and \( \square \) implies some
subvector. Thus, if we choose the * part appropriately,
we get

\[
\begin{align*}
\bar{a}_3 b_1 & > a_3 \bar{b}_1 \\
\bar{a}_3 b_1 & < \bar{a}_3 \bar{b}_1,
\end{align*}
\]

and obviously \( N(a_1) + N(a_3) + N(b_1) > 0 \). This implies
\( g \not\leq h \). Thus a contradiction. Q.E.D.
It is possible to eliminate the condition \( N(a_1) + N(b_1) > 0 \) and \( N(a_3) + N(b_1) > 0 \) from Theorem 2.7 because if, for example, \( N(a_1) + N(b_1) = 0 \), we automatically have

\[
U(\bar{a}_1a_2a_3b_1b_2c) = U(a_2a_3b_2c) \subseteq U(a_2b_2c) = U(a_1a_3b_1b_2c) \subseteq U(g^1)
\]

and this implies

\[
U(\bar{a}_1a_2a_3b_1b_2c) \cap U(g^1) = \emptyset.
\]

By this theorem, we can examine the mutual monotonicity of \( g \) and \( h \) as follows. First, represent \( g^1 \) and \( h^1 \) in sum-of-products forms and simplify them, if possible. Then, apply the following procedures to every pair of product terms selected from \( g^1 \) and \( h^1 \), respectively.

(1) Among variables which appear in both product terms, let the part of the same sign and that of the opposite sign be \( c \) and \( b \), respectively; the remainder is denoted \( a \) and \( a' \) for \( g^1 \) and \( h^1 \), respectively. Namely, the pair of product terms of \( g^1 \) and \( h^1 \) is written as \( abc \) and \( a'b'c \).

(2) Partition \( a, a', \) and \( b \) as \( a = a_1a_2, \ a' = a_3a_4, \) and \( b = b_1b_2 \) under the conditions \( N(a_1) + N(b_1) > 0, \) \( N(a_3) + N(b_1) > 0. \) For every partition, examine if both

\[
U(\bar{a}_1a_2a_3b_1b_2c) \cap U(g^1) \neq \emptyset
\]

\[
U(\bar{a}_1a_2a_3b_1b_2c) \cap U(h^1) \neq \emptyset
\]
are satisfied. If no pair of partition of product terms selected from $g^1$ and $h^1$ satisfies (2) then $g \preceq h$, and if there is at least one pair which satisfies (2) then $g \not\sim h$.

Though this method seems to be very complicated, the insight into the structures of $g$ and $h$ sometimes greatly reduces the amount of computation. For example, some of the subproduct terms are frequently null, and if $N(a) + N(b) = 0$ or $N(a') + N(b) = 0$ is known, it is not necessary to proceed to procedure (2). Considering the form of $g^0$ and $h^0$, try only partitions which may yield $U(\bar{a}_1 a_2 a_3 b_1 b_2 c)$ and $U(a_1 \bar{a}_3 a_4 b_1 b_2 c)$ that intersect $U(g^0)$ and $U(h^0)$ respectively. Other techniques will be found in the examples. When $g$ and $h$ are very sparsely specified, however, the procedure due to Definition 2.1 may sometimes be simpler than this procedure.

Example 2.5: Examine the mutual monotonicity of incompletely specified $g$ and $h$:

<table>
<thead>
<tr>
<th>$g$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$ $x_2$ $x_3$ $x_4$</td>
<td>$x_1$ $x_2$ $x_3$ $x_4$</td>
</tr>
<tr>
<td>1   0   1   1</td>
<td>1   0   1   1</td>
</tr>
<tr>
<td>1   0   1   0</td>
<td>1   1   1   0</td>
</tr>
<tr>
<td>1   0   0   1</td>
<td>0   1   1   0</td>
</tr>
<tr>
<td>1   1   1   0</td>
<td>0   1   0   0</td>
</tr>
<tr>
<td>0   1   1   0</td>
<td>0   1   0   0</td>
</tr>
<tr>
<td>0   0   0   1</td>
<td>0   0   0   1</td>
</tr>
<tr>
<td>0   0   0   0</td>
<td>0   0   0   0</td>
</tr>
</tbody>
</table>

$g$: $g^1 = x_1 \bar{x}_2 \lor x_2 x_3 \bar{x}_4$, $g^0 = \bar{x}_1 \bar{x}_2 \bar{x}_3$

$h$: $h^1 = x_1 \bar{x}_2 \lor x_3 \bar{x}_4$, $h^0 = \bar{x}_1 \bar{x}_3 \bar{x}_4 \lor x_1 \bar{x}_2 \bar{x}_3 \lor x_4$.

(2.24)
Now compare $x_1 \overline{x}_2$ and $x_1 \overline{x}_2 x_3$. In this pair, however, $N(a) + N(b) = 0$ holds and procedure (2) is omitted.

Similarly for $x_2 x_3 \overline{x}_4$ and $x_3 \overline{x}_4$. Next compare $x_1 \overline{x}_2$ and $x_3 \overline{x}_4$. By procedure (1) $a = x_1 \overline{x}_2$ and $a' = x_3 \overline{x}_4$. Considering that $x_3$ appears in every term of $h^0$, necessarily $a_3 = x_3$ or $a_3 = x_3 \overline{x}_4$, i.e., $a_3$ contains $x_3$, for $U(a_1 a_2 a_3 b_1 b_2 c)$ to intersect $U(h^0)$. This implies that $x_3$ necessarily appears in $a_1 a_2 a_3 b_1 b_2 c$ which is compared with $U(g^0)$, and obviously from the form of $g^0$ the term does not intersect $U(g^0)$. Finally, for $x_2 x_3 \overline{x}_4$ and $x_1 \overline{x}_2 x_3$, $c = x_3$ and this implies that $x_3$ appears in $a_1 a_2 a_3 b_1 b_2 c$ which is compared with $U(g^0)$, and thus the term does not intersect $U(g^0)$. Thus we have proved that $g \equiv h$. 
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 Completely Specified Functions

In this case, Theorem 2.7 is simplified to some extent as follows.

Theorem 2.8: A necessary and sufficient condition for two completely specified functions $g$ and $h$ to be mutually monotonic, when $g$ and $h$ are represented by sum of prime implicants, is to satisfy the following two conditions.

(a) There is no variable which appears in $g$ and $h$, respectively, with opposite signs.

(b) There is no pair of prime implicants $a_1a_2c$ and $a_3a_4c$ such that

$$g = a_1a_2c + G$$
$$U(a_1a_2a_4c) \cap V(g) \neq \emptyset,$$
$$h = a_3a_4c + H$$
$$U(a_1a_2a_4c) \cap V(h) \neq \emptyset,$$ (2.25)

and $N(a_1) > 0$, $N(a_3) > 0$, where $G$ and $H$ represent the remainder of $g$ and $h$, respectively, and there is no common variable in $a_1a_2$ and $a_3a_4$.

Proof: We first prove that condition (a) is necessary. Assume that condition (a) does not hold, i.e., there are prime implicants $x_1abc$ and $\overline{x}_1a'b'c$ in $g$ and $h$, respectively. The existence of the prime implicant $x_1abc$ in $g$ implies the

*A product term $a$ is a prime implicant of a function $f$ if and only if $U(a) \subseteq U(f)$ and there is no product term $b$ such that $U(b) \subseteq U(f)$ and $a \rightarrow b$.

**The sign of a negated (unnegated) variable is negative (positive).
existence of vectors

\[(l, a, b, c, *) \in \ell(g)\]  \[\text{and} \]  \[(0, a, b, c, \Box) \in l'(g),\]  \[\text{(2.26)}\]

where * implies an arbitrary subvector and \(\Box\) implies a certain subvector as before. The i-th component is written to the left of the vectors. From (2.26), if we fix the * part to be the same as the \(\Box\) part, \(i \geq g_1\) is obtained. Similarly, it is possible to obtain \(\bar{i} \succ h\), and this implies \(g \not\succ h\). Therefore, we can suppose that condition (a) is satisfied. This is equivalent to saying that we suppose \(N(b_1) = N(b_2) = 0\) in Theorem 2.7. Then, considering that \(U(g^0) = V(g)\) when \(g\) is completely specified, etc., we can prove condition (b) is a necessary and sufficient condition for mutual monotonicity of \(g\) and \(h\), under condition (a). Q.E.D.

By this theorem we can examine the mutual monotonicity of two completely specified functions \(g\) and \(h\) in the same manner as incompletely specified functions. First, represent \(g\) and \(h\) by sum of prime implicants. If there are variables which appear in \(g\) and \(h\) with opposite signs, we have \(g \not\succ h\). If there are no such variables, apply the following procedure to every pair of prime implicants, each selected from \(g\) and \(h\), respectively.

(1) Let the literals which appear in both prime implicants be \(c\) and the remainder be \(a\) and \(a'\) for \(g\) and \(h\), respectively. Namely, the pair of prime implicants of \(g\) and \(h\) is written as \(ac\) and
a', c, respectively.

(2) Partition a and a' as a = a_1 a_2 and a' = a_3 a_4 under constraints N(a_1) > 0, N(a_3) > 0, and for every partition examine if both

\[ U(\bar{a}_1 a_2 a_3 c) \cap V(g) \neq \emptyset \]
\[ U(\bar{a}_1 a_2 a_3 c) \cap V(h) \neq \emptyset \]

are satisfied. If no pair of partitions of prime implicants selected from g and h satisfies (2), then g \sim h, and if at least one partition satisfies (2), then g \nsim h.

From Corollary 2.2B, it is obvious that U(g) \geq U(h) or U(h) \geq U(g) must hold for g and h to be mutually monotonic. Assume U(g) \geq U(h). Then we can add a condition N(a_4) > 0 to condition (b) of Theorem 2.8, because if N(a_4) = 0,

\[ U(\bar{a}_1 a_2 a_3 c) \subseteq U(a_3 c) = U(\bar{d}' c) \subseteq U(h) \subseteq U(g) \]

holds, and thus we immediately have

\[ U(\bar{a}_1 a_2 a_3 c) \cap V(g) = \emptyset. \]

By employing this property, we can eliminate the test of some partitions of a and a' in procedure (2). Procedure (2) is especially unnecessary if N(a') \leq 1 holds.

A well-known necessary condition for complete monotonicity (as will also be shown in Theorem 2.10) is unateness*.

*A function is unate if and only if it has an expression in which each variable appears with negation or without negation throughout.
Suppose that some of \( g \) and \( h \) is not unate. If we are to examine the mutual monotonicity of \( g \) and \( h \) in order to examine the complete monotonicity of a certain function, it is unnecessary to know if \( g \wedge h \) since the original function is immediately known to be noncompletely monotonic. However, if we want to realize a given function by a combination of completely monotonic functions when the original function itself is not completely monotonic, it is necessary to know the positions of pairs which are not mutually monotonic in the expansion diagram. In this case, therefore, we have to proceed further.
C. Completely Specified Unate Functions

Sometimes in actual examples, especially when only the complete monotonicity of a given function is under consideration, mutual monotonicity of two unate functions is examined. In this case, Theorem 2.8 is simplified further.

Theorem 2.9; A necessary and sufficient condition for completely specified unate functions \( g \) and \( h \) to be mutually monotonic is to satisfy the following two conditions when they are represented by sum of prime implicants.

(a) There is no variable which appears in \( g \) and \( h \), respectively, with opposite signs.

(b) For every pair of prime implicants \( a_1a_2c \) and \( a_3a_4c \) selected from \( g \) and \( h \), respectively, there is either a prime implicant \( p \) of \( g \) which satisfies \( a_2a_3c \rightarrow p \) or a prime implicant \( q \) of \( h \) which satisfies \( a_1a_4c \rightarrow q \), where there are no common literals in \( a_1a_2 \) and \( a_3a_4 \), and all partitions \( a_1a_2 \) and \( a_3a_4 \) of selected prime implicants that satisfy \( N(a_1)>0, N(a_3)>0 \) should be considered.

Proof: In Theorem 2.8, for example, \( U(\overline{a}_1a_2a_3c) \cap V(g) = \phi \) is equivalent to \( U(\overline{a}_1a_2a_3c) \subseteq U(g) \). When \( g \) is unate, this also means that there is a prime implicant \( p \) of \( g \) which satisfies \( \overline{a}_1a_2a_3c \rightarrow p \). Furthermore, from the unateness of \( g \) and the fact that \( a_1 \) appears in \( g \), \( \overline{a}_1a_2a_3c \rightarrow p \) is equivalent to \( a_2a_3c \rightarrow p \). We can prove this for the prime implicant \( q \) of \( h \) in a similar manner.

Q.E.D.
Of course, if \( U(g) \supseteq U(h) \) is known to hold, we can add one more condition, \( N(a_4) > 0 \), to condition (b) of Theorem 2.9.

The procedure for examining mutual monotonicity of Theorem 2.9 is almost the same as the one by Theorem 2.8. However, it is simplified in two respects: product terms considered in procedure (2) are a little simplified and the intersection property is substituted by the subsuming property.

**Example 2.4:**

\[
\begin{align*}
g &= x_1 \lor x_2 x_3 \\
h &= x_2 x_3. 
\end{align*}
\]

Obviously, \( U(g) \supseteq U(h) \). Compare \( x_1 \) of \( g \) and \( x_2 x_3 \) of \( h \), then \( a = x_1, a' = x_2 x_3 \). If we put \( a_1 = x_1, a_2 = x_2, a_3 = x_3, \) there is neither a prime implicant of \( g \) which is subsumed by \( a_2 a_3 c = x_2 \) nor a prime implicant of \( h \) which is subsumed by \( a_1 a_4 c = x_1 x_3 \). Therefore, we have \( g \sim h \).

**Example 2.5:**

\[
\begin{align*}
g &= x_2 x_3 \lor x_2 x_4 \lor x_2 x_5 \lor x_3 x_4 \lor x_3 x_5 \\
h &= x_2 x_3 x_4 \lor x_2 x_3 x_5. 
\end{align*}
\]

Obviously, \( U(g) \supseteq U(h) \). Thus, considering \( N(a) \geq 1, N(a') \geq 2 \), it is necessary to examine four pairs, \( \{x_2 x_4, x_2 x_3 x_5\} \), \( \{x_2 x_5, x_2 x_3 x_4\} \), \( \{x_3 x_4, x_2 x_3 x_5\} \), and \( \{x_3 x_5, x_2 x_3 x_4\} \). Note, however, that any product term of positive literals \( r \) which satisfies \( N(r) \geq 2 \), except for \( x_4 x_5 \), subsumes some
prime implicants of \( g \). For the above four pairs, \( c = x_2 \) or \( c = x_3 \) and \( N(a_2a_3c) \geq 2 \) from \( N(a_3) > 0 \). Since clearly \( a_2a_3c \) is not \( x_4x_5 \), any \( a_2a_3c \) subsumes some prime implicants of \( g \) and, therefore, we obtain \( g \prec h \). This technique which considers the number of literals in product terms sometimes greatly reduces the amount of computation.

The same result is also obtained by constructing a "partition diagram" for each pair of prime implicants. In the partition diagram, \( a_2a_3c \) and \( a_1a_4c \) are written in upper and lower entries, respectively, and circled if it does not subsume any prime implicant of the designated function. Clearly, \( g \prec h \) if and only if there are entries such that both the upper and the lower are circled.

Note that it can be shown that the partition diagrams of pairs \( \{x_2x_5, x_2x_3x_4\} \) and \( \{x_3x_5, x_2x_3x_4\} \) can be ommitted.

<table>
<thead>
<tr>
<th>( x_2x_4 )</th>
<th>( x_2x_3x_4 )</th>
<th>( x_3 )</th>
<th>( x_3 )</th>
<th>( a_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_4 )</td>
<td>( x_2x_3 )</td>
<td>( x_2x_3 )</td>
<td>( a_1a_3c )</td>
<td>( a_1a_3c )</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>( a_2 )</td>
<td>( a_1a_3c )</td>
<td>( a_1a_3c )</td>
<td></td>
</tr>
</tbody>
</table>

\begin{align*}
<table>
<thead>
<tr>
<th>( x_2x_4 )</th>
<th>( x_2x_3x_4 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( a_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_4 )</td>
<td>( x_2x_3 )</td>
<td>( x_2x_3 )</td>
<td>( a_1a_3c )</td>
<td>( a_1a_3c )</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>( a_2 )</td>
<td>( a_1a_3c )</td>
<td>( a_1a_3c )</td>
<td></td>
</tr>
</tbody>
</table>
\end{align*}
since these pairs appear in the partition diagrams of \( \{x_2x_4, x_2x_3x_5\} \) and \( \{x_3x_4, x_2x_3x_5\} \), respectively. This property is always true. Therefore, in this example all possible partitions for these pairs which may satisfy condition (b) of Theorem 2.9 are already exhausted in the above diagrams.
2.10 Examples of the Test of Complete Monotonicity

Example 2.6: Consider an incompletely specified function and its expansion diagram shown in Fig. 2.4. Although each function can be defined by $f^1$ and $f^0$, as described in Section 2.9A, it is given directly by a truth table.

![Fig. 2.4 Expansion diagram of the function of Example 2.6.](image)
The upper side of the truth table represents vectors of \(U(f)\) and the lower side represents \(V(f)\). The mutual monotonicity of \(f_1\) and \(f_\perp\) has already been shown in Example 2.3. From Corollary 2.2A, \(f_{12} \not\sim f_{12}, f_{123} \not\sim f_{123}\), and \(f_{123} \not\sim f_{123}\). The test of \(f_{12} \not\sim f_{12}\) and \(f_{123} \not\sim f_{123}\) can be easily performed by Definition 2.3, since the number of vectors under consideration is rather small. Consequently, all pairs of functions in the expansion diagram are mutually monotonic and, therefore, \(f\) is completely monotonic.

Example 2.7:

\[
f = x_1 x_2 \lor x_3 x_4
\]  

(2.29)

Expanding \(f\), we have \(f_1 = x_2 \lor x_3 x_4, f_\perp = x_3 x_4\). These are the same type of functions which we have treated in Example 2.4 and, therefore, \(f_1 \not\sim f_\perp\). Thus \(f\) is not completely monotonic.

Example 2.8:

\[
f = x_1 x_2 x_3 \lor x_1 x_2 x_4 \lor x_1 x_3 x_5 \lor x_1 x_3 x_4
\]

\[
x_1 x_3 x_5 \lor x_2 x_3 x_4 \lor x_2 x_3 x_5
\]  

(2.30)

The expansion diagram is shown in Fig. 2.5. Since \(f_{12} = f_{12}, f_{123} \not\sim f_{123}\), either function is to be expanded further. The function in the lowest level of each branch is obviously completely monotonic. By Corollary 2.2A, \(f_{12} \not\sim f_{12}, f_{123} \not\sim f_{123}\), and \(f_{123} \not\sim f_{123}\). We have already
shown the mutual monotonicity of \( f_1 \) and \( f_\perp \) in Example 2.5. Since \( f \) is symmetric in \( \{x_1, x_2, x_3\} \) it is not necessary to examine the mutual monotonicity of \( f_{12} \) and \( f_{\perp \perp} \) by Theorem 2.4. Thus, every pair of functions in the expansion diagram is mutually monotonic and, therefore, \( f \) is completely monotonic.

\[
\text{\begin{center}
\begin{tikzpicture}
    \node (f) {f};
    \node (f1) [below left of=f] {\( f_1 = x_1 x_2 x_3 + x_4 x_5 x_6 + x_7 x_8 x_9 \)};
    \node (f2) [below right of=f] {\( f_\perp = x_1 x_2 x_3 + x_4 x_5 x_6 \)};
    \node (f12) [below left of=f1] {\( f_{12} = x_4 x_5 \)};
    \node (f\perp\perp) [below right of=f2] {\( f_{\perp \perp} = x_4 x_5 \)};
    \node (f1\perp) [below left of=f12] {\( f_{1\perp} = x_4 x_5 \)};
    \node (f\perp1) [below right of=f\perp\perp] {\( f_{\perp 1} = x_4 x_5 \)};
    \node (f11) [below left of=f1] {\( f_{11} = x_4 x_5 \)};
    \node (f22) [below right of=f2] {\( f_{22} = x_4 x_5 \)};
    \node (f11) [below left of=f1] {\( f_{11} = x_4 x_5 \)};
    \node (f22) [below right of=f2] {\( f_{22} = x_4 x_5 \)};
    \draw[->] (f) -- (f1);
    \draw[->] (f) -- (f2);
    \draw[->] (f1) -- (f12);
    \draw[->] (f2) -- (f\perp\perp);
    \draw[->] (f1) -- (f1\perp);
    \draw[->] (f2) -- (f\perp1);
    \draw[->] (f12) -- (f11);
    \draw[->] (f\perp\perp) -- (f22);
    \draw[->] (f12) -- (f22);
    \end{tikzpicture}
\end{center}
\]

Fig. 2.5 Expansion diagram of the function of Example 2.8.

In the above expansion, the test of \( f_1 \land f_\perp \) was somewhat complicated. This can be simplified if we employ the concept of dual functions as well as Theorem 2.5 and Theorem 2.6. One example is shown in Fig. 2.6, where \( f_{1\, \perp \perp} = (f_{1\perp})^d \), and so forth. To examine \( f_{1\, \perp} \land f_1 \), it is sufficient to consider the pair of prime implicants which satisfy \( N(a) \geq 1 \) and \( N(a') \geq 2 \), since obviously \( U(f_{1\, \perp}) \supseteq U(f_1) \). However, there is no such pair of prime implicants and, therefore, we immediately have \( f_{1\, \perp} \land f_1 \). The test of the remainder is similar to the above. Consequently, we have also proved by this expansion that \( f \) is completely monotonic.
Fig. 2.6 Expansion diagram of the function of Example 2.8 obtained by the aid of dualization.

As an example of a larger function, the well-known Moore's function \[^{108}\] is tested its complete monotonicity, in the reference \([10]^{8}\). Other useful techniques will also be found in the process for that function.
2.11 Functional Form of Completely Monotonic Functions

From Theorem 2.8 we can obtain a direct necessary and sufficient condition for complete monotonicity when the function is completely specified and represented by a sum of prime implicants. Functional forms of threshold functions have been frequently discussed,[72][74][22] but they are only necessary conditions or only sufficient conditions, not both. Therefore, the next theorem is interesting since it provides a necessary and sufficient condition, though it is of complete monotonicity.

Theorem 2.10: A necessary and sufficient condition for a completely specified function $f$ to be completely monotonic, is to satisfy the following two conditions when it is represented by sum of prime implicants.

(a) $f$ is unate.

(b) For every pair of prime implicants of $f$, $ac = a_1a_2c$ and $a'c = a_3a_4c$, such that $N(a_1)$, $N(a_2)$, $N(a_3)$, and $N(a_4)>0$, there is a prime implicant $p$ of $f$ which satisfies either $a_2a_3c + p$ or $a_1a_4c + p$, where $a_1a_2$ and $a_3a_4$ have no common variable and all possible partitions $a_1a_2$ and $a_3a_4$ should be considered.

Proof: Apply Theorem 2.8 to Theorem 2.3 condition (b). $N(a_3)>0$ and $N(a_4)>0$ are immediate consequences of $U(f) \supset U(f)$. Q.E.D.

Although the test of complete monotonicity by Theorem 2.10 seems more time-consuming than the previous one, it would be easier to program.
Example 2.9: Consider the function \( f \) treated in Example 2.8. As \( f \) consists of seven prime implicants, \( \binom{7}{2} = 21 \) pairs are to be compared. However, among them, only six pairs satisfy \( N(a_1) + N(a_2) \geq 2 \) and \( N(a_3) + N(a_4) \geq 2 \) and, therefore, can satisfy \( N(a_1), N(a_2), N(a_3), \) and \( N(a_4) > 0 \). They are \( \{x_1 x_2 x_4, x_1 x_3 x_5\}, \{x_1 x_2 x_4, x_2 x_3 x_5\}, \{x_1 x_2 x_4, x_2 x_3 x_5\}, \{x_1 x_2 x_4, x_2 x_3 x_5\}, \{x_1 x_2 x_5, x_3 x_4 x_6\}, \) and \( \{x_1 x_2 x_5, x_3 x_4 x_6\} \). For example, for the first pair we have \( a = x_2 x_4, a' = x_3 x_5, \) and \( c = x_1 \). For this pair, only \( \{a_2 a_3 c = x_1 x_2 x_5, a_1 a_4 c = x_1 x_3 x_5\} \) and \( \{x_1 x_2 x_5, x_3 x_4 x_6\} \) should be examined for condition (b) of Theorem 2.10, considering \( N(a_1), N(a_2), N(a_3), \) and \( N(a_4) > 0 \). In this case there are prime implicants \( x_1 x_2 x_3 \) and \( x_1 x_2 x_5 \) in \( f \) and one of them is subsumed by the former term of each pair. By a similar process we can eventually prove the complete monotonicity of \( f \) by this direct method.

Corollary 2.10A: When a completely specified unate function \( f \) is represented by sum of prime implicants, if for every pair of prime implicants the total number of literals which appear in either prime implicant but not both is at most 3, then \( f \) is completely monotonic.

Example 2.10:

\[
f = x_1 x_2 x_3 \lor x_1 x_2 x_4 x_5 \lor x_2 x_3 x_4.
\] (2.31)

This is completely monotonic from Corollary 2.10A.

Well-known properties which hold for functions with a small number of variables\(^{[22][76]}\) are also easily obtained.
from Theorem 2.10.

**Corollary 2.10B:** Unate functions of at most three variables are completely monotonic (threshold) functions.

**Corollary 2.10C:** Positive functions of four variables which are not completely monotonic (threshold) functions are limited to the following functions and those obtainable by permutating their variables and duals.

\[
(1) \quad f = x_1 x_2 \lor x_3 x_4,
\]

\[
(2) \quad f = x_1 x_2 \lor x_3 x_4 \lor x_4 x_4.
\]

These corollaries can be incorporated when we are completing an expansion diagram.
2.12 Extension to Threshold Functions

Threshold functions are of practical importance since they are easily realized by physical or threshold elements. However, completely monotonic functions do not have such a practical importance and are considered to be important only as approximations of threshold functions. In this section, therefore, we consider an extension to threshold logic of concepts developed in the previous sections.

First, we introduce the concept of isobaricity corresponding to mutual monotonicity.

Definition 2.5: Consider two functions g and h and let

\[
x_i \subseteq U(g) \\
y_i \subseteq V(g) \\
u_i \subseteq U(h) \\
v_i \subseteq V(h),
\]

then g and h are "isobaric" if and only if for every set of vectors and \( k_1, k_2 (>0) \) which satisfy

\[
\sum_{k_1} x_i \neq \sum_{k_1} y_i \quad \text{and} \quad \sum_{k_2} u_i \neq \sum_{k_2} v_i,
\]

the following holds:

\[
\sum_{k_1} x_i + \sum_{k_2} u_i \neq \sum_{k_1} y_i + \sum_{k_2} v_i,
\]

where vectors are not necessarily distinct. If g and h are isobaric, they are denoted as \( g \bowtie h \), and if not, as \( g \not\bowtie h \).
When \( k_1 \), and \( k_2 \) are limited to 1 this concept is equivalent to mutual monotonicity, and obviously mutual monotonicity is a necessary condition for \( g \) and \( h \) to be isobaric.

The term isobaric has sometimes been used to imply that two threshold functions can be realized by the same weight vector\(^\text{[23]}\). However, in the above definition \( g \) and \( h \) can be isobaric even if \( g \) or \( h \) itself is not a threshold function. To imply the above concept we say that threshold functions \( g \) and \( h \) are "simultaneously realizable". These two concepts are equivalent when \( g \) and \( h \) are restricted to threshold functions.

**Theorem 2.11:** When \( g \) and \( h \) are threshold functions, \( g \) and \( h \) are simultaneously realizable if and only if \( g \) and \( h \) are isobaric.

**Proof:** It is known (see Muroga et al.,\(^\text{[72]}\) etc.) that \( f \) is a threshold function if and only if \( g \) and \( h \) are threshold functions and simultaneously realizable, where

\[
f = gx_i \vee hx_i
\]

and \( g \) and \( h \) are independent of \( x_i \). \( f \) is a threshold function if and only if \( f \) is \( k \)-asummable for any \( k \). Then, assume \( g \) and \( h \) are not isobaric, i.e., there are vectors which satisfy

\[
\sum_{k_1} x_i + \sum_{k_2} u_j = \sum_{k_1} y_j + \sum_{k_3} v_j. \tag{2.32}
\]
Adding the component $x_i$ to the left of these vectors, (2.32) is rewritten as

$$
\sum_{k_1} (1, x_j) + \sum_{k_2} (0, u_j) = \sum_{k_1} (1, y_j) + \sum_{k_2} (0, v_j),
$$

and this implies $f$ is $(k_1 + k_2)$-summable. Thus, $f$ is not a threshold function. The converse can also be proved in a similar manner. Q.E.D.

These concepts are meaningful since the next theorem holds and corresponds to Theorem 2.3 which is a basic property of completely monotonic functions.

Theorem 2.12: The following four conditions are equivalent.

(a) $f$ is a threshold function.

(b) $f \not\approx f$.

(c) For any $i$ (1 ≤ i ≤ n), $f_i \not\approx f_{1-i}$.

(d) For a given $i$, both $f_i$ and $f_{1-i}$ are threshold functions and moreover, $f_i \approx f_{1-i}$.

Proof: (a) $\Leftrightarrow$ (b) may be trivial. (a) $\Leftrightarrow$ (d) is a wellknown property of threshold functions, since in this case $f_i \approx f_{1-i}$ implies that they are simultaneously realizable by Theorem 2.11. Therefore, we prove only (a) $\Leftrightarrow$ (c).

However, (a) $\Rightarrow$ (c) is also easy to prove. (c) $\Rightarrow$ (a) is proved as follows. Assume that $f$ is not a threshold function, and there are vectors such that

$$
\begin{align*}
    u_j &\in U(f) \\
    v_j &\in V(f) \\
    \sum_k u_j &= \sum_k v_j
\end{align*}
$$

(2.33)
Let this be a minimal set of vectors that satisfy (2.33), i.e., no proper subset of vectors \( \{u_j\} \cup \{v_j\} \) satisfies (2.33). Since all \( u_j \) can not be the same, for some component, say \( x_i \), the following sets are all nonempty:

\[
P = \{u_j \mid (u_j)_i = 1\}
\]
\[
Q = \{u_j \mid (u_j)_i = 0\}
\]
\[
R = \{v_j \mid (v_j)_i = 1\}
\]
\[
S = \{v_j \mid (v_j)_i = 0\}.
\]

Let \( \#P = \#R = k_1 \) and \( \#Q = \#S = k_2 \), and \( p_j \) be a vector obtained by removing the i-th component of \( u_j \) in \( P \), etc. Then, we have

\[
p_j \in U(f_i)
\]
\[
r_j \in V(f_i)
\]
\[
q_j \in U(f_i)
\]
\[
s_j \in V(f_i),
\]

\[
\sum_{k_1} p_j + \sum_{k_1} q_j = \sum_{k_1} r_j + \sum_{k_2} s_j,
\]

and from the assumption of the minimal set, obviously

\[
\sum_{k_1} p_j \neq \sum_{k_1} r_j \quad \text{and} \quad \sum_{k_2} q_j \neq \sum_{k_2} s_j.
\]

This implies \( f_1 \neq f_1 \), and thus a contradiction.

Q.E.D.

As in the previous sections, this theorem enables us to develop a similar theory of threshold functions. Note, however, that we have not yet found a simple method for testing if two given functions are isobaric. The
usefulness of isobaricity completely depends on the development of such methods.

Although complete monotonicity and realizability by a threshold element are very closely related, indeed equivalent for completely specified functions of at most 8 variables, there are certainly functions which are completely monotonic but not 1-realizable, such as Moore's function. In this case, some pairs of functions in the expansion diagram are mutually monotonic but not isobaric.

From these arguments the next theorem may be obvious.

Theorem 2.13: Completely specified completely monotonic threshold functions of at most 7 variables are isobaric (simultaneously realizable) if and only if they are mutually monotonic.

This theorem is of practical importance since the test of mutual monotonicity is rather simple, as described in the previous sections.
2.13 Classification of Threshold Functions

The number of threshold functions increases rapidly in accordance with $n$, though threshold functions occupy a progressively small portion of all functions. A handy method of handling those large number of functions is to classify them into fewer number of classes. These classes will be dealt with rather than individual functions in the design process, provided that a method of obtaining the original functions from such classes is known.

A convenient classification of threshold functions is provided by means of characteristic vectors.

**Definition 2.6**: Let

$$q_{\epsilon} = \# \{ x \mid f(x) = \epsilon \}$$

$$q_{j, \epsilon} = \# \{ x \mid x_j = \delta, f(x) = \epsilon \},$$

where $\delta$ and $\epsilon$ assume either 0 or 1. Then the "characteristic vector" of $f(x)$ is defined by

$$c = (c_0, c_1, c_2, \ldots, c_n),$$

where

$$c_0 = q_1 - q_0$$

$$c_j = q_{11}^j + q_{00}^j - q_{01}^j - q_{10}^j,$$

$$j = 1, 2, \ldots, n.$$
In other words, let the binary values be -1 and 1 instead of 0 and 1. In this case, the vector is represented by \( \mathbf{y} \). Then, an equivalent expression of \( C \) is

\[
C = \sum_{i=1}^{2^n} f(y_i)(1, y_i).
\]

If, conversely, we can obtain \( f(y) \) from its characteristic vector, this \( n+1 \) dimensional vector could be used as a representation of \( f(y) \). For this purpose, the one to one correspondence between function and its characteristic vector is necessary.

**Theorem 2.14:** A necessary and sufficient condition that a function \( f \) and its characteristic vector correspond one to one is that there is no set of vectors such that

\[
\begin{align*}
\sum_{i=1}^{k} u_i &\in \{ \mathbf{y} \mid f(y) = 1 \} \\
\sum_{i=1}^{k} v_i &\in \{ \mathbf{y} \mid f(y) = -1 \}
\end{align*}
\]

where no repetition of vectors in the sum is permitted.

**Proof:** Let \( f \) and \( g \) have the same characteristic vector, i.e.,

\[
\sum f(y_i)(1, y_i) = \sum g(y_i)(1, y_i)
\]
For vectors, for which \( f(y_i) = g(y_i) \) holds, the both sides of (2.35) cancels each other. Thus by changing the subscripts appropriately for the vectors with

\[ f(y_i) = -g(y_i), \]

the next equation is derived from (2.35).

\[
\sum_{i=1}^{k} f(y_i) (1, y_i) = \sum_{i=1}^{k} -f(y_i) (1, y_i),
\]

namely,

\[
\sum_{i=1}^{k} f(y_i) (1, y_i) = 0.
\]  

(2.36)

(2.37)

Obviously, (2.37) is equivalent to the existence of vectors given as (2.34).

Conversely, if (2.37) is satisfied for a set of vectors, we can create a function \( g(y) \) by setting

\[
g(y_i) = -f(y_i), \quad i = 1, 2, \ldots, k
\]

\[
g(y_i) = f(y_i), \quad \text{otherwise.}
\]

(2.38)

This \( g(y) \) satisfies (2.35) and therefore has the same characteristic vector as \( f(y) \). Q.E.D.

Let us compare this result with the asummability property (2.6) of threshold functions, and also with the 2-asummability property of completely monotonic functions (Definition 2.1).
Let us denote the class of threshold functions by $\mathcal{T}$, the class of completely monotonic functions by $\mathcal{m}$, and the class of functions which correspond one to one with their characteristic vectors by $\mathcal{C}$, then the next theorem follows immediately.

**Theorem 2.15:**

$$\mathcal{T} \subseteq \mathcal{C} \subseteq \mathcal{m}$$

The relation $\mathcal{T} \subseteq \mathcal{m}$ was first proved by Chow\[14]. It is also known that $\mathcal{T} = \mathcal{m}$ holds for functions of up to 8 variables\[10\][79]. Those functions which belong to $\mathcal{m}$ but not $\mathcal{T}$ have been constructed by various people\[98\][27][114]. Among those are a function of 9 variables which belongs to $\mathcal{C}$ but not $\mathcal{T}$, and a function of 15 variables which belongs to $\mathcal{m}$ but not $\mathcal{C}$. Both functions were constructed by Gabelman\[27] for a different purpose.

As a result, we are able to use the characteristic vector instead of the function if it is known to be a threshold function, because Theorem 2.15 asserts that $\mathcal{T} \subseteq \mathcal{C}$, i.e., the characteristic vector determines a function uniquely. Several methods are available\[20][56][104], to obtain the original function from its characteristic vector, if a given function is a threshold function. When completely monotonic functions are concerned, however, the one to one correspondence between functions and their characteristic vectors does not hold in general, except for functions of up to
8 variables.

Now, let us denote the characteristic vector of \( f(y) \) by

\[
\text{ch.} f(y) = (c_0, c_1, \ldots, c_n) \quad (2.39)
\]

Then the next properties immediately follow from its definition.

1. Let \( \sigma \) be a permutation. Then

\[
\text{ch.} f(y_{\sigma(1)}, y_{\sigma(2)}, \ldots, y_{\sigma(n)}) = (c_0, c_{\sigma(1)}, \ldots, c_{\sigma(n)}). \quad (2.40)
\]

2. \( \text{ch.} f(y_1, \ldots, y_{i-1}, \overline{y}_i, y_{i+1}, \ldots, y_n) = (c_0, \ldots, c_{i-1}, -c_i, c_{i+1}, \ldots, c_n), \) (2.41)

   where \( \overline{y}_i \) is the negation of \( y_i \), i.e.,

   \[
   \overline{y}_i = -y_i.
   \]

3. \( \text{ch.} \overline{f}(y) = (-c_0, -c_1, \ldots, -c_n). \quad (2.42) \)

4. \( \text{ch.} f^d(y) = (-c_0, c_1, c_2, \ldots, c_n). \quad (2.43) \)

5. \( \text{ch.} y_j f(y_1 y_j, \ldots, y_{j-1} y_j, y_j, y_{j+1} y_j, \ldots, y_n y_j) = (c_j, c_1, \ldots, c_{j-1}, c_0, c_{j+1}, \ldots, c_n). \quad (2.44) \)
Property (5) is first proved by Dertouzos[20], in conjunction with the classification of threshold functions.

These properties can be used in classifying functions of class \( C \) by means of their characteristic vectors, because the next theorem holds.

**Theorem 2.16:** \( C \) is closed under the 5 operations shown in (2.40) - (2.44).

**Proof:** A proof is given for the negation of variables, i.e., (2.41) in the above list of properties. Other cases will be proved similarly.

Let \( g \) be \( f \) with \( y_j \) negated:

\[
g(y) = f(y_1, \ldots, \overline{y_j}, \ldots, y_n).
\]

If \( f(y) \) does not belong to \( C \), there exist a set of vectors

\[
\begin{align*}
u_i &\in \{ y \mid f(y) = 1 \} \\
v_i &\in \{ y \mid f(y) = -1 \}
\end{align*}
\]

and

\[
\sum_{i=1}^{k} u_i = \sum_{i=1}^{k} v_i,
\]

from Theorem 2.14. Now let us define vectors \( u'_i \) and \( v'_i \) as follows:
This means that \( g(y) \) does not belong to \( C \) either. The converse can be similarly proved. Q.E.D.

As a result of this theorem, it is now possible to classify those functions in \( C \), by defining a canonical form of characteristic vector. For example, let us take the absolute values of components of \( C \) (properties (2)(3)(4)) and then arrange them in the descending order (properties (1)(5)). The resultant vector is defined as the canonical form of characteristic vector. Now, it is defined that functions with the same canonical form of characteristic vector belong to the same class of functions.

For functions in the class \( \mathcal{J} \), this classification was actually applied and the table of all the canonical characteristic vectors is available for threshold functions of up to 7 variables. (For these functions, in fact, \( \mathcal{J} = C \) holds as mentioned above.)

\[
\begin{align*}
\mathbf{u}_i' &= (u_1', \ldots, u_{j-1}', u_j, u_{j+1}', \ldots, u_n) \\
\mathbf{v}_i' &= (v_1', \ldots, v_{j-1}', v_j, v_{j+1}', \ldots, v_n).
\end{align*}
\]

Obviously,

\[
\begin{align*}
g(u_i') &= 1 \\
g(v_i') &= -1,
\end{align*}
\]

and

\[
\sum_{i=1}^{k} u_i' = \sum_{i=1}^{k} v_i'.
\]
In this section, only completely specified functions were considered. A more general discussion on incompletely specified functions and the case in which a probability is associated with each input vector is given by Yajima and Ibaraki [105].
2.14 Conclusion

The concept of mutual monotonicity was introduced and investigated in this chapter. Mutual monotonicity is of importance because it gives a necessary and sufficient condition for complete monotonicity and, moreover, it can be tested simply by algebraic manipulation. Complete monotonicity is in some cases a necessary and sufficient condition for \( l \)-realizability, and therefore, these concepts can be applied to the test of \( l \)-realizability.

Since most functions are not completely monotonic \((l\text{-realizable})^{[10][98][103][92][78][112]}\), there is an acute need for developing a theory of compound synthesis by completely monotonic functions or, if possible, by threshold functions. The concept of mutual monotonicity and the expansion diagram yields a method of economical compound synthesis, though it does not necessarily produce a minimal network. These topics will be dealt with in the next chapter.

It was shown that if we employ isobaricity instead of mutual monotonicity, the whole theory could be extended to threshold functions in parallel, and the same holds for the above-mentioned method of compound synthesis. However, simple testing methods of isobaricity have not been found yet, and the usefulness of the concept of isobaricity depends on their development.

Considering that completely monotonic functions are 2-asummable functions and threshold functions are \( k \)-asummable functions for any \( k \), it is possible to
develop a similar theory of subsets of all functions, i.e.,
k-asummable functions for some k. However, this concept
does not exhibit such practical importance at present
as 2-asummability, which can be checked easily by
algebraic manipulation, and as k-asummability for any
k, which is equivalent to 1-realizability.

The idea of mutual monotonicity and isobaricity
was extended to the case of multi-threshold threshold
functions in [116].
Chapter 3. Network synthesis Using Completely Monotonic (Threshold) Functions

3.1 Introduction

As briefly reviewed in Section 1.3, there has been no satisfactory synthesis method which is easy to carry out and yet can yield reasonably economical networks. In this chapter, we will use the concept of mutual monotonicity and expansion diagram, developed in Chapter 2, for the network synthesis. By examining non-mutually monotonic pairs of functions in the expansion diagram, an algorithm for obtaining a network of completely monotonic functions which realizes the required function $f$ is devised.

The network could be further simplified by applying procedures also considered in this chapter. The whole process can be easily performed by hand computation for functions of moderate number of variables. It always yields quite economical networks, not necessarily optimal, in the author's experience, provided that the simplification techniques are adequately applied.

Therefore, it is believed that this algorithm constitutes one of the major approaches of network design of threshold (completely monotonic) gates, when practical algorithms are required.

However, the method is concerned with the compound synthesis using completely monotonic functions, and strictly speaking, there are completely monotonic functions which are not threshold functions. Thus it is
necessary to extend the method to threshold logic. In Section 3.8, it will be shown that this is made possible by replacing the complete monotonicity by the 1-realizability and the mutual monotonicity by the isobaricity.
3.2 Expansion Diagram

It is necessary to obtain an expansion diagram of a given function in order to realize a function by a combination of completely monotonic functions. In this case, however, the position of each non-mutually monotonic pair is essential and all such pairs must be found. The total number of non-mutually monotonic pairs changes according to the sequence of expansion variables and it is desirable to find an expansion diagram with the minimum number of such pairs.

Example 3.1: Consider a completely specified function:

\[
\begin{align*}
  f &= x_{1,2,3,6} \lor x_{1,2,4,6} \lor x_{1,3,4,6} \\
  &\quad \lor x_{1,2,5,6} \lor x_{1,3,5,6} \lor x_{2,3,4,6} \\
  &\quad \lor x_{2,3,6} \lor x_{2,4,6} \lor x_{1,2,5,6}.
\end{align*}
\]

(3.1)

First, if we successively expand this function by variables \(x_1, x_2, x_3, \ldots\), the expansion diagram of Fig.3.1(a) is obtained. Next, if it is expanded in the sequence \(x_6, x_1, x_2, \ldots\), the expansion diagram is the one shown in Fig.3.1(b). The total number of non-mutually monotonic pairs is reduced from 4 to 1.

Several notations concerning an expansion diagram must be defined here. If a function \(g\) is just below a function \(f\) and connected by a branch, \(g\) is said to be a "first-generation successor" of \(f\). Namely, \(f_{a1}\) is a first-generation successor of \(f_a\). If \(h\) is a first-generation
successor of $g$ and $g$ is a $k$-th-generation successor of $f$, then $h$ is a $(k+1)$st-generation successor of $f$. A successor of some generation is simply called a "successor".

Obviously, every function in an expansion diagram except the bottom ones has two first-generation successors. If two first-generation successors $g$ and $h$ of $f$ are non-mutually monotonic, this non-mutually monotonic pair is said to be induced by $f$.

![Diagram](a)

![Diagram](b)

Fig. 3.1. Two expansion diagrams of the function in Example 3.1.
3.3 Fundamental Theorem for the Realization of an Arbitrary Function

If an expansion diagram of a certain function contains no non-mutually monotonic pair, it is completely monotonic and can be trivially realized by one completely monotonic function. In most cases, however, an expansion diagram contains non-mutually monotonic pairs and these pairs must be removed in order to realize it by completely monotonic functions. In this chapter, this is done by assigning an augmented variable to every non-mutually monotonic pair and thus equivalently making it mutually monotonic. The next problem is how to realize the augmented variables by a combination of completely monotonic functions.

Before stating the next theorem which is basic to these problems, we define two "constant functions" \( \mathbf{1}_i \) and \( \mathbf{0}_i \) associated with \( f_i \) and negation of \( f_i \) as follows:

\[
\begin{align*}
\mathbf{1}_i: U(\mathbf{1}_i) &= U(f_i) \cup V(f_i), & V(\mathbf{1}_i) &= \emptyset \\
\mathbf{0}_i: U(\mathbf{0}_i) &= \emptyset, & V(\mathbf{0}_i) &= U(f_i) \cup V(f_i) \\
\bar{f}_i: U(\bar{f}_i) &= V(f_i), & V(\bar{f}_i) &= U(f_i).
\end{align*}
\]

Theorem 3.1: Let a function \( f \) of \( n \) variables be expanded as

\[
f = f_i \mathbf{x}_i \bigvee \bar{f}_i \mathbf{\bar{x}}_i
\]

and suppose that \( f_i \) and \( \bar{f}_i \) are both completely monotonic but \( f_i \not\equiv \bar{f}_i \). For each of the eight augmented variables below,
\[ \alpha = \left\{ \begin{array}{l} f_i x_i + \frac{1}{i} x_i \\ 0_i x_i + \frac{f_i}{i} x_i \end{array} \right. \]  

or

\[ \left\{ \begin{array}{l} 1_i x_i + f_i x_i \\ 0_i \end{array} \right. \]

consider the function of (n+1) variables \( f'(x_1, \ldots, x_n, \alpha(x_1, \ldots, x_n)) \) which satisfies \( f' = f \) when \( f' \) is considered as a function of \( x \). Then \( f' \) is completely monotonic with respect to \( x_1, x_2, \ldots, x_n, \alpha \), and, moreover, \( \alpha \) is also completely monotonic with respect to \( x_1, \ldots, x_n \).

**Proof:** We prove only for an augmented variable

\[ \alpha = f_i x_i + 0_i \]

Others can be similarly proved. From the assumption of Theorem 3.1, \( f_i \) is completely monotonic and \( 0_i \) is a constant function. Then, \( f_i + 0_i \) is directly obtained from Corollary 2.2A and it implies that \( \alpha \) is completely monotonic from Theorem 2.3, condition (d).

To prove the complete monotonicity of \( f' \), assume \( f' \) is not completely monotonic. Then we have four vectors such that

\[ u'_i, u'_2 \in U(j') \]

\[ v'_i, v'_2 \in V(j') \]

\[ u'_i + u'_2 = v'_i + v'_2 \]

from the definition. Here note that \( \alpha = 1 \) if and only if
\[ f_i = x_i = 1, \text{ i.e., } \alpha(x) = 1 \text{ only for } x = (a, 1), \text{ where } f_i(a) = 1. \text{ Namely, the } \alpha \text{ components of } v_1' \text{ and } v_2' \text{ are both } 0 \text{ because the vector } (a, 1), \text{ where } f_i(a) = 1, \text{ belongs to } U(f) \text{ and accordingly } (a, 1, 1) \text{ belongs to } U(f'). \text{ This implies that the } \alpha \text{ components of } u_1' \text{ and } u_2' \text{ are also } 0, \text{ since } (3.4) \text{ holds. Thus the } x_i \text{ components of } u_1' \text{ and } u_2' \text{ are } 0 \text{ because if } a = 0 \text{ and } x_i = 1, u_1' \text{ and } u_2' \text{ must belong to } V(f'). \text{ Equation } (3.6) \text{ again implies the } x_i \text{ components of } v_1' \text{ and } v_2' \text{ are } 0. \text{ Thus letting the } u_1', u_2', v_1' \text{ and } v_2' \text{ from which } x_i \text{ and } \alpha \text{ components are eliminated be } u_1, u_2, v_1, \text{ and } v_2'; (3.6) \text{ is rewritten as}

\[
\begin{align*}
  u_1, u_2 &\in U(f_i) \\
v_1, v_2 &\in V(f_i) \\
u_1 + u_2 &= v_1 + v_2.
\end{align*}
\]

This is equivalent to \( f_1 \) not being completely monotonic, contradicting the assumption. Q.E.D.

Thus, by Theorem 3.1 we can remove the non-mutually monotonic pair \( f_1 \neq f_1' \) equivalently if we consider a variable \( \alpha \) together. Note that the function \( f' \) is no longer completely specified even if \( f \) is completely specified.

The eight kinds of augmented variables for a non-mutually monotonic pair \( g \neq h \) are illustrated in Fig.3.2. In the figure, the output value of \( \alpha \) for each of four sets of input vectors \( U(g), V(g), U(h), \text{ and } V(h) \) are
written in the manner designated above. For example, when \( g \) and \( h \) are written as \( f_1 \) and \( f_\bar{1} \), respectively, Fig. 3.2 (1) shows \( \alpha = f_1 x_1 \lor 0_1 \bar{x}_1 \). Obviously, the \( \alpha \) of Theorem 3.1 is to assign an output value 1 to one or three of these four sets of input vectors. This \( \alpha \) is said to be given to the non-mutually monotonic pair \( f_1 \not\leq f_\bar{1} \) or \( f \) which induces \( f_1 \not\leq f_\bar{1} \).

These augmented variables may be divided into two classes, one expressed by (3.4) and the other by (3.5). In the former case \( f_1 \) is said to be "essential" to \( \alpha \) and in the latter case \( f_\bar{1} \) is essential.

Example 3.2: Expand an incompletely specified function \( f \) of three variables as shown in Fig.3.3(a), and then Fig.3.3 (b) is obtained. Obviously, though \( f_1 \) and \( f_\bar{1} \) are both completely monotonic, \( f_1 \not\leq f_\bar{1} \) holds and \( f \) is not completely monotonic, If we attach an augmented variable

\[
\alpha = f_1 x_1 \lor 0_1 \bar{x}_1, \tag{3.8}
\]
Fig. 3.3. Expansion diagram and augmented variable of the function in Example 3.2.

the resulting $f'$ is a function of four variables as shown in level 3 of Fig. 3.3 (b). Of course $f'$ is completely monotonic.

**Example 3.3:** Consider the function $f$ of Example 3.1. If we adopt the latter expansion (Fig.3.1 (b)), there is only one non-mutually monotonic pair $f_6 \neq f_6^*$, and
both $f_6$ and $f'_6$ are completely monotonic. Thus, Theorem 3.1 can be applied directly. The augmented variable $a$ may be any one of eight possibilities. For example, let $a = 0 \cdot x_6 \lor f'_6 \cdot x_6$, then $f$ is realized by a combination of two completely monotonic (in this case, threshold) functions, one to realize $a$ and the other to realize $f'$ (= $f$) itself. This is illustrated in Fig. 3.4.
3.4 General Case

In general, there is more than one non-mutually monotonic pair in the expansion diagram of a given function and therefore Theorem 3.1 cannot be applied directly. However, functions of the lower level of each branch in the expansion diagram become necessarily completely monotonic and the assumption of Theorem 3.1 is satisfied in this part. Therefore, if we remove non-mutually monotonic pairs successively from the lower level by attaching augmented variables, we have eventually one completely monotonic function of more than n variables which equivalently realizes the given original function.

Before stating a rigorous procedure, assume that a function $g$ is expanded by $x_i$ and $g_i \prec g_i'$ holds, (i.e., $g$ induces the non-mutually monotonic pair $g_i \prec g_i'$) and let $\alpha$ be an augmented variable given to this non-mutually monotonic pair. Then it follows from the proof of Theorem 3.1 that if $g_i$ is essential to $\alpha$ then $\alpha$ is completely monotonic if and only if $g_i$ is completely monotonic, and $g'(= g)$ is completely monotonic if and only if $g_i'$ is completely monotonic. Therefore, the augmented variable $\alpha$ and the function $g'$ are realized as shown in Fig.3.5(a), provided that augmented variables $\alpha_1, \alpha_2, \ldots, \alpha_{k_i}$ and $\beta_1, \beta_2, \ldots, \beta_{k_i}$ are necessary for $g_i$ and $g_i'$, respectively, to become completely monotonic, and $g_i$ is essential to $\alpha$. If $g_i'$ is essential to $\alpha$, the realization is shown in Fig.3.5(b). For the former realization, $\alpha, \beta_1, \ldots, \beta_{k_i}$ are
Fig. 3.5. Realization of a function which has non-mutually monotonic pairs.

said to be "necessary" for $g$ and for the latter realization, $\alpha, \alpha_1, \ldots, \alpha_k$ are necessary for $g$.

When $g$ does not induce a non-mutually monotonic pair, suppose that $g^{(1)}, \ldots, g^{(k)}$ are all the nearest successors of $g$ which induce non-mutually monotonic pairs (i.e., all paths from $g$ downward either terminate at
one of \( g^{(1)} \) through \( g^{(k)} \) or have no function which induces a non-mutually monotonic pair) and sets of augmented variables \( \{a^{(1)}\}, \ldots, \{a^{(k)}\} \) are necessary for \( g^{(1)}, \ldots, g^{(k)} \), respectively. Then the function

\[
g'(x, \{a^{(1)}\}, \ldots, \{a^{(k)}\})
\]

which satisfies \( g' = g \) is completely monotonic. This is true because if \( \{a^{(1)}\}, \ldots, \{a^{(k)}\} \) are taken into consideration, \( g^{(1)}, \ldots, g^{(k)} \) can be considered to be completely monotonic and thus the expansion diagram does not contain non-mutually monotonic pairs any more. In this case, augmented variables

\[
\{a^{(1)}\} \cup \{a^{(2)}\} \cup \ldots \cup \{a^{(k)}\}
\]  

(3.9)

are said to be necessary for \( g \) and \( g \) is realized as shown in Fig. 3.5(c).

Then the procedure is to produce each augmented variables recursively from the lower level, and finally realize the given \( f \) by either one of the methods shown above. A procedure of realizing an arbitrary function \( f \) of \( n \) variables is described.

(1) Find in the expansion diagram of \( f \) a function which induces a non-mutually monotonic pair and which satisfies one of the following:

(a) It has no successor which induces non-mutually monotonic pair,

(b) It has successors which induce non-mutually monotonic pairs but for which all necessary augmented variables are already determined.
Let this function be $g$, and suppose that $g$ is expanded by $x_i$ and $g_i \neq g_i$. Let $\alpha_1, \ldots, \alpha_{k_i}$ be necessary for $g_i$ and $\beta_1, \ldots, \beta_{k_i}$ for $g_i$. Then realize an augmented variable $a$ for this pair. If we are to obtain an augmented variable $a$ to which $g_i$ is essential, it can be realized as shown in Fig. 3.6(a). In case of $g_i$ being essential, the realization is shown in Fig. 3.6(b). In the former case, $\alpha, \beta_1, \ldots, \beta_{k_i}$ are necessary for $g$, and in the latter case, $\alpha, \alpha_1, \ldots, \alpha_{k_i}$ are necessary for $g$. Repeat this procedure until there is no function which induces a non-mutually pair except for $f$ itself.

(2) Realize $f$ according to the method described above (Fig.3.5(a),(b),(c)). Consider $g$ as $f$ in this case.

![Diagram](image1)
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Fig.3.6. Realization of an augmented variable.
Note that in the above procedure an augmented variable for each function which induces a non-mutually monotonic pair is determined recursively but it is not necessary to realize each individual function (g in procedure (1)) except for the given function f. Therefore if there are P non-mutually monotonic pairs, we need at most P augmented variables and thus P completely monotonic functions interconnected to realize these augmented variables. One other completely monotonic function which realizes the given function f itself is also necessary.

**Theorem 3.2:** If there are P non-mutually monotonic pairs in the expansion diagram of a given function f of n variables, f can be realized by a combination of at most (P + 1) completely monotonic functions within n levels. The number of input variables of each completely monotonic function is not more than n + P.

**Example 3.4:** Consider the following completely specified function of five variables;

\[ f = x_1 x_2 x_3 x_4 x_5 \vee \bar{x}_1 x_2 x_3 x_6 \vee \bar{x}_1 \bar{x}_2 x_3 x_5 \vee \bar{x}_1 \bar{x}_2 \bar{x}_4 \]

\[ \vee x_3 x_5 x_9. \quad (3.10) \]

The expansion diagram is in Fig.3.7. In this case P = 5 and by Theorem 3.2, f can be realized by at most P + 1 = 6 completely monotonic functions. First, procedure (1) is applied to three functions, \( f_{12} \), \( f_{12} \), and \( f_{12} \). Augmented variables necessary for \( f_{12} \), \( f_{12} \), and \( f_{12} \) are of the type \( g_{1} x_{1} \vee 0_{1} \), denoted \( a_{12} \), \( a_{12} \), and \( a_{12} \), respectively.
Procedure (1) is then applied to \( f_1 \) also which induces a non-mutually monotonic pair \( f_{12} \) \( \neq f_{12} \). The necessary variables for \( f_{12} \) and \( f_{12} \) have already been determined. Now suppose that the augmented variable \( \alpha_1 \) is obtained as

\[
\alpha_1 = f_{12}x_2 \lor 0 \lor \bar{x}_2
\]

Since \( f_{12} \) is essential, the necessary augmented variables for \( f_1 \) are \( \alpha_1 \) and \( \alpha_{12} \). There is no additional function to which procedure (1) can be applied except \( f_1 \) itself. The augmented variable to \( f \), i.e., to \( f_1 \neq f_1 \), is determined as

\[
\alpha = f_1x_1 \lor 0 \lor \bar{x}_1
\]

then the necessary augmented variables for \( f \) are \( \alpha \) and the essential variables for \( f_1 \), \( \alpha_1 \) and \( \alpha_{12} \). Augmented
variable $a$ itself needs $a_{12}$ (see Fig.3.6). The whole network is shown in Fig.3.8, where six elements are used.

If we adopt different types of augmented variables, the resulting network becomes different. However, these realizations may not be very economical. Methods of simplification will be considered in the subsequent sections.

Fig.3.8. Realization of the function in Example 3.4 by completely monotonic functions.
3.5 Simplification by Uniting Augmented Variables

In this and subsequent sections, we shall discuss simplification methods of realization obtained by the direct application of the previous procedure. First, a simplification is described which can be applied easily and is usually quite effective. For example, consider two augmented variables \( a_{12} \) and \( a_{12}' \) in Example 3.4. These are defined* on disjoint sets of input vectors such that

\[
\alpha_{12}: U(\alpha_{12}) \cup V(\alpha_{12}) = \{ x \mid x_1 = 1, x_2 = 1 \}
\]
\[
\alpha'_{12}: U(\alpha_{12}') \cup V(\alpha_{12}') = \{ x \mid x_1 = 0, x_2 = 1 \}.
\]

Thus, if a new function \( \beta \) obtained by uniting the above two functions \( a_{12} \) and \( a_{12}' \), i.e.,

\[
\beta: U(\beta) = U(\alpha_{12}) \cup U(\alpha_{12}')
\]
\[
V(\beta) = V(\alpha_{12}) \cup V(\alpha_{12}')
\]

is completely monotonic, this one completely monotonic function \( \beta \) can provide us simultaneously with two augmented variables \( a_{12} \) and \( a'_{12} \).

More generally, for functions \( a^{(1)}, a^{(2)}, \ldots, a^{(k)} \) defined on disjoint sets \( X^{(1)}, X^{(2)}, \ldots, X^{(k)} \) of the same variables, let \( a \) be a function defined on the set \( X^{(1)} \cup X^{(2)} \cup \ldots \cup X^{(k)} \) which satisfies

*Here we may also consider \( a_{12} \) as defined on a subset of \( x_1, x_2 \) the set \( \{ y \mid (1, 1, y) \in \{ x \} \} \), thus reducing the dimension of vectors under consideration. However, hereafter we use the first definition for the convenient development of theory.
\[ \alpha|X^{(j)} = \alpha^{(j)} \quad j = 1, 2, \ldots, k, \]

where \( \alpha|X^{(j)} \) is the function \( \alpha \) restricted to the set \( X^{(j)} \). We denote a function possessing this property as

\[ \alpha = \alpha^{(1)} \cup \alpha^{(2)} \cup \ldots \cup \alpha^{(k)}. \tag{3.12} \]

Now the problems are, first, how to select candidates from non-mutually monotonic pairs in an expansion diagram which may be united, and second, how to determine the augmented variables from the eight possibilities permitted by Theorem 3.1 so as to make the united function completely monotonic.

For the first problem, consider two functions in the diagram, one of which is a successor of the other. This means that one function is obtained from the other by fixing some variables, i.e., these two functions do not have disjoint sets of input vectors; moreover, if both functions induce non-mutually monotonic pairs, the augmented variable to one pair is required for the other pair. This leads to the following theorem.

**Theorem 3.3:** The set of augmented variables which may be united satisfies necessarily the condition that none of the functions to which the augmented variables are assigned is a successor of the other.

For example, any augmented variables in the same level may be united and augmented variables such as \( \alpha_1 \) and \( \alpha_2 \) in Example 3.4 cannot be united, according to this theorem.
However, the complete monotonicity of a united function must, in general, be examined by the method described in Chapter 2. If we are to obtain the most economical one it is necessary to examine all possible configurations of augmented variables which satisfy Theorems 3.1 and 3.3. Thus, it is desirable to find a simple necessary and sufficient condition for a united function to be completely monotonic. Although such a simple necessary and sufficient condition has not been found yet, a necessary condition given in Theorem 3.4 will reduce the amount of computation greatly and a sufficient condition, to be given in Theorem 3.5, is also useful when augmented variables satisfy the assumption in the theorem.

Theorem 3.4: Let \( \alpha = \alpha^{(1)} \cup \alpha^{(2)} \cup \ldots \cup \alpha^{(k)} \). If \( \alpha \) is completely monotonic, then so are \( \alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(k)} \); moreover, for any \( i \) and \( j \), \( \alpha^{(i)} \subseteq \alpha^{(j)} \) holds.

Proof: From the definition of \( \alpha \), it is obvious that \( \alpha^{(1)}, \ldots, \alpha^{(k)} \) are all completely monotonic. To prove \( \alpha^{(i)} \subseteq \alpha^{(j)} \), assume \( \alpha^{(i)} \nsubseteq \alpha^{(j)} \). This implies the existence of the following four vectors,

\[
\begin{align*}
\mathbf{u}_1 &\in U(\alpha^{(i)}), & \mathbf{u}_2 &\in U(\alpha^{(j)}) \\
\mathbf{v}_1 &\in V(\alpha^{(i)}), & \mathbf{v}_2 &\in V(\alpha^{(j)}) \\
\mathbf{u}_1 + \mathbf{u}_2 &= \mathbf{v}_1 + \mathbf{v}_2.
\end{align*}
\]

However, \( \mathbf{u}_1, \mathbf{u}_2 \in U(\alpha) \) and \( \mathbf{v}_1, \mathbf{v}_2 \in V(\alpha) \) obviously and this implies \( \alpha \) is not completely monotonic. Thus a contradiction.

\[Q.E.D.\]
Disjoint sets \( X^{(1)} , X^{(2)} , \ldots , X^{(k)} \) of interest in this chapter are as follows: for each \( X^{(j)} \), there is a subvector \( a^{(j)} \) such that

\[
X^{(j)} = \{ x \mid x = (a^{(j)}, y) \}.
\]

Let \( s^{(1)} , s^{(2)} , \ldots , s^{(k)} \) be subvectors of

\[
a^{(1)} , a^{(2)} , \ldots , a^{(k)},
\]

respectively, which are restricted to the common variables of \( a^{(1)} , a^{(2)} , \ldots , a^{(k)} \). Then it is convenient to write

\[
\alpha^{(j)} = s^{(j)} \gamma^{(j)},
\]

where \( s^{(j)} \) is a product term of literals which corresponds to \( s^{(j)} \) and \( \gamma^{(j)} \) is a function of \( m-N(s^{(j)}) \) variables, where \( m \) is the dimension of \( a^{(j)} \). Theorem 3.4 is rewritten as follows.

**Corollary 3.1:** Let \( \gamma^{(1)} , \gamma^{(2)} , \ldots , \gamma^{(k)} \) be functions obtained from a completely monotonic function \( \alpha \) of Theorem 3.4, then \( \gamma^{(1)} , \ldots , \gamma^{(k)} \) are all completely monotonic and for any \( i,j \), \( \gamma^{(i)} \lor \gamma^{(j)} \) holds.

Since the complete monotonicity of each augmented variable is guaranteed by Theorem 3.1, it is only necessary to select a set of pairwise mutually monotonic augmented variables. The converse of Theorem 3.4, however, is not always true and it is still necessary to examine the complete monotonicity of a united function.

One of the particular cases in which the converse of
Theorem 3.4 holds is discussed in the next theorem.

Theorem 3.5: Let \( a, a^{(j)}, \gamma^{(j)}, s^{(j)} \) (\( j = 1, 2, \ldots, k \)) be defined as above. If for every distinct \( j_1, j_2, j_3, j_4 \),

\[
\begin{align*}
& s^{(j_1)} \neq s^{(j_2)} \\
& s^{(j_1)} + s^{(j_2)} \neq s^{(j_3)} + s^{(j_4)}
\end{align*}
\tag{3.14}
\]

hold, the next three condition are equivalent.

(a) \( a \) is completely monotonic.

(b) \( a^{(j)}, j = 1, 2, \ldots, k \), are completely monotonic and for any \( j_1, j_2 \), \( a^{(j_1)} \sim a^{(j_2)} \) holds.

(c) \( \gamma^{(j)}, j = 1, 2, \ldots, k \), are completely monotonic and for any \( j_1, j_2 \), \( \gamma^{(j_1)} \sim \gamma^{(j_2)} \) holds.

Proof: For simplicity, we prove (a) \( \Leftrightarrow \) (b) only. (a) \( \Rightarrow \) (b) was already proved by Theorem 3.4. In order to prove (b) \( \Rightarrow \) (a), assume \( a \) is not completely monotonic. Then there are four vectors such that

\[
\begin{align*}
& u_1, u_2 \in U(a), \; v_1, v_2 \in V(a) \\
& u_1 + u_2 = v_1 + v_2.
\end{align*}
\tag{3.15}
\]

Let \( u_1 = (s^{(i_1)}, u_1'), u_2 = (s^{(i_2)}, u_2'), v_1 = (s^{(i_3)}, v_1'), \) and \( v_2 = (s^{(i_4)}, v_2') \); then from assumption (3.14) \( s^{(i_1)}, s^{(i_2)}, s^{(i_3)}, s^{(i_4)} \) are not all distinct. First suppose \( s^{(i_1)} = s^{(i_2)} \), then we have \( s^{(i_1)} = s^{(i_2)} = s^{(i_3)} = s^{(i_4)} \) from (3.15). This implies that \( a^{(j_1)} \) itself is not completely monotonic. Next suppose that \( s^{(j_1)} = s^{(j_3)} \), then \( s^{(j_2)} = s^{(j_4)} \) is derived from (3.15). This implies \( a^{(j_1)} \sim a^{(j_2)} \). Finally,
either assumption leads to a contradiction. 

Q.E.D.

Therefore, if \( S \) vectors of given augmented variables satis-
fy assumption (3.14) of Theorem 3.5, it is not necessary
to examine the complete monotonicity of the united 
function again. For example, let Fig. 3.9 be part of a 
certain expansion diagram and \( a_i \) is given to \( g_a \), then 
\( S \) vectors of \( \{a_i, a_i'\} \) are (1) and (0) which satisfy (3.14). 
Thus if \( a_i \lor a_i' \) holds, then \( \alpha = a_i \cup a_i' \) is completely 
monotonic.

\( S \) vectors of four augmented variables given to the 
lowest level are also written in Fig. 3.9, and obviously 
any three of these four \( S \) vectors satisfy assumption 
(3.14), but for four augmented variables \( \{a_{ij}, a_{ij}', a_{ij}', 
\} \) assumption (3.14) does not hold because 

\[
(1, 1) + (0, 0) = (1, 0) + (0, 1).
\]

Other combinations are also possible, for example 
\( \{a_i, a_i\} \) has \( S \) vectors (1) and (0), and this also 
satisfies (3.14).

**Example 3.5:** Consider function (3.10) given in Example 
3.4. Applying Theorem 3.3 to the expansion diagram shown 
in Fig. 3.7, the possible combinations of augmented 
variables are \( \{a_{12}, a_i\} \) and two or three of \( \{a_{12}, a_{12}', 
a_{12}\} \). Here we try the most effective one, i.e., \( \{a_{12}, 
a_{12}', a_{12}'\} \). \( S \) vectors for these augmented variables are 
\( (1, 1), (0, 1), \) and \( (0, 0) \) which obviously satisfy
(3.14). Let $\gamma_j$ be a $\gamma^{(j)}$ in (3.13) and correspond to $\alpha_a$. Now if we select each $\gamma$ as follows:

$$
\gamma_{12} = x_4 x_3 y_2 \lor 0 x_3 = x_2 x_4 x_5 \\
\gamma_{12} = x_4 x_3 x_2 \lor 0 x_3 = x_3 x_4 x_6 \\
\gamma_{12} = 1 x_3 \lor x_4 x_2 = x_3 \lor x_4,
$$

then it is easily verified by the method developed previously that any two of these three functions are mutually monotonic. Therefore, the united function

$$
\beta = \alpha_{12} \cup \alpha_{13} \cup \alpha_{14} \\
= x_1 x_2 \gamma_{12} \cup x_1 x_2 \gamma_{13} \cup x_1 x_2 \gamma_{14}
$$

is completely monotonic. This $\beta$ is an incompletely specified function and expressed as follows:
The realization by this $\beta$ is shown in Fig. 3.10. Note that three elements $A$, $B$, and $C$ of Fig. 3.8 are united into one in this example.

\[
\begin{align*}
\beta &= x_1 x_2 (x_3 x_4 x_5) \lor \bar{x}_1 x_2 (x_3 x_4 x_5) \lor \bar{x}_1 \bar{x}_2 (x_3 \lor x_4) \\
\beta &= x_2 x_3 x_4 x_5 \lor \bar{x}_1 \bar{x}_2 x_3 \lor \bar{x}_1 \bar{x}_2 x_4 \\
\beta &= x_1 x_2 (x_3 x_4 x_5) \lor \bar{x}_1 x_2 (x_3 x_4 x_5) \lor \bar{x}_1 \bar{x}_2 (x_3 \lor x_4) \\
\beta &= x_2 x_3 \lor x_3 \bar{x}_4 \lor x_5 \bar{x}_4 \lor \bar{x}_1 \bar{x}_3 \bar{x}_5 \bar{x}_4.
\end{align*}
\]

Fig. 3.10. Realization of the functions in Example 3.4 by threshold elements with the aid of Unitling method.

It is sometimes possible to unite the augmented variables of each level into one, though it is not generally possible except at level 1.

In the above discussion, it is necessary to examine the mutual monotonicity of augmented variables. Next, the determination of their mutual monotonicity from the structure of corresponding non-mutually monotonic pairs.
in the expansion diagram will be considered.

Consider two non-mutually monotonic pairs \( f_{a_i} \prec f_{a_i} \) and \( f_{b_i} \prec f_{b_i} \) in the same level. For the sake of simplicity, let these pairs be denoted as \( p \not\prec q \) and \( r \not\prec s \), respectively. Augmented variables given to these pairs be \( \alpha \) and \( \beta \), respectively. To represent \( \alpha \) and \( \beta \), we again employ the notation of Fig. 3.2, namely,

\[
\begin{array}{c|c|c}
\alpha: & U(\phi) & U(q) \\
& V(\phi) & V(q) \\
\beta: & U(r) & U(s) \\
& V(r) & V(s) \\
\end{array}
\]

For example,

\[
\alpha = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}
\]

implies \( \alpha = \bar{p}x_i \vee 0\bar{x}_i \).

First we claim the following property for \( \alpha \) and \( \beta \) to be mutually monotonic.

**Theorem 3.6:** Let \( t \) be one of two functions \( p \) and \( q \), and \( u \) be one of two functions \( r \) and \( s \). If for any \( t \) and \( u \), both \( t \not\prec u \) and \( \bar{t} \not\prec u \) (i.e., \( t \not\prec \bar{u} \)) hold, then \( \alpha \) and \( \beta \) derived from Theorem 3.1 always satisfy \( \alpha \not\prec \beta \).
Proof: For each augmented variable of Theorem 3.1 represented by the above notation there is one column in which it assumes different values for \( U(\alpha) \) and \( V(\alpha) \) (see Fig.3.2). Now suppose, for example,

\[
\alpha = \begin{bmatrix} p \\ 1 \\ 0 \end{bmatrix}, \quad \beta = \begin{bmatrix} s \\ 0 \\ 1 \end{bmatrix},
\]

then from the assumption of the theorem, \( p \not\equiv s \) holds, which implies the existence of four vectors:

\[
\begin{align*}
\mathbf{u}_1 & \in U(p), & \mathbf{u}_2 & \in U(s) = V(s), \\
\mathbf{v}_1 & \in V(p), & \mathbf{v}_2 & \in V(s) = U(s), \\
\mathbf{u}_1 + \mathbf{u}_2 & = \mathbf{v}_1 + \mathbf{v}_2.
\end{align*}
\]

If we write the \( x_i \) component to the left of these vectors, we obtain

\[
\begin{align*}
(1, u_1) & \in U(\alpha) \\
(1, v_1) & \in V(\alpha) \\
(0, u_2) & \in U(\beta) \\
(0, v_2) & \in V(\beta) \\
(1, u_1) + (0, u_2) & = (1, v_1) + (0, v_2),
\end{align*}
\]

and this is equivalent to \( \alpha \not\equiv \beta \). In other cases, it can be shown similarly that \( \alpha \not\equiv \beta \) holds. Q.E.D.

As a result, we cannot unite such \( \alpha \) and \( \beta \).

The converse of Theorem 3.6 holds in a sense and it is summarized in the next theorem.
Theorem 3.7: If the assumption of Theorem 3.6 does not hold, augmented variables which are shown in Table 3.1 satisfy Theorem 3.1; furthermore, $\alpha \sim \beta$ holds.

Proof: For simplicity, suppose $p \sim r$, 

$$\alpha = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$$

and

$$\beta = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$$

by putting $\epsilon = 1$ and $\mu = 0$.

<table>
<thead>
<tr>
<th>$p \sim (\tilde{p} \sim r)$</th>
<th>$p \sim (\tilde{p} \sim r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>$q$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>$\mu$</td>
</tr>
<tr>
<td>$\tilde{\epsilon}$</td>
<td>$\mu$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$q \sim (\tilde{q} \sim \tilde{r})$</th>
<th>$q \sim (\tilde{q} \sim \tilde{r})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p \sim (\tilde{p} \sim \tilde{q})$</td>
<td>$p \sim (\tilde{p} \sim \tilde{q})$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$\epsilon$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$\tilde{\epsilon}$</td>
</tr>
<tr>
<td>$\tilde{\epsilon}$</td>
<td>$\mu$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$q \sim (\tilde{q} \sim r)$</th>
<th>$q \sim (\tilde{q} \sim r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p \sim (\tilde{p} \sim \tilde{q})$</td>
<td>$p \sim (\tilde{p} \sim \tilde{q})$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$\epsilon$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$\tilde{\epsilon}$</td>
</tr>
<tr>
<td>$\tilde{\epsilon}$</td>
<td>$\mu$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$q \sim (\tilde{q} \sim r)$</th>
<th>$q \sim (\tilde{q} \sim r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p \sim (\tilde{p} \sim \tilde{q})$</td>
<td>$p \sim (\tilde{p} \sim \tilde{q})$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$\epsilon$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$\tilde{\epsilon}$</td>
</tr>
<tr>
<td>$\tilde{\epsilon}$</td>
<td>$\mu$</td>
</tr>
</tbody>
</table>

$e, \mu: 1$ or $0$

Table 3.1. Assignment of an augmented variable of Theorem 3.7
Other cases can be proved similarly. These are obviously the \( \alpha \) and \( \beta \) permitted by Theorem 3.1. The \( x_i \) component of input vector which belongs to \( U(\alpha) \) or \( U(\beta) \) is necessarily 1. If \( \alpha \rhd \beta \), there must be four vectors

\[
\begin{align*}
u_1 & \in U(\alpha), & \nu_2 & \in U(\beta) \\
v_1 & \in V(\alpha), & \nu_2 & \in V(\beta) \\
\mu_1 + \mu_2 & = \nu_1 + \nu_2,
\end{align*}
\]

where the \( x_i \) components of \( \mu_1 \) and \( \mu_2 \) are both 1 and thus the \( x_i \) components of \( \nu_1 \) and \( \nu_2 \) are also 1. Then

\[
\begin{align*}
u_1' & \in U'(\rho), & \nu_2' & \in U'(\tau) \\
v_1' & \in V'(\rho), & \nu_2' & \in V'(\tau) \\
\mu_1' + \mu_2' & = \nu_1' + \nu_2',
\end{align*}
\]

where \( \mu_1' \) is \( \mu_1 \) from which the \( x_i \) component was deleted, etc. This implies, however, that \( \rho \rhd \tau \), which is a contradiction. Thus necessarily \( \alpha \rhd \beta \) holds.

Q.E.D.

By the use of Table 3.1 we can determine the augmented variables so as to satisfy the required properties, provided that we know the mutual monotonicity of each pair of functions such as \( p, q, r \), and \( s \).

For example, the augmented variable \( \beta \) in Example 3.5 is also illustrated under level 2 in Fig 3.7. It is not difficult to confirm that any two of these certainly satisfy Theorem 3.7, because \( f_{123} \rhd f_{123}, f_{23} \rhd f_{23} \) and \( f_{123} \rhd f_{123} \) hold. Thus \( \beta \) in Example 3.5 could be determined rather automatically.
3.6 Elimination of Augmented Variables in the Upper Level

Sometimes it is possible to eliminate augmented variables which correspond to non-mutually monotonic pairs in the upper level by other augmented variables already obtained below them.

Example 3.6: Consider the augmented variable $\beta$ in Example 3.4 given to the function (3.10) of Example 3.4. By this $\beta$, the augmented variable $\alpha_1$ becomes unnecessary. Because if we put

$$f'_{12}(x_3, x_4, x_5, \beta) = f_{12}(x_3, x_4, x_5)$$
$$f'_{12}(x_3, x_4, x_5, \beta) = f_{12}(x_3, x_4, x_5).$$

then from the value of $\beta$ shown in Fig.3.7,

$$\begin{align*}
(f'_{12})^1 &= f_{123} \cdot x_4 \cdot \beta \lor f_{123} \cdot x_5 \cdot \beta \\
(f'_{12})^0 &= f_{123} \cdot x_5 \cdot \beta \lor f_{123} \cdot x_5 \cdot \beta \\
(f'_{12})^1 &= f_{123} \cdot x_3 \cdot \beta \lor f_{123} \cdot x_5 \cdot \beta \\
(f'_{12})^0 &= f_{123} \cdot x_3 \cdot \beta \lor f_{123} \cdot x_5 \cdot \beta.
\end{align*}$$

(3.17)

Namely,

$$\begin{align*}
(f'_{12})^1 &= x_3 x_4 x_6 \beta \lor x_3 x_5 \beta \\
(f'_{12})^0 &= (x_3 \beta \lor x_5 \beta \lor x_6 \beta) \beta \\
(f'_{12})^1 &= x_3 x_6 \beta \lor x_3 x_5 \beta \\
(f'_{12})^0 &= x_3 x_6 \beta \lor x_3 x_5 \beta.
\end{align*}$$

(3.18)
Then by the earlier method in Chapter 2, we can show \( f_{12}' \preceq f_{12} \). Consequently, the element in Fig. 3.10 which produces \( a_1 \) is unnecessary and \( f \) is realized by the combination of three completely monotonic (threshold) functions.

In general, the possibility of eliminating augmented variables in such a way as shown in Example 3.6 must be examined. It is not easy to select augmented variables of lower levels so as to eliminate upper augmented variables. In special cases, however, this can also be done automatically.

**Theorem 3.8**: Consider part of an expansion diagram as shown in Fig. 3.11, and let \( t \) be one of two functions \( p \) and \( q \), and \( u \) be one of \( r \) and \( s \). Then an augmented variable which is shown in Table 3.2 and given to both \( p \, \lor \, q \) and \( r \, \lor \, s \) (\( p \, \lor \, q \) or \( r \, \lor \, s \) are also possible) can remove the non-mutually monotonic pair \( g_1 \, \not\prec \, g_1' \) and therefore can eliminate the augmented variable assigned to it.

![Fig. 3.11. Part of an expansion diagram.](image)
Table 3.2. Assignment of an augmented variable of Theorem 3.8.

Proof: Suppose \( p \sim q \) and an augmented variable \( \delta \) is such that

\[
\delta: \begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}
\]

(3.19)

from Table 3.2. Let \( g_i' \) be \( g_i \) augmented with the variable \( \delta \), etc., then the \( x_j \) and \( \delta \) components of input vectors in \( U(g_i') \) are one of \( (1,0) \) and \( (0,1) \), because

\[
(g_i')^1 = p \bar{x}_j \bar{\delta} \lor q \delta \bar{\delta}
\]

(3.20)

holds. Similarly, the \( x_j \) and \( \delta \) components corresponding to other sets are
In this case, if $g'_i \not\succeq g_i$ holds, there are four vectors

\begin{align*}
\mathbf{u}_1 &\in U(g'_i), & \mathbf{u}_2 &\in U(g'_i) \\
\mathbf{v}_1 &\in V(g'_i), & \mathbf{v}_2 &\in V(g'_i) \\
\mathbf{u}_1 + \mathbf{u}_2 &= \mathbf{v}_1 + \mathbf{v}_2.
\end{align*}

However, if we consider (3.21), it is derived by examining all possible configurations that they must be written as follows:

\begin{align*}
\mathbf{u}_1 &= (1 \ 0 \ldots) \\
\mathbf{v}_1 &= (1 \ 0 \ldots) \\
\mathbf{u}_2 &= (1 \ 0 \ldots) \\
\mathbf{v}_2 &= (1 \ 0 \ldots).
\end{align*}

This implies $p = g_{ij} \not\succeq r = g_{ij}$ and this is a contradiction. Other cases can be proven similarly.

Q.E.D.

It is obvious that $\delta$ removes non-mutually monotonic pairs $p \not\succeq q$ and $r \not\succeq s$ because it satisfies Theorem 3.1.

Note, however, that this theorem does not claim that $\delta$ is completely monotonic. For $\delta$ to be completely monotonic it must satisfy Theorem 3.7 at the same time.
Theorems 3.7 and 3.8 are compatible if and only if one of the following two cases occurs.

1. \( p \sim r \) and \( q \sim s \), then

\[
\delta = \begin{pmatrix}
\varepsilon & \mu \\
\bar{\varepsilon} & \mu
\end{pmatrix}
\begin{pmatrix}
r & s \\
\varepsilon & \mu \\
\bar{\varepsilon} & \mu
\end{pmatrix}
\]

or

\[
\begin{pmatrix}
\mu & \varepsilon \\
\mu & \bar{\varepsilon}
\end{pmatrix}
\begin{pmatrix}
\mu & \varepsilon \\
\mu & \bar{\varepsilon}
\end{pmatrix}
\]  

(3.22A)

2. \( p \sim s \) and \( q \sim r \), then

\[
\delta = \begin{pmatrix}
\varepsilon & \mu \\
\bar{\varepsilon} & \mu
\end{pmatrix}
\begin{pmatrix}
\bar{\mu} & \varepsilon \\
\bar{\mu} & \bar{\varepsilon}
\end{pmatrix}
\]

or

\[
\begin{pmatrix}
\mu & \varepsilon \\
\mu & \bar{\varepsilon}
\end{pmatrix}
\begin{pmatrix}
\mu & \bar{\varepsilon} \\
\mu & \bar{\varepsilon}
\end{pmatrix}
\]  

(3.22B)

where \( \varepsilon \) and \( \mu \) are 1 or 0.

Note that the augmented variable \( \beta \) in Examples 3.5 and 3.6 satisfies the second condition for the pair of functions \( f_{12} \sim f_{12} \) and therefore it was unnecessary to examine the mutual monotonicity of \( f_{12} \sim f_{12} \) as performed in Example 3.6.

When Theorems 3.7 and 3.8 are not compatible, Theorem 3.7 seems preferable, though it is possible to realize \( \delta \) by a combination of completely monotonic functions by
employing again the previous techniques after realizing $\delta$ by Theorem 3.8.
3.7 Other Simplifications

Our techniques may be carried out easily and rather systematically since they depend on the mutual monotonicity of expanded functions and the mutual monotonicity can be examined easily by algebraic manipulation. However, augmented variables other than those obtained from Theorem 3.1 are also possible and sometimes they may reduce the number of required elements further.

Hopcroft and Mattson provided us with an interesting method[45] which first tabulates all the 2-summable vectors and then searches all possible augmented variables which remove all the 2-summabilities. Although their method can yield an optimal one if we exhaust all possible assignments of augmented variables, it is very complicated and almost impossible to implement by hand computation even for functions of few variables.

In a sense, our method is an effective assignment of augmented variables which removes all 2-summabilities among vectors. Therefore, to try augmented variables other than those obtained from Theorem 3.1 will eventually result in the Hopcroft and Mattson method.

Thus, a reasonable method seems to construct a network which can realize a given function by the previous our method and then to refine the network by employing other assignments of augmented variables if possible.

It should be mentioned here about the approach proposed by Lewis and Coates[15][62]. Their method is also based on the manipulation of the expansion diagram (the function tree in their term). The algorithm starts
from the bottom of the expansion diagram, searching a threshold gate configuration which realizes the given function. Their idea has, roughly speaking, some similarity with the threshold function version of our algorithm (see Section 3.8). However, it involves the repetition of trial and error processes to find simultaneously realizable threshold functions and their structures. For this reason it may not be practical except for small functions or functions with some special structure.
3.8 Extension to Threshold Logic

The realization by threshold (\(1\)-realizable) functions is of primal significance and our method is only an approximate solution to this problem since there exist completely monotonic functions which are not threshold functions.

In Chapter 2, however, it has been shown that the theory of completely monotonic functions can be extended to threshold functions if we replace the mutual monotonicity with the isobaricity. In fact, all theorems in this chapter except Theorem 3.5* are also true if we replace the complete monotonicity with the \(1\)-realizability and the mutual monotonicity with the isobaricity.

Therefore, the method of compound synthesis in this chapter may also be extended to threshold logic. Note, however, that the determination of the isobaricity is not so simple as that of the mutual monotonicity, and this method cannot be applied easily.

However, when we consider completely specified functions, the difference between completely monotonic functions and threshold functions is not a great impediment because for functions of up to eight variables complete monotonicity is equivalent to \(1\)-realizability.

*Theorem 3.5 can be extended to threshold logic if \(k = 2\). This is, in a sense, a restatement of Theorem 2.12 in the previous chapter.
Functions of up to seven variables are isobaric if and only if they are mutually monotonic (Theorem 2.13).

Then, completely monotonic functions which are not \( l \)-realizable can occur in the previous procedure only when there are mutually monotonic pairs but not isobaric; it is possible only if two functions of more than seven variables are compared, or if Theorem 3.5 yields non-threshold functions by uniting several augmented variables.

Note that logic elements in the resulting network may realize incompletely specified functions even though functions in the expansion diagram are all completely specified, since augmented variables are added. However, the present argument is valid if original functions in the expansion diagram are completely specified,
3.9 Summary of the Procedure

Here we shall summarize the method of realizing an arbitrary function by a combination of threshold functions. Although this procedure does not always yield an optimal one, the results are always considerably economical in the author's experience. Since this method is somewhat heuristic, this may be suitable to hand computation, though it is possible to program it for a computer to some extent.

(1) Given a function \( f \), expand \( f \) and obtain its expansion diagram. If there is no non-mutually monotonic pair in it, \( f \) is completely monotonic. If there are more than one non-mutually monotonic pairs, try each sequence of expansion variables so as to reduce the number of non-mutually monotonic pairs as much as possible.

(2) Examine the mutual monotonicity of any pair of functions in the same level and, if necessary, functions in different levels, and try the following procedure so that the resulting number of augmented variables may become as small as possible.

(a) Unite the augmented variables in the same level (Theorems 3.4, 5, 6, and 7).

(b) Eliminate upper augmented variables if possible (Theorem 3.8 and (3.22)).

(c) Try to unite augmented variables in different levels (Theorems 3.3, 4, and 5).
(d) If there are augmented variables other than those obtainable by Theorem 3.1, which reduce the number of augmented variables, adopt them.

(e) Examine if all augmented variables obtained are actually necessary (Example 3.6).

(3) Find the weight vector and threshold value of each function obtained above by means of suitable synthesis procedure of a single threshold element such as the linear programming method. If all required functions are l-realizable, then it is a solution of this problem. If some of them are not l-realizable, examine if there are non-isobaric pairs which are mutually monotonic and if Theorem 3.5 yields completely monotonic functions which are not l-realizable in the uniting procedure. Then apply to them the threshold version of the above procedure.

By this approach, we may obtain a considerably economical realization of a given function. Note that all steps in the procedure are not always necessary and after acquiring some amount of experience it may be performed rather intuitively.
Example 3.7: Consider a completely specified function

\[ f = x_1x_2x_3x_4 \lor x_1x_2x_3 \lor x_2x_3x_4 \lor x_1x_3x_4 \lor x_1x_2x_3x_4. \]

First expand this function by \( x_3 \) and then by \( x_2 \). The resulting expansion diagram is shown in Fig. 3.12.

Obviously, functions in level 2 are all completely monotonic and there are three non-mutually monotonic pairs. Let augmented variables given to them be \( a, a_3 \), and \( a_3 \), respectively. Since \( f_{32} \lor f_{32} \) and \( f_{32} \lor f_{32} \) are obtained immediately, we can apply Theorem 3.7 and Theorem 3.8 so that we may unite two augmented variables \( a_3, a_3 \) in level 2 and at the same time eliminate the augmented variable \( a \) in level 3. The assignment of the augmented variable is shown in Fig. 3.12 under level 2. Of course it is obtained directly from (3.22B):
\[ \beta = \alpha_3 \cup \alpha_3 = (x_1x_2x_3 \lor 0 \cdot \bar{x}_3) \lor (1 \cdot x_2 \lor x_1x_4x_2) \bar{x}_3 \]
\[ = x_1x_2x_3 \lor x_2\bar{x}_3 \lor x_1\bar{x}_3x_4. \]

The resulting configuration of threshold elements can be determined as follows. First consider separately the above three augmented variables designated in Fig. 3.12. The essential function to each augmented variable is circled as shown in Fig. 3.12. Suppose an essential function in level 3 be \( f_3 \). Then applying the procedure in Section 3.5, the resulting network is as shown in Fig. 3.13(a). Finally, corresponding to the union of \( \alpha_3 \) and \( \alpha_3 \), and the elimination of \( \alpha \), elements A and B are

Fig. 3.13. Realization of the function in Example 3.7.
united into one and the element C is eliminated. Fig.3.13(b) shows a final realization which requires the minimal number of elements.

This function is used in Hopcroft and Mattson \[45\] to exhibit the effectiveness of their method. However, by our method, though it needs several trials to obtain an adequate expansion diagram, the synthesis procedure is simple and direct as seen from the above.

Example 3.8: Parity functions. The class of parity functions is the only class which yields the expansion diagram in which all pairs of functions in levels 1, 2, ..., n-1 are non-mutually monotonic, for any sequence of expansion variables. Thus, in this sense, the parity function is opposite to the completely monotonic function.

Consider an even parity function of four variables:

\[
f = x_1 x_2 x_3 x_4 \lor x_1 x_2 x_3 x_4 \lor x_1 x_2 x_3 x_4 \\
    \lor x_1 x_2 x_3 x_4 \lor x_1 x_2 x_3 x_4 \lor x_1 x_2 x_3 x_4. \tag{3.23}
\]

The expansion diagram of f is shown in Fig.3.14. Obviously, in level 1, \( f_{123} \lor f_{123} \lor f_{123} \lor f_{123} \) hold; therefore, the union of augmented variables \( \alpha_{12} \) and \( \alpha_{12} \) which satisfy (3.22B) is completely monotonic and, moreover, can eliminate the augmented variable given to \( f_{12} \lor f_{12} \). In fact, if we put

\[
\beta_1 = \alpha_{12} \cup \alpha_{12}
\]
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Fig. 3.14. Expansion diagram of a parity function (Example 3.8).

Fig. 3.15. Realization of a parity function (Example 3.8).
then

\[
\beta_1^1 = x_1(x_3x_3 \lor x_3x_4 \lor x_4x_3)
\]

\[
\beta_2^0 = x_1(x_2x_2 \lor x_2x_4 \lor x_4x_2),
\]

which is clearly 1-realizable. From the symmetry of the parity function

\[
\beta_1 = \alpha_{12} \cup \alpha_{13}
\]

can also be completely monotonic; moreover, a completely specified function

\[
\beta = \beta_1 \cup \beta_1
\]

can be expressed as

\[
\beta = x_3x_3 \lor x_3x_4 \lor x_4x_3,
\]

(3.24)

which is a simple three-input majority function. Thus only a single augmented variable \( \beta \) is required for all non-mutually monotonic pairs in levels 1 and 2. In order to realize \( f \), we need one more augmented variable \( \alpha \) for \( f_1 \neq f_1 \). The resulting network is shown in Fig. 3.15.

Repeating this procedure, a parity function of \( n \) variables can be realized by \( \lceil n/2 \rceil + 1 \) threshold elements. Though this is not minimal, it may be said to be rather economical since \( \lceil \log_2 n \rceil + 1 \) is known to be minimal [57].

Example 3.9: Consider an incompletely specified function \( f \) shown in Fig. 3.16, in which there is only one non-
Fig. 3.16. Expansion diagram of the function in Example 3.9.

Fig. 3.17. Realization of the function in Example 3.9.
mutually monotonic pair. However,

\[ f'(x_1, x_2, x_3, x_4, \alpha) = f(x_1, x_2, x_3, x_4) \]

is not 1-realizable because \( f_1 \) and \( f_2 \) are mutually monotonic but not isobaric. Namely,

\begin{align*}
    u_1 &= (0 \ 0 \ 1), \ u_2 = (1 \ 1 \ 0) \in U(f_1) \\
    v_1 &= (0 \ 1 \ 1), \ v_2 = (0 \ 1 \ 0) \in V(f_1) \\
    u_3 &= (0 \ 1 \ 1) \in U(f_1) \\
    v_3 &= (1 \ 0 \ 1) \in V(f_1) \\
    u_1 + u_2 + u_3 &= v_1 + v_2 + v_3
\end{align*}

hold. Thus another augmented variable \( \alpha \) is necessary and by these two augmented variables \( f \) can be realized as in Fig. 3.17.
3.11 Multiple-Output Problems

In practical applications, syntheses of multiple-output networks are very important. The synthesis procedure of a single-output function developed in the previous sections can be also easily extended to this problem. In this case, however, it is profitable to consider in addition the following properties.

(1) The same augmented variable can be given to different functions simultaneously.

(2) It is possible to unite augmented variables for different functions.

(3) A realized function can be used again as an augmented variable.

Now, the problem is how we can reduce the number of augmented variables as a whole by adding these properties to the previous method.

We consider only loop-free realizations of given functions and we have to pay attention so that no loop may result.

Example 3.10: Realize the following four functions:

\[ e = x_1 x_2 \lor x_3 x_3 \lor x_3 x_1 \]
\[ f = x_1 x_2 x_3 \lor x_1 x_2 x_3 \lor x_1 x_3 x_3 \lor x_1 x_5 x_3 \]
\[ g = x_1 x_2 x_3 \lor x_1 x_2 x_3 \lor x_1 x_2 x_3 \]
\[ h = x_1 x_2 \lor x_1 x_3 \lor x_1 x_5 x_3. \]

(3.25)
Expansion diagrams of these functions are shown in Fig. 3.18. Obviously e is a completely monotonic (threshold) function. We have to remove six non-mutually monotonic pairs in order to realize these four functions.

First, f is a parity function and according to Example 3.8, all non-mutually monotonic pairs of f are removed by an augmented variable

$$\alpha = x_1x_3 \lor x_2x_4 \lor x_5x_6,$$

which is the function e itself. Next, e = \alpha can also remove the pair \(g_{12} \neq g_{12}\) because \(f_{12} = \overline{g_{12}}\) and \(f_{12} = \overline{g_{12}}\) hold. Then only two pairs \(g_1 \neq g_1\) and \(h_1 \neq h_1\) remain and

![Expansion diagrams](image)

Fig. 3.18. Expansion diagrams of functions in Example 3.10.

a single augmented variable such as

$$\beta = 0 \cdot x_1 \lor x_2 \overline{x}_3 = \overline{x}_1 \overline{x}_3 \overline{x}_4$$

can remove both of them because both pairs are defined.
on the same input vectors and, moreover $g = h$ holds. Consequently, Fig. 3.19 simultaneously realizes all four functions $e$, $f$, $g$, and $h$.

Fig. 3.19. Multiple-output realization of functions in Example 3.10.
3.12 Conclusion

The concept of mutual monotonicity was shown to be useful in realizing an arbitrary function by a combination of completely monotonic functions. Although this method does not always yield an optimal or minimal network, the result is always considerably economical in the author's experience.

However, two problems remain. One is that the weight vector and threshold value of each element are not obtained from this procedure, and the other is that there are completely monotonic functions which are not $1$-realizable.

To obtain the weight vector and threshold value many effective procedures have been proposed such as the linear programming method\cite{69}\cite{72}\cite{76}, the learning method\cite{82}, and the iteration method\cite{20}, if the function is known to be $1$-realizable.

The latter problem is solved completely if isobaricity is employed instead of mutual monotonicity. Therefore, there is now an acute need to devise a simple procedure of examining the isobaricity relation.

Since the mutual monotonicity can be examined by algebraic manipulation and it is carried out easily when completely specified functions are concerned, our method works well for the realization of completely specified functions, whereas integer programming methods\cite{11}\cite{9}\cite{80} etc., are particularly powerful for sparsely specified functions. When functions are completely specified, the difference between completely
monotonic functions and threshold functions is also not a serious impediment because such functions can exist only when the number of variables exceeds eight.

It is mentioned here that a different type of networks of threshold gates has received attention [3][38][53][54][90][110]. The model consists of n threshold elements mutually interconnected with no external variable fed to the network. The sequential behavior of this autonomous network exhibits many interesting features. For this type of network, it would be also possible to apply the similar theory of complete monotonic functions.
Chapter 4. Network Synthesis Using Negative Functions

4.1 Introduction

As briefly reviewed in Section 1.4, the recent development of MOS gates in integrated circuit technology renders each gate represent a rather complex negative function. A typical MOS gate shown in Fig.4.1 realizes the negative function:

\[ g = x_{11}x_{12} \ldots x_{1k_1} \vee \ldots \vee x_{s1}x_{s2} \ldots x_{sk_s} \]

\( \phi_1 \) and \( \phi_2 \) in Fig.4.1 are clock signals supplied from the external clock circuit.

Assuming that each gate can represent any negative function, there could be a way of realizing a rather complex function \( f \) by using a small number of negative functions.

As an example, consider a function of three variables \( x_1, x_2, x_3 \):

\[ f = \overline{x_1x_2} \lor \overline{x_2x_3} \lor \overline{x_1x_3} \lor x_1x_2x_3. \quad (4.1) \]

One obvious design procedure of \( f \) with negative functions is first to realize three complemented variables \( \overline{x_1}, \overline{x_2}, \overline{x_3} \), using three gates respectively and then to realize \( f \) by regarding \( f \) as a negative function of \( x_1, x_2, x_3, \overline{x_1}, \overline{x_2}, \overline{x_3} \). This is illustrated in Fig.4.2, in which each gate \( g_i \) represents a negative function.

This synthesis procedure can be generalized to any
Fig. 4.1. A typical MOS gate.
Fig. 4.2. Straight-forward realization of $f = x_1 \overline{x}_2 \vee \overline{x}_2 \overline{x}_3 \vee \overline{x}_1 \overline{x}_3 \vee x_1 \overline{x}_2 x_3$.

function, indicating that any function of $n$ variables can be realized with at most $n+1$ gates of negative functions within two levels.

The above network, however, can be simplified. A minimal network which is obtained by the method developed in this chapter is shown in Fig. 4.3.

Fig. 4.3 Minimum realization of $f = \overline{x}_1 \overline{x}_2 \vee \overline{x}_2 \overline{x}_3 \vee \overline{x}_1 \overline{x}_3 \vee x_1 \overline{x}_2 x_3$.  
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Here, we mean by a minimum network a network with the minimum number of gates of negative functions under the conditions that:

(1) The given function $f$ is realized within two levels (the level which consists of gates connected to the output gate is called the "first level" and the level of the output gate is the "second level").

(2) No fan-ins restriction on each gate is imposed.

We will not minimize the number of connections in the network except some limited cases discussed elsewhere [50].

Although this minimization criterion may not exactly reflect the engineering requirements of the integrated circuit designers, this seems to be only criterion at present, which can be theoretically treated. It is to be explored whether or not a minimum network obtained under the above criterion would deviate much from those obtained under different minimality criteria. But we hope that the theory presented here would be a basis for further development.
4.2 Negative Functions

This section will define negative functions in terms of truth table. This will be a basis of the minimization procedure developed in this chapter.

Let us first consider a completely specified function. A well-known definition of a negative function [1][76] is that a function is negative if and only if it has a disjunctive form with only complemented (i.e., negative) literals. For example, \( \overline{x_1} x_2 \lor \overline{x_2} x_3 \lor \overline{x_1} x_3 \) is negative while \( \overline{x_1} x_2 \lor \overline{x_2} x_3 \lor \overline{x_1} x_3 \lor x_1 x_2 x_3 \) is not. Since our procedure will be based on the manipulation of a truth table rather than Boolean expression, the following equivalent definition, which is also well-known [1][76][98] would be more useful.

**Definition 4.1:** A completely specified function \( h \) of \( m \) variables \( y_1, \ldots, y_m \) is negative if and only if there is no pair of input vectors \( y^{(j_1)} \) and \( y^{(j_2)} \) such that:

\[
y^{(j_1)} > y^{(j_2)} \tag{4.2}
\]

and

\[
h(y^{(j_1)}) = 1 \\
h(y^{(j_2)}) = 0, \tag{4.3}
\]

*Here we exclude from our consideration the contradictory situation such that \( y^{(j_1)} = y^{(j_2)} \) and \( h(y^{(j_1)}) = 1, h(y^{(j_2)}) = 0 \). This will never occur in our procedure.*
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where \( y^{(j_1)} > y^{(j_2)} \) is defined as

\[
y^{(j_1)} \geq y^{(j_2)} \quad \text{for every } i = 1, 2, \ldots, m,
\]

and

\[
y^{(j_1)} > y^{(j_2)} \quad \text{for at least one } i.
\]

As an example, the function \( f \) of variables \( x_1, x_2, x_3 \) shown in Table 4.1 (ignore the columns \( g_1, g_2, g_3 \) for a while) is not negative because there exists a pair such that

\( x^{(8)} = (111) > x^{(4)} = (011) \)

and

\( f(111) = 1, f(011) = 0. \)

This function is the same function as that discussed in Fig.4.1 and Fig.4.2.

<table>
<thead>
<tr>
<th>( f )</th>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( g_1 )</th>
<th>( g_2 )</th>
<th>( g_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(2)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(3)</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(4)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(6)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(7)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(8)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.1. Truth table of \( f = \overline{x_1} \overline{x_2} \lor \overline{x_2} \overline{x_3} \lor \overline{x_1} \overline{x_3} \lor x_1 x_2 x_3. \)
An outline of our procedure which realizes a given general (not necessarily negative) function by means of a combination of negative functions is now given. First we augment the truth table by several columns ( Illustrated as columns $g_1, g_2, g_3$ in Table 4.1) so that the given function $f$ may be considered as a negative function if those new columns together with columns $x_1, \ldots, x_n$ are regarded as variables of $f$. According to our procedure, each of these new columns represents a negative function of variables $x_1, x_2, \ldots, x_n$. Therefore, from this augmented table, we can construct a network of negative functions in which each gate in the first level corresponds to an augmented column and the gate in the second level, to which the outputs of gates in the first level as well as the variables $x_1, x_2, \ldots, x_n$ are fed, realizes the function $f$ (see Fig.4.4). In general, the augmented columns are incompletely specified, i.e., some entries of $g_1, g_2, g_3$ are left blank as seen in Table 4.1. Generation of augmented columns will be discussed later in detail.

Throughout this chapter, let us assume that a function is generally incompletely specified.

As observed in Table 4.1, an incompletely specified function is possibly not specified in some of the output values and also in entries in some input vectors. For example, the output values of $g_1(x_1, x_2, x_3)$ in Table 4.1 are not specified for input vectors (100), (101) and (110). Also we consider $f$ as a function of input vectors $(x_1, x_2, x_3, g_1, g_2, g_3)$, then some of input vectors themselves are not completely specified. For example,
Fig. 4.4. General scheme of realization with negative functions.

the second row of $g_3$ in Table 4.1 is not specified. In this case, we interpret that the output values of $f$ assume the values indicated in the column $f$, regardless of the assignments of unspecified entries. For example, the second row of Table 4.1 shows that the actual output value of $f$ is 1, no matter whether the input vector is $(001110)$ or $(001111)$, i.e., regardless of the value in column $g_3$ which is blank in Table 4.1.

Now let us introduce a definition.

**Definition 4.2:** A column $c_i$ is said negative with respect to $c_{i_1}, c_{i_2}, \ldots, c_{i_s}$ if and only if for every pair of
entries $c^i_{j_1}$ and $c^i_{j_2}$ of $c_i$ such that $c^i_{j_1} = 1$ and $c^i_{j_2} = 0$, there exists a subscript $l$ $(1 \leq l \leq s)$ which satisfies

$$c^i_l = 0$$

and

$$c^i_l = 1.$$  \hspace{1cm} (4.4)

Consider the column $f$ of Table 4.1. The column $f$ is not negative with respect to $x_1$, $x_2$, and $x_3$ because, for the pair of the eighth and the fourth entries, $f(8) = 1$ and $f(4) = 0$, there is no subscript $k$ $(1 \leq k \leq 3)$ such that $x^k_8 = 0$ and $x^k_4 = 1$. If $x_1$, $x_2$, $x_3$, $g_1$, $g_2$, $g_3$ are considered as variables of $f$, however, then $f$ is negative as easily verified. Note that the definition of the negativeness of a column is valid no matter whether related columns are completely specified or not.

In the following, first we will prove that two concepts of definitions 4.1 and 4.2, the negativeness of a function and that of a column, are equivalent if a completely specified case is concerned (Theorem 4.1). Then this equivalence will be extended to the incompletely specified case (Theorem 4.2). With those arguments, all the discussions throughout the following sections will be done in terms of the negativeness of columns.

The next definition of a negative function stated as Theorem 4.1 is a variant of Aker's theorem [2] which gave a necessary and sufficient condition for a function being a self-dual positive function. A comprehensive
discussion is also found in [76].

**Theorem 4.1:** A completely specified function $h$ of $m$ variables $y_1, y_2, \ldots, y_m$ is negative if and only if the corresponding column $h$ in the truth table is negative with respect to columns $y_1, y_2, \ldots, y_m$.

**Proof:** Let us prove that the condition for the column $h$ to be negative with respect to columns $y_1, \ldots, y_m$ (Definition 4.2) is equivalent to the condition that there is no pair of input vectors of $h$, $y^{(j_1)}$ and $y^{(j_2)}$ such that $y^{(j_1)} > y^{(j_2)}$ and $h(y^{(j_1)}) = 1$, $h(y^{(j_2)}) = 0$ (Definition 4.1). Now note that $y^{(j_1)} > y^{(j_2)}$ is equivalent to non-existence* of any subscript $k$ such that $y_k^{(j_1)} = 0$ and $y_k^{(j_2)} = 1$. Therefore, if for every pair of entries, $h(y^{(j_1)}) = 1$ and $h(y^{(j_2)}) = 0$, there exists a subscript $k$ such that $y_k^{(j_1)} = 0$ and $y_k^{(j_2)} = 1$, it implies that there is no pair of vectors $y^{(j_1)}$ and $y^{(j_2)}$ such that $y^{(j_1)} > y^{(j_2)}$ and $h(y^{(j_1)}) = 1$, $h(y^{(j_2)}) = 0$, and vice versa.

Q.E.D.

In order to extend Theorem 4.1 to incompletely specified functions, the next definition is introduced.

**Definition 4.3:** A completion of $h$ is a completely specified function obtained from $h$ by specifying all the unspecified output values of $h$. If a resultant completely specified function is negative, it is a negative completion.

*$y^{(j_1)} \neq y^{(j_2)}$ is assumed for every pair of $j_1 \neq j_2$.\]
Theorem 4.2: An incompletely specified function \( h \) of \( m \) variables \( y_1, y_2, \ldots, y_m \) has a negative completion if and only if the column \( h \) in a truth table is negative with respect to columns \( y_1, \ldots, y_m \).

Proof: The only-if part is trivial.

Now, consider an incompletely specified column \( h \) which is negative with respect to \( y_1, \ldots, y_m \). First, if there are blank entries in columns \( y_1, \ldots, y_m \), expand the table by assigning 0 and 1 to every blank entry, by multiplexing each row. (i.e., if a row is \((01\ldots1)\) where \(-\) denotes blank entries, replace this row by \((01001), (01011), (01101), (01111).\)) As a result, the table has \( 2^m \) rows. The entries of the column \( h \) in the multiplexed rows of the new table are set to the same values as the original entries. This process takes care of input vectors which are incompletely specified. The column \( h \) in the new table is obviously still negative.

Next consider the case in which the entries in column \( h \) is incompletely specified. Denote the sets of true vectors and false vectors of \( h \) as follows:

\[
A = \{ y^{(j)} \mid h(y^{(j)}) = 1 \} \\
B = \{ y^{(j)} \mid h(y^{(j)}) = 0 \}. \quad (4.5)
\]

There is no pair of vectors \( y^{(j_1)} \) and \( y^{(j_2)} \) such that \( y^{(j_1)} > y^{(j_2)} \) and \( y^{(j_1)} \in A, \ y^{(j_2)} \in B \) from the negativeness of column \( h \). Then pick up a vector
for which the value $h(y^{(k)})$ is not specified yet. $y^{(k)}$ satisfies one of the following three cases:

1. There exists a vector $y^{(p)}$ such that
   
   \[ y^{(p)} \in A \text{ and } y^{(p)} > y^{(k)}. \]  

2. There exists a vector $y^{(q)}$ such that

   \[ y^{(q)} \in B \text{ and } y^{(q)} < y^{(k)}. \]

3. None of (1) and (2) holds.

If case (1) occurs, then $h(y^{(k)})$ is specified to 1. Then the resulting function $h$ is characterized by its set of true vectors and set of false vectors;

\[ A' = A \cup \{y^{(k)}\} \]

and

\[ B' = B \]

The new column $h'$ is still negative with respect to columns $y_1, y_2, \ldots, y_m$, because, otherwise the existence of vectors such that

\[ y^{(k)} > y^{(j)}, \ y^{(k)} \in A', \ y^{(j)} \in B', \]

leads to a contradiction, i.e.,

\[ y^{(p)} > y^{(j)}, \ y^{(p)} \in A', \ y^{(j)} \in B', \]

from condition (4.6).

If (2) is the case, then $h(y^{(k)}) = 0$ is assigned.
The proof is similarly obtained.

Finally, if (3) is the case, either 0 or 1 is assigned to $h(y^{(k)})$. Either case still keeps the column negative, even though one more entry is specified. This is because the non-negativeness of $h'$ means the existence of

$$y^{(k)} > y^{(j)}, \quad y^{(k)} \in A', \quad y^{(j)} \in B'$$

(Here assumed $h'(y^{(k)}) = 1$. The case of $h'(y^{(k)}) = 0$ will be treated similarly.) which is a contradiction since this $y^{(k)}$ satisfies the above case (2).

The assignment to the next unspecified entry of $h'$ can be performed similarly. Repeating this process, we will eventually obtain a negative completion of $h$.

Q.E.D.

As a result of Theorem 4.1 and 4.2, we learned that the negativeness of a column $h$ with respect to columns $y_1, \ldots, y_m$ means that function $h$ represented by column $h$ in the truth table is a negative function (or has a negative completion) of variables $y_1, \ldots, y_m$. Thus the negativeness of completely specified function has been extended to the case of incompletely specified function.

Since the completion procedure described in the proof of Theorem 4.2 does not always yield the unique negative completion, any negative completion will be assumed in the following discussion because we are concerned with only negativeness of each function.
4.3 Realization of a given function by negative functions

If a given function $f$ is not negative, more than one gate is needed to realize $f$ with negative functions. As outlined in Section 4.2, our algorithm for the optimal network is based on the table manipulation. It first augments the given truth table with columns $g_1, g_2, \ldots, g_k$ such that:

1. The column $f$ is negative with respect to $x_1, x_2, \ldots, x_n, g_1, \ldots, g_k$.
2. The columns $g_i$, $i = 1, 2, \ldots, k$, are negative with respect to $x_1, x_2, \ldots, x_n$.

Provided that those columns $g_1, \ldots, g_k$ with the above properties are obtained, the corresponding network for $f$ with negative functions is shown in Fig.4.4. Each gate in the first level corresponds to one of $g_i$'s, and the gate in the second level realizes $f$ as a function of $x_1, x_2, \ldots, x_n, g_1, \ldots, g_k$.

In this section, we will discuss how to obtain $g_i$ which satisfy the above requirements. The minimization of the number of gates will be discussed in the subsequent sections.

Definition 4.4: A pair of entries $c_i^{(j_1)} = 1$ and $c_i^{(j_2)} = 0$ in a column $c_i$ is unallowable with respect to $c_i$, $c_1^{(j_1)}$, $c_2^{(j_1)}$, ..., $c_s^{(j_1)}$ if and only if there is no subscript $\ell$ $(1 \leq \ell \leq s)$ such that

$$c_i^{(j_1)} = 0 \text{ and } c_i^{(j_2)} = 1.$$
If there exists a subscript \( l \) which satisfies (4.7), \( c_1^{(j_1)} \) and \( c_1^{(j_2)} \) is said allowable due to \( c_{1_{j_1}} \).

Note that the column \( c_1 \) is negative with respect to columns \( c_{1_{j_1}}, c_{1_{j_2}}, \ldots, c_{1_{j_s}} \), if and only if any pair of entries of \( c_1 \) such that \( c_1^{(j_1)} = 1 \) and \( c_1^{(j_2)} = 0 \) is allowable.

Now let us form the negativity table of function \( f \) of \( n \) variables \( x_1, x_2, \ldots, x_n \). The negativity table is constructed according to the following procedure:

(1) Exhaust all unallowable pairs of column \( f \) with respect to columns \( x_1, \ldots, x_n \), in the truth table of \( f \).

(2) For each unallowable pair of entries, \( f(x^{(j_1)}) = 1 \) and \( f(x^{(j_2)}) = 0 \), add a new column \( e_j \), whose entries are \( e_j^{(j_1)} = 0, e_j^{(j_2)} = 1 \) and blank in all other entries. (i.e., \( e_j \) has exactly two entries which are not blank.) \( e_j \) is called a primitive additional column of \( f \).

For example, the function \( f \) shown in Table 4.1 has three unallowable pairs of entries of \( f \), as easily seen. For these three unallowable pairs, three columns \( e_1, e_2, e_3 \) are added to the truth table. The negativity table of \( f \) which results is shown in Table 4.2.

Because of the way each \( e_j \) being generated, the next theorem is obvious.

**Theorem 4.3:** Let \( e_1, e_2, \ldots, e_t \) be all the primitive additional columns generated for the negativity table.
Table 4.2. Negativity table of $f = \overline{x_1} x_2 \lor \overline{x_2} x_3 \lor \overline{x_1} \overline{x_3} \lor x_1 x_2 x_3$.

of $f$ of $n$ variables $x_1, x_2, \ldots, x_n$. Then $f$ is negative with respect to $x_1', \ldots, x_n', e_1, e_2, \ldots, e_t$.

Another property of negativity table is given next.

**Theorem 4.4:** Each primitive additional column $e_j$ of a negativity table is negative with respect to columns $x_1, x_2, \ldots, x_n$.

**Proof:** Assume that $e_j$ is added corresponding to the unallowable pair, $f(x^{(j_1)}) = 1$ and $f(x^{(j_2)}) = 0$, to form the negativity table of $f$. Then $e^{(j_1)}_j = 0$ and $e^{(j_2)}_j = 1$. There is no $\lambda$ such that $x^{(j_1)}_\lambda = 0$ and $x^{(j_2)}_\lambda = 1$. Hence there must be a subscript $r$ ($1 \leq r \leq n$) such that

$$
1 \leq r \leq n
$$

$$
\begin{align*}
&x^{(j_1)}_r = 1 \quad \text{and} \quad x^{(j_2)}_r = 0. \\
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Condition (2) for a primitive additional column shows that column $e_j$ is negative with respect to columns $x_1, x_2, \ldots, x_n$. Q.E.D.

Theorem 4.3 and Theorem 4.4 indicate that each $e_j$ can be used as a negative function $g_j$ in Fig.4.4. Of course, this realization needs $(t+1)$ negative functions, where $t$ is the number of columns $e_j$, and may not be minimum.

**Definition 4.5:** A column $c_i$ is said to **cover** column $c_j$ if and only if for every entry $c_i^{(k)}$ which is specified,

$$c_i^{(k)} = c_j^{(k)}$$

holds. (If an entry of $c_j^{(k)}$ is not specified, the above equality does not necessarily hold.)

For example, in Table 4.3, $c_1$ covers $c_2$ but does not cover $c_3$. $c_3$ covers neither $c_1$ nor $c_2$, etc.

<table>
<thead>
<tr>
<th></th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3. Illustration of the covering relation.

The motivation of introducing this concept lies
in the fact that if a column \( g \) covers a column \( e_j \) of the negativity table and is negative with respect to columns \( x_1, \ldots, x_n \), then we can replace \( e_j \) by \( g \).

(i.e., \( f \) is negative with respect to \( x_1, \ldots, x_n, e_1, \ldots, e_{j-1}, g, e_{j+1}, \ldots, e_t \) and \( g \) is negative with respect to \( x_1, \ldots, x_n \)).

Hence, if \( g \) covers more than one \( e_j \), all these \( e_j \) can be replaced by \( g \) reducing the number of negative functions in the network as shown in Fig. 4.4.

Again, the function \( f \) given in Tables 4.1 and 4.2 is considered. For this function \( f \), assume the column as shown in Table 4.4.

<table>
<thead>
<tr>
<th>( f )</th>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.4. Realization of \( f = \overline{x_1} x_2 \lor \overline{x_2} \overline{x_3} \lor \overline{x_1} \overline{x_3} \lor x_1 x_2 x_3 \).

As easily checked, \( M \) is negative with respect to \( x_1, x_2, x_3 \) and moreover \( M \) covers \( e_1, e_2, e_3 \) shown in.
Table 4.2. Therefore, all the three negative functions $e_1, e_2, e_3$ of variables $x_1, x_2, x_3$ can be replaced by a single negative function $M$ of variables $x_1', x_2', x_3'$. 

Fig. 4.2 will result by using the negative completion of $M$ (see Table 4.5 in the next section);

$$M^* = x_1' \lor x_2' \lor x_3'.$$

In the next section, a systematic generation of the minimum number of negative functions which together cover all of $e_1, e_2, ..., e_t$ in the negativity table will be discussed.
Let us begin with a few new definitions.

Definition 4.6: The conjoint of two columns \( c_i \) and \( c_j \), denoted as \( c_{ij} = c_i \lor c_j \), is defined by the following rule for each \( r \):

\[
c_{ij}(r) = c_i(r) \lor c_j(r),
\]

where \( c_i(r) \lor c_j(r) \) is given by

\[
\begin{array}{|c|c|c|}
\hline
& c_i(r) & 1/0 \\
\hline
1/0 & 1/0 & 1/0 \\
\hline
0/1 & 0/1 & 0/1 \\
\hline
\end{array}
\]

The mark ? in the table shows that the operation is not defined. Any blank entry denotes unspecified entry.

If all entries of \( c_{ij} \) are defined (i.e., 1, 0 or blank but not ?) \( c_{ij} \) is said definable. The conjoint of more than two columns can be defined by the following inductive formula:

\[
c_i \lor c_{i1} \lor \ldots \lor c_{ik} = (c_i \lor c_{i1} \lor \ldots \lor c_{ik-1}) \lor c_{ik}.
\]

Definition 4.7: Two columns \( c_i \) and \( c_j \) are compatible with respect to \( c_{i1}, c_{i2}, \ldots, c_{is} \) if and only if
$c_i \lor c_j$ is definable and also negative with respect to $c_{k_1}, c_{k_2}, \ldots, c_{k_s}$.

We will examine the compatibility between each pair of columns $e_i$ and $e_j$, in the negativity table.

**Definition 4.8:** Consider a set of columns

$$C_i = \{ c_{i_1}, c_{i_2}, \ldots, c_{i_k} \}.$$  \hspace{1cm} (4.9)

If and only if every two columns in $C_i$ are compatible, with respect to a set of columns $B$, $C_i$ is called compatible with respect to $B$. A compatible set $C_i$ covers a column $c_j$ if and only if $c_{i_1} \lor c_{i_2} \lor \ldots \lor c_{i_k}$ covers $c_j$.

$C_i$ of (4.9) is essentially $c_{i_1} \lor c_{i_2} \lor \ldots \lor c_{i_k}$ according to the following lemma.

**Lemma 4.1:** $C_i$ defined by (4.9) is compatible with respect to a set of columns $B$ if and only if $c_{i_1} \lor c_{i_2} \lor \ldots \lor c_{i_k}$ is definable and negative with respect to $B$.

The proof is trivial and hence omitted.

**Definition 4.9:** Consider all the compatible sets with respect to $B$. A compatible set $C_i$ is said maximal if and only if among these sets, there is no other compatible set with respect to $B$, which includes $C_i$.

Throughout this chapter we will deal with only
compatible sets or maximal compatible sets of primitive additional columns $e_i$, $i = 1, 2, ..., t$, in the negativity table with respect to $x_1, ..., x_n$. Therefore, we will refer to these simply as compatible sets or maximal compatible sets by dropping the phrase "of primitive columns $e_1, ..., e_t$ with respect to $x_1, ..., x_n$.

For example, $e_1$, $e_2$ and $e_3$ of Table 4.2 are pairwise compatible. Hence $M = \{ e_1, e_2, e_3 \}$ is a compatible set. Obviously this is maximal.

The concept of maximal compatible sets is important because of the next theorem.

**Theorem 4.5:** There exists a network with the minimum number of gates for a given function $f$ in which every gate represents a negative function and those in the first level represent negative completions of maximal compatible sets.

**Proof:** Consider the negativity table of $f$. $e_1$, $e_2$, ..., $e_t$ are all primitive additional columns. Assume that the realization as shown in Fig. 4.4 is minimum; i.e., $k$ gates in the first level represent $g_1, g_2, ..., g_k$ and $(k+1)$ is the minimum number of gates which can realize $f$. Because the last gate represents a negative function with respect to $g_1, g_2, ..., g_k, x_1, x_2, ..., x_n$, any $e_j$ in the negativity table must be covered by some of $g_i$. Now let us assume that

\[
g_1 \text{ covers } e_{i1}, ..., e_{ij_1} \\
g_2 \text{ covers } e_{i2}, ..., e_{ij_2}
\]
Then since each \( g_i \) is negative with respect to \( x_1, x_2, \ldots, x_n \) and covers \( e_{i1} \lor e_{i2} \lor \cdots \lor e_{ij_i} \), \( \{ e_{i1}, e_{i2}, \ldots, e_{ij_i} \} \) is a compatible set for \( i = 1, 2, \ldots, k \) (Lemma 4.1). Therefore for every \( \{ e_{i1}, \ldots, e_{ij_i} \}, i = 1, 2, \ldots, k \), it is possible to consider a maximal compatible set which includes \( \{ e_{i1}, \ldots, e_{ij_i} \} \), respectively.

Let us call them as \( M_1, M_2, \ldots, M_k \). Finally we can replace each \( g_i \) in the network by a negative completion of \( M_i \). After this replacement, \( f \) is still negative with respect to \( M_1^0, M_2^0, \ldots, M_k^0, x_1, x_2, \ldots, x_n \), where \( M_i^0 \) is a negative completion of \( M_i \). This network also gives a minimal network since the new network uses the same number of gates as the network of \( g_1, g_2, \ldots, g_k \) which is minimal.

Q.E.D.

Because of this theorem, the synthesis of a negative function network is done by first generating all the maximal compatible sets and then selecting the minimum number of set from them, which together cover all the primitive additional columns \( e_1, e_2, \ldots, e_t \). The generation and selection of maximal compatible sets will be discussed in the next section.

Let us consider the previous example given in Table 4.1. Table 4.2 is the negativity table of \( f \). We have seen that \( M = \{ e_1, e_2, e_3 \} \) is the maximal
compatible set and no other maximal compatible set exists. M is the one shown in Table 4.4. Now, we can realize f with two gates, one is for M and the other is the last gate which gives f. A negative completion of M, M\#, is shown in Table 4.5.

\[
\begin{array}{cccc|c}
  f & x_1 & x_2 & x_3 & M^* \\
  1 & 0 & 0 & 0 & 1^* \\
  1 & 0 & 0 & 1 & 1^* \\
  1 & 0 & 1 & 0 & 1^* \\
  0 & 0 & 1 & 1 & 1 \\
  1 & 1 & 0 & 0 & 1^* \\
  0 & 1 & 0 & 1 & 1 \\
  0 & 1 & 1 & 0 & 1 \\
  1 & 1 & 1 & 1 & 0 \\
\end{array}
\]

Table 4.5. Completion of M.

The entries of M\# with stars were newly specified, following the procedure given in the proof of Theorem 4.2. (All entries were determined uniquely by cases of (1) and (2) of the proof of Theorem 4.2.) M\# is written as

\[ M^* = \overline{x}_1 \lor \overline{x}_2 \lor \overline{x}_3. \]

Note that f is now incompletely specified if it is regarded as a function of \(x_1, x_2, x_3\) and M\#. A negative completion easily obtained by inspection is
\[ f = \overline{x}_1 \overline{x}_2 \vee \overline{x}_2 \overline{x}_3 \vee \overline{x}_1 \overline{x}_3 \vee \overline{\overline{x}}_4. \]

These completions of \( M \) and \( f \) give the network shown in Fig. 4.2. The procedure described so far explained how the minimal network of Fig. 4.2 was synthesized.
4.5 Generation and Selection of Maximal Compatible Sets

Let us start this section with a new example whose negativity table is shown in Table 4.6.

| f | x₁ x₂ x₃ | e₁ e₂ e₃ e₄ e₅ e₆ e₇ e₈ |
|---|---|---|---|---|---|---|---|---|
| 0 | 0 0 0 0 | 1 1 1 1 |
| 1 | 0 0 1 | 0 |
| 0 | 0 1 0 | 1 1 |
| 0 | 0 1 1 | 1 |
| 1 | 1 0 0 | 0 |
| 0 | 1 0 1 | 1 |
| 1 | 1 1 0 | 0 0 |
| 1 | 1 1 1 | 0 0 0 0 |

Table 4.6. Negativity table of \( f = x₁ x₂ \lor x₃ \lor \overline{x₁ x₂ x₃} \).

From primitive additional columns \( e₁, e₂, \ldots, eₜ \) specified in a negativity table, we will construct the compatibility matrix of \( f \). The compatibility matrix is a triangular matrix in which columns correspond to \( e₁, e₂, \ldots, eₜ₋₁ \) and rows correspond to \( e₂, e₃, \ldots, eₜ \), as shown in Table 4.7. A cross is entered if \( e_i \) and \( e_j \) which correspond to the row and the column of the entry are not compatible. Otherwise it is left as blank. The compatibility matrix of \( f \) derived from Table 4.6 is given in Table 4.7.
Table 4.7. Compatibility matrix of \( f = x_1 x_2 v x_1 x_3 v x_1 x_2 x_3 \).

The compatibility matrix tells us that all pairs of primitive additional columns \( e_i \) and \( e_j \) are compatible except three pairs \((e_1, e_7)\), \((e_1, e_8)\) and \((e_2, e_8)\).

With the aid of compatibility matrix, we can generate all the maximal compatible sets in the following way. Let us consider primitive additional columns \( e_1, e_2, \ldots, e_t \).

(1) Obtain all the maximal compatible sets of \( e_1 \) only. Obviously there is only one maximal compatible set \( \{e_1\} \).

(2) Given all the maximal compatible sets \( M_1, M_2, \ldots, M_b \) of \( e_1, e_2, \ldots, e_k \) \( (1 \leq k \leq t-1) \), introduce \( e_{k+1} \) and form the sets according to the following rule for each \( i, i = 1, 2, \ldots, b \).

(a) If the set \( M_i \cup \{e_{k+1}\} \) is compatible,
i.e., $e_{k+1}$ is compatible with every element of $M_i$, then form

$$M_i' = M_i \cup \{ e_{k+1} \}.$$  

(b) Otherwise let $\hat{M}_i$ be the set of all the elements of $M_i$ which are compatible with $e_{k+1}$. Then form two new sets:

$$M_i'' = M_i,'$$

$$M_i''' = \hat{M}_i \cup \{ e_{k+1} \}.$$  

(3) Delete all the sets which are included in some other sets generated by (2) above. Note that only $M_i'''$ could be included in other set.

The remaining sets are all the maximal compatible sets of $e_1, e_2, \ldots, e_{k+1}$.

(4) Increase $k$ by one. If the new $k$ is equal to $t$, the procedure is completed, otherwise go to (2) again.

In the above recursive procedure, it is not obvious whether all the maximal compatible sets of $e_1, e_2, \ldots, e_{k+1}$ are generated after completing (3). This will be affirmatively proved in Theorem 4.6. For illustration let us obtain all the maximal compatible sets of $e_1, e_2, \ldots, e_8$ whose compatibility relations are given in Table 4.7. The generation procedure is illustrated in Fig. 4.5.
Fig. 4.5 Generation of maximal compatible sets of \( f \) given by Table 4.6.

Fig. 4.5 shows that only one maximal compatible set is generated for each \( k \) not more than 6, since any two of \( e_1, e_2, \ldots, e_6 \) are compatible as seen from Table 4.7. When \( e_7 \) is added, two maximal compatible sets result, since procedure (2b) is applied because of non-compatibility of \( e_1 \) with \( e_7 \). Finally for \( k = 8 \), three maximal compatible sets are obtained. \( \{ e_3, e_4, e_5, e_6, e_8 \} \) is deleted because this is included in \( \{ e_3, e_4, e_5, e_6, e_7, e_8 \} \).

**Theorem 4.6:** Assume that \( M_1, M_2, \ldots, M_b \) are all the maximal compatible sets of \( e_1, e_2, \ldots, e_k \). All the sets obtained as a consequence of the above steps (2) and (3) are maximal compatible sets of \( e_1, \ldots, e_k, e_{k+1} \).
Moreover, there is no other maximal compatible set of 
\( e_1, e_2, \ldots, e_{k+1} \).

Proof: To prove that the above procedure generate all 
the maximal sets, let us assume that \( M \) is a maximal 
compatible set of \( e_1, e_2, \ldots, e_{k+1} \) and is not generated 
by steps (2) and (3) in the above procedure. \( M \) 
must contain \( e_{k+1} \) because otherwise \( M \) is equal to one 
of \( M_1, \ldots, M_b \). Let \( M' \) be \( M \) from which \( e_{k+1} \) is deleted. 
Then \( M' \) is included in some of \( M_1, \ldots, M_b \) because any 
two elements in \( M' \) are compatible. Let \( M_i \supset M' \) for 
some \( i \) of \( i = 1, 2, \ldots, b \). Then \( M' \) must be included 
in or equal to \( M_i' \) or \( M_i'' \) of step (2). This is a con-
tradiction with the initial assumption that \( M \) is maximal 
and is not generated by steps (2) and (3). Next it 
is obvious that after step (3) no compatible set which 
is not maximal remains. Q.E.D.

Definition 4.10: A minimal compatible cover of \( e_1, e_2, \ldots, e_f \) 
for \( f \) is a set of the minimum number of maximal 
compatible sets such that every \( e_i \) belongs to at 
least one of maximal compatible sets chosen.

Now note that to find a minimal compatible cover 
is equivalent to designing a minimal network of negative 
functions. However, finding a minimal compatible cover 
is nothing but a set-covering problem which has 
been discussed in the literature in conjunction with 
a variety of problems.

Let \( M_1, M_2, \ldots, M_p \) be all the maximal compatible
sets. The covering table is a table, the i-th row of which corresponds to $e_i$ and the j-th column of which corresponds to $M_j$. The $(i, j)$-th entry of the covering table is 1 if $e_i$ is covered by $M_j$, and blank otherwise. The set-covering problem is to find the minimum number of columns so that every row has an entry 1 in at least one of the selected columns. A number of techniques to solve the set-covering problem through the manipulation of the covering table are discussed in [67], for example.

Another interesting approach is the integer programming approach. The formulation of a set-covering problem by an integer programming is given in [5][29], for example. Recent computational result [48] shows that some problems which correspond to the cases (30 rows, 50 columns) and (30 rows, 90 columns) are solved in 0.15 seconds and 1.60 seconds respectively on the IBM 360/751 computer.

The covering table for the above example (Table 4.6 and Fig.4.5) is now shown as an example. Let

$$M_1 = \{ e_1, e_2, e_3, e_4, e_5, e_6 \}$$
$$M_2 = \{ e_2, e_3, e_4, e_5, e_6, e_7 \}$$
$$M_3 = \{ e_3, e_4, e_5, e_6, e_7, e_8 \}.$$  

* The correspondence is not exact in the sense that the matrices are generated randomly and may not represent switching functions.
Table 4.8. Covering table of the example given by table 4.6 and Fig. 4.5.

<table>
<thead>
<tr>
<th></th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_2$</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$e_3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$e_4$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$e_5$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$e_6$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$e_7$</td>
<td>1</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>$e_8$</td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

Obviously $M_1$ and $M_3$ constitute the minimal compatible cover of $e_1, e_2, \ldots, e_8$ which is unique in this particular example.

When $M_1$ and $M_3$ are considered as functions of variables $x_1, x_2, x_3$, their negative completions $M_1^*$, and $M_3^*$ are given in Table 4.9.

$M_1^*$ and $M_3^*$ are written as

$$M_1^* = \overline{x_1} \overline{x_3}$$

$$M_3^* = \overline{x_1} \lor \overline{x_2}.$$

The minimum network of $f$ using $M_1^*$ and $M_3^*$ as gates in the first level is given in Fig. 4.6.
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Table 4.9. Completion of $M_1$ and $M_3$.

<table>
<thead>
<tr>
<th>$f$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$M_{1*}$</th>
<th>$M_{3*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0*</td>
<td>1*</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0*</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1*</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0*</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 4.6. A minimum network of $f$ given by Table 4.6.
Up to this point, an entire procedure to obtain a minimum network with a single output has been presented. Next section will deal with a case in which multiple outputs are required.
4.6 Minimal Multiple Output Networks

One of the advantages of our approach is that it can be easily extended to the synthesis of a multiple output network. When we are to realize more than one non-negative function, only necessary modification is that primitive additional columns $e_i$ are generated in the negativity table for each given function. The rest of procedure, i.e., the generation of maximal compatible sets, the selection of a minimal compatible cover and the completion of each selected maximal compatible set, is exactly the same as that discussed so far. The procedure will also result in a network with the minimum number of gates.

Let us obtain a minimum network of two functions:

$$g = x_1x_2 \lor x_1 \bar{x}_3 \lor \bar{x}_1 \bar{x}_2x_3$$

$$h = x_1 \bar{x}_2 \lor x_1 \bar{x}_3 \lor \bar{x}_2x_3.$$  

The entries given underneath primitive additional columns $e_1, e_2, \ldots, e_9$ in Table 4.10 show from which of $g$ and $h$ the primitive additional column is generated.

*When some of functions to be realized are negative, the synthesis would be simpler. In other words each function can be realized by a single gate. Furthermore, the outputs of gates for these negative functions can be used as inputs to other gates which are to realize non-negative functions. The modification of algorithm required is straightforward, however, and will not be given here.
<table>
<thead>
<tr>
<th>g</th>
<th>h</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
<th>$e_4$</th>
<th>$e_5$</th>
<th>$e_6$</th>
<th>$e_7$</th>
<th>$e_8$</th>
<th>$e_9$</th>
<th>$M_{1*}$</th>
<th>$M_{3*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(2)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(3)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(4)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(5)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(6)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(7)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(8)</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.10. Negativity table of g and h.

Table 4.11. Compatibility matrix of g and h.
For example, the column $e_1$ is generated from both $g$ and $h$. The compatibility matrix is shown in Table 4.11. The generation of all the maximal compatible sets is also shown in Fig. 4.7.

$$\{e_1\} \rightarrow \{e_1, e_2\} \rightarrow \ldots \rightarrow \{e_1, e_2, e_3, e_4, e_5, e_6, e_7\}$$

Fig. 4.7. Generation of maximal compatible sets of $g$ and $h$.

Minimal compatible covers can be determined in the same way as the single output network problem. The covering table consists of 9 rows corresponding to $e_1, e_2, \ldots, e_9$ and 3 columns corresponding to $M_1, M_2$ and $M_3$. The minimal compatible cover for this problem is $\{M_1, M_3\}$. Negative completions of $M_1$ and $M_3$ are also shown in Table 4.10. $M_1^*$ and $M_3^*$ are written as

$$M_1^* = \overline{x_1} \overline{x_3}$$

$$M_3^* = \overline{x_1} \vee \overline{x_2}.$$
A minimum network of $g$ and $h$ obtained from those $M_1^*$ and $M_3^*$ is given in Fig. 4.8. $h$ does not require $M_3^*$ because all the primitive additional columns $e_1, e_2, e_3, e_4, e_6$ generated from $h$ can be covered by a single maximal compatible set $M_1$. (A more rigorous discussion will be found in [50].)

Fig. 4.8. Minimum network of $g$ and $h$. 

\[
M_1^* = \overline{x_1} \overline{x_3}
\]

\[
M_3^* = \overline{x_1} \lor \overline{x_2}
\]
4.7 Conclusion

The minimization of the number of gates in the network of negative functions was converted into a set-covering problem. Since the set-covering problem is rather easy to solve, this approach appears helpful in obtaining such networks.

It should be a direction of the future research to develop algorithms based on the other minimality criteria, such as the number of connections, the total cost of gates which is evaluated differently from the number of gates, and also the extension of the approach to more general cases such as feed-forward networks.
Chapter 5  Formulation of Network Synthesis by Integer Programming

5.1 Introduction

Different from the previous two chapters, this chapter discusses about the integer programming formulation of the network design, which is particularly suitable to incorporate network restrictions such as fan-ins restrictions and fan-outs restrictions, and permits a variety of optimality criteria. In the formulation, we assume networks of conventional gates such as NOR, NAND, AND, and OR, or their combinations, but it should be understood that the formulation covers much wider class of gates. Networks of threshold gates would be such examples.

The formulation is then extended to the multiple output networks, by adding extra 0-1 variables. Finally, sequential circuits can also be formulated along this line, including the state assignment.

These problems dealt in this chapter have been recognized as very difficult ones. It is not an exaggeration to state that there has been no systematic approach which is not only theoretically complete but computationally feasible. Of course, it is not claimed that the integer programming approach has provided a final solution, since no integer programming algorithm which works efficiently enough for large scale problems seems available at present. It is hoped, however, that this direction would be a forward step towards the design automation of
logic design, which is greatly needed especially with the advent of integrated circuit and large scale integration. In fact, by means of integer programming approach all the optimal networks of NOR gates, and NOR-AND gates were obtained to verify the practicalness of our approach. Many optimal solutions which represent newly found networks were obtained. The computational aspects of integer programming formulation will be discussed in Chapter 6.

Integer programming problems encountered in this thesis are so-called [zero-one all integer programming problems:

\[
\begin{align*}
\text{minimize} & \quad cy \\
\text{subject to} & \quad Ay \geq b \\
& \quad y_j = 0 \text{ or } 1, \\
& \quad j = 1, 2, \ldots, N,
\end{align*}
\]

where \( c \) is an \( N \)-dimensional vector, \( b \) is an \( M \)-dimensional vector and \( y \) is an \( N \)-dimensional vector of variables. \( A \) is an \( M \times N \) coefficient matrix.

Any 0 or 1 assignment to all variables is called a solution. Any solution such that the constraints of (5.1) are satisfied is called a feasible solution. An optimal solution is a feasible solution such that \( cy \) is minimized.

There are several integer programming algorithms available to date. The cutting plane method by Gomory [35][36]
may be applied to this type of problem, though it was originally devised for more general integer programming problems. Recently main effort in this area seems directed to the implicit enumeration algorithm or the branch and bound method, which has been proposed and improved by various authors[4][33][28][29][24][85][48]. We have run both types of algorithms on the computer[6][48]. Since the implicit enumeration algorithm compares much favorably with Gomory's algorithm, judging from the preliminary computational results for our problems, the former is extensively adopted in the computation in Chapter 6.

An integer programming approach was first brought into the design of optimal feed-forward networks of threshold gates by Cameron[11]. His work was followed by Breuer's[9] which considerably simplified the earlier formulation. Muroga also reached essentially the same formulation[77] independently. A more comprehensive aspects were discussed by Muroga and Ibaraki[80].

This thesis, however, does not deal with networks of threshold gates but begin with networks of NOR gates which might be regarded as their special cases. Further possibility is explored in the light of integer programming formulation. Some of the formulations might be merely of theoretical interest for the present, but there is no doubt that future developments within the field of integer programming will gradually eliminate these difficulties.
5.2 Integer Programming Formulation of Networks of NOR Gates.

In this section, a network of NOR gates is described by integer linear inequalities. (NAND gate network can be treated similarly.) The result will be generalized in succeeding sections to deal with other types of networks. Also complete algorithms for deriving optimal networks will be discussed in Section 5.3.

The boolean expression of an NOR gate is

$$x_1 \lor x_2 \lor \ldots \lor x_n = \bar{x}_1 \bar{x}_2 \ldots \bar{x}_n.$$ 

In other words, if at least one of inputs assumes 1 then the output is 0, and 1 otherwise.

In order to describe a network by integer linear inequalities, we have to anticipate a general network which could be reduced to any required network by specifying the actual existence or non-existence of each connection in the anticipated network. For this purpose, we use a feed-forward network. A feed-forward network is a network with R gates which are ordered as gate 1, gate 2, ..., gate R, and each gate can receive inputs from external variables and preceding gates only. The last gate R realizes a given function f. This is illustrated in Fig.5.1. The feed-forward network is the most general network as far as loop-free networks are concerned. Namely, any loop-free network with R gates can result by adequately specifying the existence or non-existence of each connection.
Let us assume that $f(x)$ is a function of $n$ variables $x_1, x_2, \ldots, x_n$ with outputs specified for $m$ input vectors $x^{(1)}, \ldots, x^{(m)}$. If $f$ is completely specified, then $m = 2^n$. Also define 0-1 variables as follows. They are illustrated in Fig. 5.2.

![Fig. 5.1. A feed-forward network.](image1)

![Fig. 5.2. Illustration of 0-1 variables in the formulation.](image2)
\( v^k_\ell \): The connection to gate \( k \) from \( \ell \). \( v^k_\ell = 1 \) means the existence of the connection and \( v^k_\ell = 0 \) means the non-existence.

\( \phi_{ik} \): The connection from gate \( i \) to gate \( k \) (\( i < k \)). \( \phi_{ik} = 1 \) means the existence of the connection and non-existence otherwise.

\( P_k^i(j) \): The output value of gate \( k \) for \( x(j) \).

\( \rho_{ik}^j \): The input value of gate \( k \) sent from gate \( i \) for \( x(j) \).

Then the total input value to gate \( k \) for \( x(j) \) is

\[
\sum_{\ell=1}^{n} v^k_\ell x(\ell) + \sum_{i=1}^{k-1} \rho_{ik}^j.
\]

From the definition of NOR gates, the output of gate \( k \) for \( x(j) \) is determined by:

\[
P_k^i(j) = 1 \text{ if } \sum_{\ell=1}^{n} v^k_\ell x(\ell) + \sum_{i=1}^{k-1} \rho_{ik}^j \leq 0
\]

\[
P_k^i(j) = 0 \text{ if } \sum_{\ell=1}^{n} v^k_\ell x(\ell) + \sum_{i=1}^{k-1} \rho_{ik}^j \geq 1.
\] (5.2)

This relation can be converted to linear inequalities of 0-1 variables;

\[
- \sum_{\ell=1}^{n} v^k_\ell x(\ell) - \sum_{i=1}^{k-1} \rho_{ik}^j \geq -U(1 - P_k^i(j))
\]

\[
\sum_{\ell=1}^{n} v^k_\ell x(\ell) + \sum_{i=1}^{k-1} \rho_{ik}^j \geq 1 - U P_k^i(j),
\] (5.3)
\( j = 1, 2, \ldots, m \quad \text{(5.3)*} \)
\[ k = 1, 2, \ldots, R-1, \]

where \( U \) is a sufficiently large positive number such that if \( P_k(j) = 0 \), then the upper inequality of (5.3) is non-binding for any assignment of 0-1 variables, and if \( P_k(j) = 1 \), then the lower inequality has the similar property. For example,

\[ U = n + k - 1 \]
suffices this requirement. Hereafter, the letter \( U \) is used solely for this purpose. Although the actual amount of value \( U \) required for each inequality may vary, we do not distinguish individually but use the same letter \( U \).

From the definition of \( U \), it may be obvious that (5.2) and (5.3) are equivalent, i.e., feasible solutions of (5.3) are exactly those which satisfy relation (5.2). Note that (5.3) is linear in all variables \( v^k, p^{(j)}, p_i^{(j)} \), since \( x^k(j) \) are given constants.

Now, let us consider the variable \( p_{ik}^{(j)} \). This is related to the output of gate \( i \) by

\[ p_{ik}^{(j)} = \phi_{ik} \cdot p_i^{(j)} \quad \text{(5.4)} \]

In other words, \( p_{ik}^{(j)} = 1 \) if and only if \( p_i^{(j)} = 1 \) and gates \( i \) and \( k \) are connected. This non-linear form can

\[^*\] \( B \triangleq A < B \), is defined as 0.
\[ A \]
also be converted into a linear form as follows:

\[-p_i^{(j)} - \phi_{ik} + \rho_{ik} \geq -1\]

\[p_i^{(j)} + \phi_{ik} - 2\rho_{ik} \geq 0, \quad (5.5)\]

\[k = 2, 3, \ldots, R\]

\[i = 1, 2, \ldots, k-1\]

\[j = 1, 2, \ldots, m.\]

The proof that (5.4) and (5.5) are equivalent is straightforward if we take into account that every variable assumes only 0 or 1.

The last gate is treated separately since its behavior is specified by the output values of function \(f\). The total input value of the last gate for \(X[j]\) has to satisfy the following inequalities:

\[-\sum_{l=1}^{n} v_l x_l^{(j)} - \sum_{i=1}^{k-1} \rho_{ik} \geq 0 \text{ for } f(x^{(j)}) = 1\]

\[\sum_{l=1}^{n} v_l x_l^{(j)} + \sum_{i=1}^{k-1} \rho_{ik} \geq 1 \quad \text{for } f(x^{(j)}) = 0,\]

\[j = 1, 2, \ldots, m.\]

All inequalities (5.3) (5.5) and (5.6) characterize the entire feed-forward network. Namely, any feasible solution of the system of inequalities (5.3), (5.5) and (5.6) provides a loop-free NOR network with \(R\) gates which realizes the given function \(f\). In case \(f\) requires more than \(R\) gates, the system of inequalities (5.3), (5.5)
and (5.6) is infeasible, i.e., it has no feasible solution. However, since NOR gates constitute a complete set of functions, there is a number of gates $R_f$ for any $f$, which is sufficient to realize the function $f$.

Further aspects of the formulation and whole algorithm to obtain optimal networks under a certain criterion will be discussed in Section 5.3 and 5.4.
5.3 Incorporation of Network Restrictions

Some of the restrictions imposed on a network can be taken into account by simply adding inequalities. Ease of incorporation of restriction is one of the characteristics of the integer programming approach.

The restrictions on the maximum number of inputs (fan-ins) for each gate can be considered as follows. Let I be the maximum fan-ins of gate k. Then, obviously

\[ \sum_{l=1}^{n} \sum_{i=1}^{k-1} v_{lk}^i + \sum_{i=1}^{I} \phi_{ik} \leq I \]  

(5.7)

limits the number of input connections of gate k to at most I.

The maximum number of outputs from each gate, the maximum fan-outs, can also be treated similarly by;

\[ \sum_{i=k+1}^{R} \phi_{ki} \leq J. \]  

(5.8)

Next, let us consider the restrictions on the number of levels of a network. Let us assume that networks with more than K levels are prohibited. Then there arise sets of connections which are not permissible because of the level restriction. For example, the set of connections,

\[ \phi_{12} = 1, \phi_{23} = 1, \ldots, \phi_{KK+1} = 1 \]

is not permitted because K consecutive connections indicate the existence of more than K levels. This can be
eliminated by adding the inequality:

$$\phi_{12} + \phi_{23} + \ldots + \phi_{K+1} \leq K-1. \quad (5.9)$$

This inequality assures at least one of $\phi_{12}$, $\phi_{23}$, ..., $\phi_{K+1}$ is 0, thus destroying the consecutive $K$ connections.

From this argument, a procedure to keep a network within $K$ levels is:

1. Exhaust all sets of connections which give more than $K$ levels.
2. For every such set, add an inequality to prohibit the set of connections, derived in a similar way as (5.9).

Other types of restrictions on connections can usually be incorporated. For example, if a connection $\phi_{ik} = 1$ is prohibited for some reason, simply add

$$\phi_{ik} = 0.$$

The conditional restriction, i.e., the restriction such that $\phi_{i'k'} = 0$ if $\phi_{ik} = 1$ is realized by:

$$\phi_{i'k'} \leq 1 - \phi_{ik}.$$

The argument used for the level restricted network could be extended to more involved conditions such as the planarity of a network. A procedure is first to list all conditions which lead to the non-planarity, and then to set up corresponding inequalities to prevent them.
If R and n increases, however, the number of inequalities will become excessively large, making the formulation impractical. One approach to avoid this difficulty is:

1. Solve the set of inequalities without adding the extra inequalities which guarantees, say, the planarity, if incorporated.

2. If a solution obtained shows a planar network, then terminate. Otherwise go to (3).

3. Pick up some extra inequalities among those prohibiting the planarity and add to the system of inequalities used in (2) to make the current solution infeasible. Then solve the new problem resulted.

By repeating (3) we will eventually obtain an planar network.
5.4 Procedures to Design Optimal Networks

We have so far discussed the integer linear constraints which together characterize a feed-forward NOR network, and also those which impose network restrictions. Any feasible solution for the resulting system of inequalities represents a NOR network for a given function $f$ subject to the imposed network restrictions. This section discusses procedures to obtain optimal networks among those feasible solutions, under certain optimality criteria.

First consider, as an example, a combined optimality criterion such that the primal objective is the minimization of the number of gates, and the secondary objective is the minimization of the number of connections.

Note that the number of connections for a feed-forward network with $R$ gates is written as:

$$R \sum_{k=1}^{n} \left( \sum_{i=1}^{k} x_i + \sum_{i=1}^{k} \phi_k \right)$$  \hspace{1cm} (5.10)

Procedure 1:

1. Set $R = 1$. (If we know a lower bound of the number of gates required for realizing a given function $f$, set $R$ to this number.)

2. Formulate a set of inequalities for an $R$ gate feed-forward network for a given function $f$, and possible inequalities corresponding to the restrictions imposed on the network. Solve this integer program with an objective function (5.10). If this has an optimal
solution, it gives an optimal network under the above combined optimality criterion. Otherwise go to (3).

(3) Increase R by 1 and return to (2).

The whole procedure will terminate in a finite number of steps, if the problem is feasible for some R and an integer programming algorithm with finite convergence is employed for solving each resulting problem.

It may be obvious that the above procedure yields an optimum network, because the first R which satisfies (2) is the minimum number of NOR gates which is sufficient for realizing f.

An alternative procedure for deriving an optimal feed-forward network under the same optimality criterion is outlined in the following.

First introduce new 0-1 variables \( \lambda_k \) such that

\[
\sum_{i=1}^{R} \phi_{ki} \leq U \lambda_k, \quad (5.11)
\]

\[ k = 1, 2, \ldots, R-1. \]

If at least one of \( \phi_{ki}, \; i = k+1, \ldots, R \) is 1, then \( \lambda_k \) assumes 1, otherwise (5.11) is non-binding. As a result, if we minimize

\[
\Lambda = \sum_{k=1}^{R-1} \lambda_k, \quad (5.12)
\]
then \( \Lambda \) shows the number of gates actually used, since 
\( \lambda_k \) assumes 0 if the left hand side of (5.11) is 0.

In this case, \( \Lambda + 1 \) is the total number of gates 
actually used, since (5.12) excludes the last gate 
which must be always used to provide the required function \( f \).

Procedure 2:

First prepare a sufficiently large number of gates 
which will guarantee the realizability of a given function 
by the network. Then set up a set of inequalities 
which characterizes the network and also incorporate 
the network restriction. Solve the integer program 
with the minimization of objective function:

\[
\sum_{k=1}^{R-1} \lambda_k. \tag{5.13}
\]

An optimum solution of this integer programming problem 
provides a network with the minimum number of gates.

Alternatively, if we use the following objective function,

\[
\sum_{k=1}^{R-1} \lambda_k + \sum_{k=1}^{R} \sum_{l=1}^{n} \sum_{i=1}^{k-1} \phi_{ik} \tag{5.14}
\]

instead of (5.13), then an optimal solution in the sense 
that the networks are those with the minimum number of 
connections among networks with the minimum number

\[ \sum_{k=1}^{R-1} e_k \lambda_k \] may be used, if gate \( k \) has cost \( e_k \), and the 
total cost is the design objective.
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gates will be obtained. \( V \) in (5.14) is a sufficiently large positive number such that

\[
V \geq nR + R(R-1)/2.
\]

Although this procedure needs only one integer program, the size of the problem is relatively larger than that of Procedure 1. Judging from the fact that the convergence of most of integer programming algorithms become progressively slow with the increase of the size of problems, Procedure 1 may be preferred at present.

An advantage of Procedure 2 is that the other types of objective functions can be used as the primary objective. For example, the use of

\[
R \sum_{k=1}^{n} \sum_{l=1}^{k-1} v^k_l + \sum_{i=1}^{k} \phi_{ik}
\]

as the objective function yields the networks with the minimum number of connections regardless of the number of gates.

In Section 5.2, the number of levels was treated from the viewpoint of network restriction. Sometimes, however, it should be considered as a design objective to obtain a fast circuit. For this purpose, a feed-next network is desirable as a basis model rather than a feed-forward network. A feed-next network is a network with \( E \) levels, in which each gate in the \( j \)-th level, \( j = 1, 2, \ldots, E \), can receive inputs only from
external variables and gates in the preceding levels. An example is illustrated in Fig.5.3. The number of gates

![Feed-next network](image)

**Fig.5.3 Feed-next network.**

in each level sufficient for a given function is sometimes available from the theoretical consideration. Otherwise, however, a tentative number would be used in the formulation. A variant of Procedure 1 for this case is as follows:

**Procedure 1':**

1. Set $E = 1$.
2. Formulate a set of inequalities for a $E$ level feed-next network. Solve the resulting integer program with a certain objective function such as the number of connections. If this has
an optimal solution, it gives an optimal network. Otherwise, go to (3).

(3) Increase E by one, and return to (2).

Procedure 2 for a feed-forward network can also be modified to deal with a feed-next network, though it is omitted here.

In concluding this section, it should be mentioned that any other types of gates can be considered as constituents of the network if they are represented in inequalities. For example, NAND networks can be treated similarly. The case in which mixture of different gates is permitted, such as mixture of NOR gates and AND gates, will be discussed in the subsequent sections.
5.5 Feed-Forward Networks Using Mixture of Different Gates

As an extension of previous sections, we will consider a feed-forward network in which a mixture of different types of gates is permitted. A feed-forward network in which each gate is either NOR gate or AND gate is such an example. Let us assume that B different types of gates realizing functions $g_1, g_2, \ldots, g_B$ are permitted in a network. Each gate is called a module. Namely, each module in a feed-forward network assumes one of $g_1, g_2, \ldots, g_B$.

This type of problem is of practical importance provided that network restrictions are taken into consideration, and that a variety of optimality criteria can be used. There has been no systematic approaches for this problem except for certain special cases.

In order to formulate this problem as an integer program, we first introduce a conceptual module, called a generative module. A set of parameters is associated with each generative module. Depending upon the values of parameters, the generative module represents one of $g_1, g_2, \ldots, g_B$. For illustrative purpose (Fig.5.4), it is convenient to consider that a generative module consists of two parts: one is a multi-output network with outputs $g_1, g_2, \ldots, g_B$, and the other is a selection network which selects one of $g_1, g_2, \ldots, g_B$ according to the parameters associated with it.

An outline of our procedure is: (1) to formulate
Fig. 5.4. A generative module.

A feed-forward network with R generative modules in integer programming. Solutions for this problem will determine the connection between generative modules and parameters for each module as well. (2) If we obtain a feasible solution for a given function \( f \) with the minimum \( R \), then replace each generative module by the actual gate which the generative module implies.

In Section 5.6, an integer programming formulation of a generative module will be derived. Then in Section 5.7, an entire integer programming formulation of a feed-forward network will be presented.
5.6 Integer Inequalities for a Generative Module

The first step to derive a generative module is to express all given \( g_1, g_2, \ldots, g_B \) by integer linear inequalities. The selection of one module out of these in each generative module will be discussed later.

One method will be given below to express \( g_1 \) through \( g_B \) by a single network of threshold gates. Other methods based on a multi-threshold threshold gate and based on the direct specification of true and false vectors of each of \( g_1, \ldots, g_B \) by integer linear inequalities will be given in [81].

Let us introduce a number \( H \) such that

\[
H = \max (p_1, p_2, \ldots, p_B),
\]

where \( p_i \) is the number of input terminals of the module corresponding to \( g_i \). By adding idle input terminals, we can assume that every module has \( H \) input terminals. \( H \) represents the maximum fan-ins restriction on each module.

Now, given functions \( g_1 \) through \( g_B \) of \( H \) variables, let us realize these functions by a multiple-output network of threshold gates as shown in Fig. 5.5. Our aim is to derive the relation between \( H \) input variables \( y_1, y_2, \ldots, y_H \) and \( B \) output functions \( g_1, g_2, \ldots, g_B \), in the form of integer linear inequalities. Although any network which realizes \( g_1, g_2, \ldots, g_B \) may be used to express a generative module, a network with the minimum number of threshold gates is preferable because it
gives a concise expression. Threshold gates are used simply as a mathematical tool, no matter what physical devices are employed to implement \( g_1, g_2, \ldots, g_B \).

The threshold gate network may be obtained by using the integer linear programming approach[80]. Of course any other method known so far can be used for this purpose. Several methods will be found in [101][76]. The method discussed in Chapter 3 may be used.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{fig5_5}
\caption{Collective expression of \( g_1, g_2, \ldots, g_B \) by a multiple output network of threshold gates.}
\end{figure}

Let us number threshold gates from 1 to \( C \) in a synthesized feed-forward network with multiple outputs in which each gate receives inputs only from the preceding gates and variables \( y_1, y_2, \ldots, y_H \).

Assume that the \( C_r \)-th gate realizes \( g_r, r = 1, 2, \ldots, B \).
Let the output value of the k-th gate for the input vector \( y^{(j)} = (y_{1}^{(j)}, \ldots, y_{H}^{(j)}) \) be \( Q_{k}^{(j)} \), \( j = 1, \ldots, m \).

Let \( \alpha_{ik} \) denote the weight from the i-th gate to the k-th gate, \( w_{\ell}^{k} \) denote the weight of the variable \( y_{\ell}^{(j)} \) to the k-th gate, and \( T_{k} \) denote the threshold of the k-th gate. Note that \( \alpha_{ik}, w_{\ell}^{k} \), and \( T_{k} \) are known constants. But \( y_{\ell}^{(j)} \) and \( Q_{i}^{(j)} \) are unknown variables.

With these notations defined, the k-th gate in the network for each k is expressed in inequalities:

\[
\begin{align*}
\sum_{\ell=1}^{H} w_{\ell}^{k} y_{\ell}^{(j)} + \sum_{i=1}^{k-1} \alpha_{ik} Q_{i}^{(j)} & \geq T_{k} - U(1 - Q_{k}^{(j)}) \\
- \sum_{\ell=1}^{H} w_{\ell}^{k} y_{\ell}^{(j)} - \sum_{i=1}^{k-1} \alpha_{ik} Q_{i}^{(j)} & \geq - T_{k} + 1 - U Q_{k}^{(j)}
\end{align*}
\] (5.16)

\( j = 1, 2, \ldots, m \).

These inequalities are interpreted in the similar manner as those of NOR networks. Namely, (5.16) are converted into the following:

\[
\begin{align*}
\sum_{\ell=1}^{H} w_{\ell}^{k} y_{\ell}^{(j)} + \sum_{i=1}^{k-1} \alpha_{ik} Q_{i}^{(j)} & \geq T_{k} \quad \text{if} \quad Q_{k}^{(j)} = 1 \\
\sum_{\ell=1}^{H} w_{\ell}^{k} y_{\ell}^{(j)} + \sum_{i=1}^{k-1} \alpha_{ik} Q_{i}^{(j)} & \leq T_{k} - 1 \quad \text{if} \quad Q_{k}^{(j)} = 0.
\end{align*}
\]

When the network is synthesized such that the \( C_{r} \)-th gate realizes \( g_{r} \), \( Q_{C_{r}}^{(j)} \) represents \( g_{r}(y^{(j)}) \). The set of inequalities (5.16) for \( k = 1, 2, \ldots, C \), together with the relation
\[ Q_{cr}^{(j)} = g_r(y^{(j)}), \]
\[ j = 1, 2, \ldots, m, \]
\[ r = 1, 2, \ldots, B, \]

represent the functional relations between \( y_1, \ldots, y_H \) and \( g_1, \ldots, g_B \). Thus we have formulated the aggregate of \( g_1, \ldots, g_B \) in integer linear inequalities. This is the first step of our derivation of a generative module.

**Example 5.1:** Let us find an integer linear inequality expression of two modules:

\[ g_1 = y_1 \oplus y_2 \]
\[ g_2 = y_1 y_2. \]

These two functions \( g_1 \) and \( g_2 \) can be realized by two threshold gates connected as shown in Fig. 5.6.

---

![Diagram of two threshold gates](image-url)

*Fig. 5.6. Realization of two modules given in Example 5.1.*
According to the above discussion, the outputs of threshold gates $Q_1^{(j)}$ and $Q_2^{(j)}$ for each $y^{(j)}$, $j = 1, 2, \ldots, m$, can be defined by the following inequalities:

\[
y_1^{(j)} + y_2^{(j)} \geq 2 - U(1 - Q_1^{(j)})
\]

\[
y_1^{(j)} - y_2^{(j)} \geq -1 - UQ_1^{(j)},
\]

\[
y_1^{(j)} + y_2^{(j)} - 2Q_1^{(j)} \geq 1 - U(1 - Q_2^{(j)})
\]

\[
y_1^{(j)} - y_2^{(j)} + 2Q_1^{(j)} \geq 0 - UQ_2^{(j)},
\]

\[j = 1, 2, \ldots, m.
\]

Any value of $U \geq 3$ is sufficient for these inequalities. If we consider that

\[
g_1(y^{(j)}) = Q_2^{(j)}
\]

\[
g_2(y^{(j)}) = Q_1^{(j)}
\]

for each $y^{(j)}$, $j = 1, 2, \ldots, m$, these inequalities describe relations between the input values and the output values of $g_1$ and $g_2$.

Now let us consider the selection of one function out of $g_1, \ldots, g_B$. As selection parameters, introduce variables $\theta_1, \ldots, \theta_B$ whose values are 1 or 0 such that if $\theta_r = 1$, then a generative module represents the
corresponding module \( g_r \). In order to select only one module out of \( g_1, \ldots, g_B \), the following equality is added.

\[
\theta_1 + \theta_2 + \ldots + \theta_B = 1. \tag{5.18}
\]

Let \( p(j) \) denote the value which the output of the generative module assumes for the \( j \)-th input vector \( y(j) \).

In other words, \( p(j) \) satisfies the relation

\[
p(j) = g_r(y(j)) = Q_{C_r}^{(j)}, \tag{5.19}
\]

if \( \theta_r = 1 \) holds, where \( Q_{C_r}^{(j)} \) is the output value of the threshold gate which realizes \( g_r \). This is expressed in inequalities;

\[
\begin{align*}
p(j) &\leq Q_{C_r}^{(j)} + (1 - \theta_r), \\
p(j) &\geq Q_{C_r}^{(j)} - (1 - \theta_r),
\end{align*} \tag{5.20}
\]

\[r = 1, 2, \ldots, B\]

\[j = 1, 2, \ldots, m.\]

Obviously, if \( \theta_r = 0 \) then the inequalities become non-restrictive and if \( \theta_r = 1 \) the inequalities force \( p(j) \) to be equal to \( Q_{C_r}^{(j)} \).

Consequently, with inequalities (5.16), (5.18) and (5.20) together, a generative module which is able to choose one of \( g_1, \ldots, g_B \) is completely described. This expression will be the basis for the optimal network synthesis procedure in the following sections.
5.7. Description of a Feed-Forward Network Consisting of Generative Modules

In this section we will describe a feed-forward network of generative modules in linear inequalities of integral variables.

A. General Case

Consider a feed-forward network consisting of $R$ generative modules, as shown in Fig. 5.7.

Assume that the function of a generative building block is not symmetric in variables. Symmetric case will be discussed in B. The input terminals of each generative module must be numbered for identification.

Let $\phi_i(d, k)$ denote a $(0, 1)$-variable which expresses the connections from the output of the $d$-th generative module to the $i$-th input terminal of the $k$-th module. If $\phi_i(d, k) = 0$, it means no connection and if $\phi_i(d, k) = 1$, the connection exists. However note that there may be
more than one connection from the d-th module to the k-th module*. In other words, we may have \( \phi_1^{(d, k)} = \phi_2^{(d, k)} = \cdots = 1 \) for the same \( d \) and \( k \). Let \( v_i^{(\ell, k)} \) denote a \((0, 1)\)-variable which expresses the connection of an external variable \( x_\ell \) to the \( i \)-th input terminal of the k-th generative module. Here

\[
\begin{align*}
&k = 1, 2, \ldots, R \\
d = 1, 2, \ldots, k-1 \\
i = 1, 2, \ldots, H \\
\ell = 1, 2, \ldots, n, +, -
\end{align*}
\]

\( v_i^{(+, k)} \) is the connection from the constant input of the value 1 and \( v_i^{(-, k)} \), the connection from the constant input of the value 0.

Each input terminal receives exactly one connection, i.e., for each \( k \) and each \( i \)

\[
\sum_{d=1}^{k-1} \phi_i^{(d,k)} + \sum_{\ell=1}^{n,+,,-} v_i^{(\ell, k)} = 1. \tag{5.21}
\]

The input value \( y_i^{(j)}(k) \) at the \( i \)-th input terminal of the \( k \)-th generative module for the \( j \)-th external input vector \( x^{(j)} \) satisfies the following condition,

\* A degenerate function such as \( x_1 \lor x_2 \) by substituting \( x_1 \) into \( x_3 \) of \( x_1 x_3 \lor x_2 \) would be generated.
\[ y_{1}^{(j)}(k) = \begin{cases} p^{(j)}(d) & \text{if } \varphi_{1}(d, k) = 1 \\ x_{l}^{(j)} & \text{if } v_{1}(l, k) = 1, \end{cases} \quad (5.22) \]

\[ (i = 1, 2, \ldots, H) \]

\[ (k = 1, 2, \ldots, R). \]

where \( p^{(j)}(d) \) is the output of the \( d \)-th generative module for the \( j \)-th external input vector \( x^{(j)} \) and

\[ x_{+}^{(j)} = 1 \text{ and } x_{-}^{(j)} = 0. \quad (5.23) \]

(5.22) is expressed in the following set of linear inequalities of integral variables:

\[ y_{1}^{(j)}(k) \leq p^{(j)}(d) + (1 - \varphi_{1}(d, k)) \]

\[ p^{(j)}(d) \leq y_{1}^{(j)}(k) + (1 - \varphi_{1}(d, k)), \quad (5.24) \]

\[ (k = 1, 2, \ldots, R) \]

\[ (d = 1, 2, \ldots, k-1) \]

\[ (i = 1, 2, \ldots, H) \]

\[ (j = 1, 2, \ldots, m), \]

and
\[ y_{i}^{(j)}(k) \leq x_{k}^{(j)} + (1 - v_{i}(l, k)) \]

\[ x_{k}^{(j)} \leq y_{i}^{(j)}(k) + (1 - v_{i}(l, k)), \quad (5.25) \]

\( k = 1, 2, \ldots, R \)
\( (l = 1, 2, \ldots, n, +, -) \)
\( (i = 1, 2, \ldots, H) \)
\( (j = 1, 2, \ldots, m). \)

\( \phi_{i}(d, k) = 0 \) makes (5.24) non-restrictive and \( \phi_{i}(d, k) = 1 \)
yields \( y_{i}^{(j)}(k) = p^{(j)}(d) \), and so forth.

Note that the external variables \( x_{k}^{(j)} \) are given in advance as input vectors to the whole network and considered as constants in our integer linear programming approach. The outputs of the R-th module are also specified in advance as the values of the given function \( f(x^{(j)}) \) for all j's. Therefore \( p^{(j)}(R) \) are also given constants but \( p^{(j)}(k) \) for \( k \neq R \) are unknown variables.
B. Networks with Symmetric Generative Modules

If each generative module is symmetric in all inputs, in other words, if the input terminals of each module are interchangeable, then each input terminal need not be differentiated from others. Let us sum up the input values at the k-th module and denote it with

\[ y^{(j)}(k) = y_1^{(j)}(k) + \cdots + y_H^{(j)}(k). \] (5.26)

In the following, only \( y^{(j)}(k) \) will be used, eliminating the use of \( y_i^{(j)}(k) \)'s. The value which \( y^{(j)}(k) \) assumes is not limited to 0 and 1. Also the subscript \( i \) may be dropped from \( \phi_i(d, k) \) and \( v_i(l, k) \). \( \phi(d, k) \) and \( v(l, k) \) are variable which represent the connection from the d-th module to the k-th module and the connection from the l-th external variable to the k-th module, respectively. However note that in the current case \( \phi(d, k) \) and \( v(l, k) \) also are not restricted to the value, 1 or 0, because multiple connections, in other words, the simultaneous connections from an output of a module to more than one input terminal of a certain module may yield a better network. However the total number of inputs to each module must equal H, i.e.

\[ \sum_{d=1}^{k-1} \phi(d, k) + \sum_{l=1}^{n_r} v(l, k) = H. \] (5.27)

\( y^{(j)}(k) \) is expressed as follows. Let us introduce new variables \( \rho^{(j)}(d, k) \) and \( \rho^{(j)}(l, k) \) which satisfy
\[
\begin{align*}
\rho(j)(d, k) & \leq \varphi(d, k) + U (1 - \rho(j)(d)) \\
\varphi(d, k) & \leq \rho(j)(d, k) + U (1 - \rho(j)(d)) \\
\rho(j)(d, k) & \leq U \varphi(j)(d),
\end{align*}
\]
\[(5.28)\]
\[(k = 1, 2, \ldots, R)\]
\[(d = 1, 2, \ldots, k-1)\]
\[(j = 1, 2, \ldots, m)\]
\[
\begin{align*}
\rho(j)(l, k) & \leq v(l, k) + U (1 - x^{(j)}_l) \\
v(l, k) & \leq \rho(j)(l, k) + U (1 - x^{(j)}_l) \\
\rho(j)(l, k) & \leq U x^{(j)}_l,
\end{align*}
\]
\[(5.29)\]
\[(l = 1, 2, \ldots, n, +, -)\]
\[(j = 1, 2, \ldots, m)\]
\[(k = 1, 2, \ldots, R)\]

These inequalities of (5.28) and (5.29) imply
\[
\begin{align*}
\rho(j)(d, k) &= \varphi(d, k) \rho(j)(d) \\
\rho(j)(l, k) &= v(l, k) x^{(j)}_l.
\end{align*}
\]
\[(5.30)\]
\[(5.31)\]

Since the input of the k-th module is the sum of contributions from the outputs of other modules and the external
variables, \( y^{(j)}(k) \) of (5.26) which consists of \( y_1^{(j)} \) of (5.22) is obtained as

\[
y^{(j)}(k) = \sum_{d=1}^{k-1} \varphi(d, k) p^{(j)}(d) + \sum_{\ell=1}^{n_1, \ell, \cdots} v(\ell, k) x_\ell^{(j)}
\]

\[
= \sum_{d=1}^{k-1} \rho^{(j)}(d, k) + \sum_{\ell=1}^{n_1, \ell, \cdots} \rho^{(j)}(\ell, k)
\]

(5.32)

using (5.30) and (5.31). Consequently the connections in a network are described by inequalities, (5.27), (5.28), (5.29), (5.32) together.
5.8. Procedures to Design an Optimal Feed-Forward Network

We are now ready to discuss design procedures of an optimal feed-forward network, with all the gates and the network described in inequalities. The behavior of generative modules which can express any of the given modules $g_1, \ldots, g_B$ was expressed in inequalities in Section 5.6, and the connections from other generative modules and the external variables in Section 5.7. The set of all these inequalities together with constants $x^{(j)}$ and $f(x^{(j)})$, i.e., $P^{(j)}(R)$ specifies the condition which the feed-forward network must satisfy. Any feasible solution of this set of inequalities realizes the given function $f$. However if a certain objective function is introduced and optimized (minimized or maximized), then an integer programming problem is formulated. If a design objective such as the number of connections can be expressed as a linear function and chosen as an objective function, then an optimum network with the minimum number of connections will be obtained.

Assume that the feed-forward network for $f$ has $R$ generative modules. Only one of $g_r$'s is chosen in each generative module in an optimum solution of our integer linear program. Let $J$ and $K$ be the numbers of the 0-1 variables and the inequalities, respectively, which are necessary in obtaining the relations between the inputs $y_1^{(j)}(k), \ldots, y_H^{(j)}(k)$ and the outputs $P^{(j)}(k)$ of the $k$-th generative module. (For example, (5.16) (5.18) and (5.20)) The set of these inequalities necessary for each generative module will be referred to as $E$. Then the
numbers of the variables in the entire formulation for this network are:

\[ mHR \] for \( y_i^{(j)}(k) \)'s

\[ m(R-1) \] for \( p(j)(k) \)'s

\[ \frac{HR(R-1)}{2} \] for \( \varphi_1(d, k) \)'s

\[ HR(n+2) \] for \( v_1(l, k) \)'s

and the total number of the 0-1 variables is

\[ RJ + mHR + m(R-1) + \frac{HR(R-1)}{2} + HR(n+2). \] (5.33)

Note that the number of \( P(j)(k) \) is \( m(R-1) \) because

\[ P(j)(R) = f \left( x(j) \right) \] (5.34)

and therefore \( P(j)(R) \) are not counted. The number of the inequalities are

\[ 2HR \] for (5.21)*

\[ mHR(R-1) \] for (5.24)

\[ 2mHR(n+2) \] for (5.25).

* An equality is expressed in two inequalities
The total number of the inequalities is

\[ RK + 2 HR + mHR(R-1) + 2 mHR(n+2). \]  

(5.35)

As discussed in Section 5.7B, if the modules are symmetric in input variables, the numbers of variables and inequalities can be fewer than those given above.

To obtain a feed-forward network with \( R \) modules which realizes a given function \( f \), we need solve the inequalities \( E \) for every module and also (5.21), (5.24) and (5.25) under the condition \( P(j)(R) = f(x^{(j)}) \).

\[
\begin{align*}
R \quad H \quad k-1 \\
\sum_{k=1}^{R} \sum_{i=1}^{H} ( \sum_{d=1}^{k-1} \Phi_{i}(d, k) \quad + \sum_{\ell=1}^{n} V_{i}(\ell, k) )
\end{align*}
\]  

(5.36)

may be chosen as an objective function. This implies the minimization of the number of connections between modules and from external variables excluding those of the constants in the network. Other objectives may be chosen instead, as an objective function.

A procedure for obtaining a feed-forward network with the minimum number of modules and then, as the secondary objective, the minimum number of connections (i.e. a network with the minimum number of connections among those with the minimum number of modules) is as follows:
Procedure I

(1) Set $R = 1$. (or set $R$ to a lower bound of value necessary to realize $f$ if it can be found by certain means.)

(2) Solve the set $E$ of the inequalities, (5.21), (5.24) and (5.25), for the network of $R$ generative modules, minimizing the objective function (5.36). If there is a solution, an optimum solution of this problem gives an optimal network for $f$. If there is no solution, go to (3).

(3) Increase $R$ by one and return to (2).

This procedure will terminate in a finite number of steps, if the given set of modules, $g_1, ..., g_B$, are complete.

Obviously, this is a generalization of Procedure I for NOR networks described in Section 5.4. Procedure II in the same section can also be generalized in the similar way. The latter approach would have merits such that it permit a wider variety of objective functions than Procedure I. However, the detailed discussion will not be given here. In [51], its approach and other aspects of the integer programming formulation is discussed in some detail.

* If any function can be realized by combining $g_1, ..., g_B$, the set is called complete. See [51].
5.9. Example - NOR-AND Networks -

As an example of a network consisting of more than one type of module, we consider a network with NOR gates and AND gates.

Fig. 5.8 Expression of NOR and AND.

First of all, let us consider the linear inequality expression for a generative module which can express either a NOR gate or an AND gate (Section 5.6). In this formulation, we do not impose the fan-in restriction* on each module.

Now consider an expression for NOR gate in the k-th generative module of the network. Obviously, the relation

---

* The k-th generative module is assumed to have exactly $H \,(= (k-1)+n)$ input terminals for each $k$. If a module turns out to have actually fewer input terminal connections, connect constants of appropriate values to the remaining input terminals.
between inputs $y_r^{(j)}$, $r = 1, 2, \ldots, H = (k-1)+n$, and its output $Q_1^{(j)}$ is written as follows, as illustrated in Fig. 5.8:

\[
\begin{align*}
\sum_{r=1}^{H} y_r^{(j)} &\geq 0 - U (1 - Q_1^{(j)}) \\
\sum_{r=1}^{H} y_r^{(j)} &\geq 1 - U Q_1^{(j)}, \quad j = 1, 2, \ldots, m.
\end{align*}
\]

(5.37)

Taking advantage of the property that a NOR gate is symmetric in all variables, we can group all the inputs into two sets; one is to receive the external variables and the other is to receive the outputs from the preceding modules (Section 5.7B). (5.37) is then rewritten as

\[
\begin{align*}
- \sum_{\ell=1}^{n} v(\ell,k) x_{\ell}^{(j)} - \sum_{d=1}^{k-1} \phi (d,k) P^{(j)}(d) &\geq 0 - U (1 - Q_1^{(j)}) \\
\sum_{\ell=1}^{n} v(\ell,k) x_{\ell}^{(j)} + \sum_{d=1}^{k-1} \phi (d,k) P^{(j)}(d) &\geq 1 - U Q_1^{(j)}, \quad (j = 1, 2, \ldots, m),
\end{align*}
\]

(5.38)

where $\sum v(\ell,k) x_{\ell}^{(j)} + \sum \phi (d,k) P^{(j)}(d)$ denotes the sum of contributions from the external variables and the outputs of the other modules. However, these inequalities are not linear because $\phi (d,k)$ and $P^{(j)}(d)$ are both unknown.
variables. Therefore new variables \( \rho^{(j)}(d,k) \), such that

\[
\rho^{(j)}(d,k) = \varphi(d,k) \, P^{(j)}(d)
\]  

(5.39)

are introduced (see (5.30) and (5.32)) and (5.38) becomes
the new set of linear inequalities:

\[
- \sum_{\ell=1}^{n} v(\ell,k) \, x^{(j)}_{\ell} - \sum_{\ell=1}^{k-1} \rho^{(j)}(d_{\ell}k) \geq 0 - u(1 - Q_{1}^{(j)})
\]

(5.40)

\[
\sum_{\ell=1}^{n} v(\ell,k) \, x^{(j)}_{\ell} + \sum_{\ell=1}^{k-1} \rho^{(j)}(d_{\ell}k) \geq 1 - u \, Q_{1}^{(j)}
\]

(5.41)

\[j = 1, 2, \ldots, m.\]

\( v(\ell,k) \, x^{(j)}_{\ell} \) is not substituted by \( \rho^{(j)}(\ell,k) \) as in (5.31) because this is already linear (\( x^{(j)}_{\ell} \)'s are given constants).

To express the relation (5.39) in linear form, the following is used instead of (5.28) in order to reduce the number of inequalities.

\[
- P^{(j)}(d) - \varphi(d,k) + \rho^{(j)}(d,k) + 1 \geq 0
\]

(5.41)

\[
P^{(j)}(d) + \varphi(d,k) - 2 \rho^{(j)}(d,k) \geq 0
\]
This is possible because \( p(j)(d,k) \) is known to be 0 or 1 in this case.

In a similar way, an AND gate of the \( k \)-th generative module is written as follows:

\[
\sum_{\ell=1}^{n} v(\ell,k) x_{\ell}(j) + \sum_{d=1}^{k-1} p(j)(d,k) \\
\geq \sum_{\ell=1}^{n} v(\ell,k) + \sum_{d=1}^{k-1} \phi(d,k) - U (1 - Q_{2}^{(j)})
\]

\[
- \sum_{\ell=1}^{n} v(\ell,k) x_{\ell}(j) - \sum_{d=1}^{k-1} p(j)(d,k) \\
\geq - \sum_{\ell=1}^{n} v(\ell,k) - \sum_{d=1}^{k-1} \phi(d,k) + 1 - U Q_{2}^{(j)} ,
\]

\( j = 1, 2, \ldots, m \),

where \( Q_{2}^{(j)} \) is the output value of the AND gate.

Combining (5.40) and (5.42), and introducing a selection variable \( \theta(k) \) (see Section 5.6), the \( k \)-th generative module is described by

\[
- \sum_{\ell=1}^{n} v(\ell,k) x_{\ell}(j) - \sum_{d=1}^{k-1} p(j)(d,k) \\
\geq 0 - U (1 - P^{(j)}(k)) - U (1 - \theta(k)) ,
\]
\[
\sum_{l=1}^{n} v(l,k) x_{l}^{(j)} + \sum_{d=1}^{k-1} \rho(j)(d,k) \\
\geq 1 - U p(j)^{(k)} - U 1 - \theta(k),
\]

\[
\sum_{l=1}^{n} v(l,k) x_{l}^{(j)} + \sum_{d=1}^{k-1} \rho(j)(d,k) \\
\geq \sum_{l=1}^{n} v(l,k) + \sum_{d=1}^{k-1} \phi(d,k) - U 1 - p(j)^{(k)} - U 1 - \theta(k),
\]

\[
\sum_{l=1}^{n} v(l,k) x_{l}^{(j)} + \sum_{d=1}^{k-1} \rho(j)(d,k) \\
- \sum_{l=1}^{n} v(l,k) x_{l}^{(j)} + \sum_{d=1}^{k-1} \phi(d,k) + 1 - U p(j)^{(k)} - U 1 - \theta(k),
\]

\[
(k = 1, 2, \ldots, R - 1) \\
(j = 1, 2, \ldots, m),
\]

where \( p(j)^{(k)} \) is the output value of the \( k \)-th generative module for the \( j \)-th external input vector. \( \theta = 1 \) means that NOR is selected and \( \theta = 0 \) means that AND is selected.

For the last generative module,

\[
\sum_{l=1}^{n} v(l,R) x_{l}^{(j)} + \sum_{d=1}^{R-1} \rho(j)(d,R) \\
\geq 0 - U 1 - \theta(R),
\]

\[
\sum_{l=1}^{n} v(l,R) x_{l}^{(j)} + \sum_{d=1}^{R-1} \rho(j)(d,R) \\
\geq \sum_{l=1}^{n} v(l,R) + \sum_{d=1}^{R-1} \phi(d,R) - U 1 - \theta(R) \quad \text{for } f(x^{(j)}) = 1
\]
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or
\[
\sum_{\ell=1}^{n} v(\ell, R) x_{\ell}^{(j)} + \sum_{d=1}^{R-1} \rho_{j}^{(d)}(d, R) \geq 1 - U(1 - \theta(R)),
\]

(5.45)

\[
\sum_{\ell=1}^{n} v(\ell, R) x_{\ell}^{(j)} - \sum_{d=1}^{R-1} \rho_{j}^{(d)}(d, R)
\]

\[
\geq \sum_{\ell=1}^{n} v(\ell, R) - \sum_{d=1}^{R-1} \phi(d, R) + 1 - U \theta(R),
\]

for \( f(x^{(j)}) = 0 \),

\( j = 1, 2, \ldots, m \).

Also, to describe the non-linear relation
\( \rho_{j}^{(d, k)} = \rho_{j}^{(d)} \phi(d, k) \) in linear form, (5.41) is necessary for

\[ k = 1, 2, \ldots, R \]

\[ d = 1, 2, \ldots, k-1 \]

\[ j = 1, 2, \ldots, m. \]

Consequently (5.41), (5.43), (5.44) and (5.45) together completely represent a network consisting of NOR and AND gates.

Note that the formulation, described in the previous sections, was simplified in several respects by considering particular properties of NOR-AND network.

For example, selection variables \( \theta_{1}(k) \) and \( \theta_{2}(k) \) respectively for NOR and AND, are reduced to a single variable \( \theta(k) \) by using
\[ \theta_1(k) + \theta_2(k) = 1, \] 

(5.46)
of (5.18). Variables \( Q_1^{(j)} \) and \( Q_2^{(j)} \) for the \( k \)-th generative module are also replaced by a single variable \( P^{(j)}(k) \) for the following reason. If \( \theta(k) = 1 \), say (i.e. NOR is represented by a generative module), only inequalities for a NOR gate (the first two of (5.43)) becomes restrictive and others for an AND gate becomes non-restrictive. Therefore, even if the restriction \( Q_1^{(j)} = Q_2^{(j)} = P^{(j)}(k) \) is incorporated, it does not change the nature of the inequalities.

As explained in the paragraph after (5.40), \( \rho^{(j)}(\xi,k) \) for external variables are also deleted. A significant reduction of the number of variables \( y^{(j)}(k) \)'s is obtained by substituting \( y^{(j)}(k) \) by (5.32).

In most cases, if types of modules are concretely given, we can reduce the size of problem, by considering special properties of the types. However, we will not try a detailed discussion about these possibilities here.

With all these inequalities, all the optimum networks for each three variable switching function which have the minimum number of modules and, secondary, the minimum number of connections were obtained. Procedure 1 in Section 5.8 was used for computation. The computational aspects will be discussed in Section 6 together with the design of NOR networks.
5.10. Multiple Output Networks

One of the important but more difficult problem is the design of a multiple output network in which more than one function is simultaneously realized. In this section, two approaches are presented. One is an extension of the feed-forward network formulation and the other is all-interconnection network formulation which is quite efficiently solved when combined with the implicit enumeration algorithm of integer programming.

A. Feed-Forward Network Formulation

Assume that $S$ functions $f_1, f_2, \ldots, f_S$ are to be realized by a feed-forward network with $R$ gates (modules). Let the output value of the $k$-th module ($1 \leq k \leq R$) for the $j$-th input vector be $p_k^{(j)}$. Then the design of a multiple output network requires that for any $f_a$, $1 \leq a \leq S$, there exists a module $b$ such that

$$p_b^{(j)} = f_a(x^{(j)}), \quad (5.47)$$

$$1 \leq b \leq R,$$

$$j = 1, 2, \ldots, m.$$

The characterization of $p_k^{(j)}$ has been discussed in previous sections under several assumptions. For example, $p_k^{(j)}$ in a feed-forward NOR network can be described by (5.3) and (5.5). However, a slight modification is required for the last gate $R$, because we do not know which function of $f_1, f_2, \ldots, f_S$ the last module realizes. Therefore, 0-1 variables $p_R^{(j)}$ is also introduced and
(5.3) should be set up for \( k = 1, 2, \ldots, R - 1, R \).

In case of networks with the mixture of different gates, \( P_k(j) \) (this is written as \( P(j)(k) \)), \( k = 1, 2, \ldots, R \), is given by (5.21), (5.24), (5.25) and \( E \) for every module, without the condition

\[
P(j)(R) = f(x(j))
\]

which was necessary for the single output network.

Now let us consider the relation (5.47) and express it in inequalities. Introduce a set of new 0-1 variables

\[
\psi_{kt} \quad (5.48)
\]

\[
k = 1, 2, \ldots, R \\
t = 1, 2, \ldots, S,
\]

where \( \psi_{kt} = 1 \) if the output of the \( k \)-th module realizes the function \( f_t \), and \( \psi_{kt} = 0 \) otherwise. Then

\[
\sum_{k=1}^{R} \psi_{kt} = 1, \\
t = 1, 2, \ldots, S, \\
(5.49)
\]

holds because each \( f_t \) is realized by exactly one module in the network.

Now if \( \psi_{kt} = 1 \), then

\[
P_k(j) = f_t(x(t))
\]
must follow. This is written in the following inequalities:

\[
\begin{align*}
    f_t(x^{(j)}) &\leq p_k^{(j)} + U(1 - \psi_{kt}) \\
    p_k^{(j)} &\leq f_t(x^{(j)}) + U(1 - \psi_{kt})
\end{align*}
\]  

(5.50)

\[t = 1, 2, \ldots, S\]
\[k = 1, 2, \ldots, R\]
\[j = 1, 2, \ldots, m_t,\]

where \(m_t\) is the number of specified input vectors for \(f_t\).

Consequently, given a feed-forward network, the inequalities which characterize \(R\) modules in the network, (5.49) and (5.50) are all the necessary inequalities to describe a multiple output network.

A procedure which results in optimal multiple output networks with the primal objective that the minimization of the number of gates, and with a certain secondary objective such as the number of connections is as follows:

(1) Set \(R = S\) (or any other lower bound of the number of gates in a network, if available).

(2) Set up inequalities which characterize a feed-forward network with \(R\) gates and \(S\) functions. Solve this integer programming problem with the objective function representing the secondary objective mentioned above. If this problem has feasible solutions, optimal solutions give optimal multiple output networks. Otherwise go to (3).
(3) Increase R by 1. Then return to (2).

Of course, other procedures discussed in Section 5.4 in conjunction with NOR networks can be extended to this case. Other primal objectives can be optimized provided that an appropriate procedure is employed.
B. All-Interconnection Network Formulation

Different from the feed-forward network used as a basis for the design procedure, this approach assumes an all-interconnection network. An all-interconnection network is a network with R modules in which the connection from any gate to any gate in the network is allowed. It is illustrated in Fig. 5.9.

An advantage of designing a multiple output network by means of all-interconnection network formulation is that we can assign each function $f_t$, $t = 1, 2, \ldots, S$, ($S \leq R$), to module $t$, i.e.,

$$p_t^{(j)} = f_t(x^{(j)})$$

(5.51)

$$t = 1, 2, \ldots, S.$$ 

This is possible because each module in the all-interconnection network is symmetrically related with the rest. Thus
selection parameter $\psi_{kt}$ used in $A$ can be deleted in this formulation.

However, the employment of all-interconnection networks does not mean that the resulting network for $f_1, f_2, \ldots, f_S$ is permitted to contain connection loops. Although networks with loops may realize the functions in much simpler form, it usually needs satisfy other involved conditions to guarantee stable operations. Thus, in this thesis, the loops are simply excluded from our consideration.

Therefore, the restrictions to suppress the occurrence of loops must be added. This can also be done by inequalities. As an illustration, assume a loop consisting of $\phi_{12} = 1, \phi_{23} = 1, \phi_{31} = 1$. This is eliminated by adding an inequality

$$\phi_{12} + \phi_{23} + \phi_{31} \leq 2. \quad (5.52)$$

This example suggests a method for suppressing loops in an all-interconnection network: (1) list up all the possible loops in an all-interconnection network, and (2) set up an inequality derived in the same way as (5.52) for every possible loop.

The number of such inequalities may grow excessively large as $R$ and $n$ increase. Another method is possible, which is not based on the inequalities, when the implicit enumeration algorithm is used for the integer programming problem, though it is not described here.

The set of inequalities which characterizes an all-
interconnection network can be derived in a similar way as that of a feed-forward network. As an example, an all-interconnection network with \( R \) NOR gates is considered here. Let define 0-1 variables \( v_{ik}^{(j)}, \phi_{ik}, p_k, \rho_{ik} \) as given in Section 5.2. Considering that gate \( k \) can receive input from any other gates, the behavior of gate \( k \) is described by:

\[
- \sum_{l=1}^{n} v_{ik}^{(j)} + \sum_{i \neq k} \rho_{ik}^{(j)} \geq -U (1 - p_k)
\]

(5.53)

\[
- \sum_{l=1}^{n} v_{ik}^{(j)} + \sum_{i \neq k} \rho_{ik}^{(j)} \geq 1 - U p_k
\]

\[ k = 1, 2, \ldots, R \]

\[ j = 1, 2, \ldots, m, \]

where \( m \) is the total number of input vectors which are specified for at least one function of \( f_1, f_2, \ldots, f_s \). To realize the relation

\[ \rho_{ik}^{(j)} = \phi_{ik} p_i \]

in linear form, the following inequalities are needed,

\[
- p_i (j) - \phi_{ik} + \rho_{ik}^{(j)} \geq 1
\]

(5.54)

\[
p_i (j) + \phi_{ik} - 2 \rho_{ik}^{(j)} \geq 0,
\]

\[ k = 1, 2, \ldots, R \]

\[ i \neq k \]

\[ j = 1, 2, \ldots, m. \]
These inequalities (5.53) and (5.54), as well as those suppressing loops characterize an all-interconnection network with R gates. If this set of inequalities under condition (5.51) has feasible solutions, they correspond to loop-free networks which realize a given set of functions \( f_1, f_2, \ldots, f_s \).

The procedures to obtain optimal networks can be derived by considering in the similar way as in other cases. For example, the procedure obtained by replacing the word "feed-forward network" by "all-interconnection network" in Procedure A of this section is a procedure to obtain optimal networks with primal objective of minimizing the number of gates, and with a certain secondary objective.

The all-interconnection network formulation presented here is valid not only for multiple output networks but also for single output networks. When combined with the implicit enumeration algorithm of integer programming, the all-interconnection network formulation is favorably compared with the feed-forward network formulation in computation speed. The formulation will be explored again from this viewpoint in Chapter 6.
5.11 Design of an Optimal Sequential Network

Synthesis of sequential network with the minimization of a certain design objective such as the number of gates is known to be very difficult mainly because of the addition of state assignment problem. Here, we will show that this problem also can be formulated as an integer linear programming problem.

When we design a sequential network, various restrictions such as the realization by a shift register or the realization by certain types of flip-flops are usually imposed on a network. All of these restrictions can be incorporated by adding extra linear inequalities, only general formulation will be discussed.

We consider a problem of designing a sequential network with the minimum number of states. In other words, first minimize the number of states in the state transition table according to the conventional switching theory (the state minimization technique which most of textbooks [67][32] of switching theory discuss) and then synthesize an optimum network with the most appropriate state assignment in the sense that it requires the fewest number of gates under the minimum state assignment. Since the optimization of the network and the state assignment will be made by integer programming approach only after the number of the states is minimized, however, the resulting networks may not have the minimum number of gates if it is considered as the primal objective.

On the other hand, integer programming makes it possible
to synthesize an optimal sequential network using the input-output relation rather than the state transition table. In this case, an appropriate state transition table and state assignment such that the number of gates in a network is minimized will be made simultaneously by integer programming approach. However, it is not described in this thesis. See [81].

As shown in Fig. 5.10, our sequential network is assumed to consist of a combinational network and loops with delays. The combinational network is a multiple output feed-forward network which has been discussed in the previous sections.

Each \( s_i \) is an internal variable which is fed back to the inputs of the network with a unit time delay.
The vector \( s = (s_1, s_2, \ldots, s_N) \) is called the (internal) state of this sequential network. \( x_1, x_2, \ldots, x_n \) are (external) input variables and \( z_1, z_2, \ldots, z_q \) are (external) output variables. \( s_1, x_j, z_k \) assume the value 0 or 1.

As known in switching theory, the state transition diagram completely specifies the behavior of the sequential network. The transition shown in Fig. 5.11 shows that if the present state is \( s^{(i)} \) and the external input vector \( x^{(j)} \) is applied to the network, then the network will be in the next state \( s^{(l)} \), emitting the output vector \( z^{(k)} \). The combinational network in Fig. 5.10 realizes this relation, i.e.,

\[
\begin{align*}
    z^{(k)} &= f(s^{(i)}, x^{(j)}) \\
    s^{(l)} &= h(s^{(i)}, x^{(j)}),
\end{align*}
\]  

(5.55)
where \( f \) and \( h \) are vectors* whose coordinates are functions of \( s(i) \) and \( x(j) \). Introducing \( f \) and \( h \), we have essentially a multiple-output network with \( V+n \) inputs (the external and internal inputs together) and \( V + q \) outputs. The difference of the network from that discussed in the previous sections is that \( x(j) \) and \( z(k) \) are specified in advance but \( s(i) \) are unknown variables.

An integer linear programming problem for designing a multiple-output network whose outputs \( s(i) \) are fed back to the inputs of the network through the relation (5.55) can be directly formulated with technique developed in the previous sections.

First the number of the states in a state transition diagram which is either completely or incompletely specified is minimized. Let the minimum number of the states be \( D \), and find \( \Gamma \) such that

\[
\Gamma = \lfloor \log_2 D \rfloor \tag{5.56}
\]

where \( \lfloor x \rfloor \) is the integer closest but not smaller than \( x \). Then set \( V \) to \( \Gamma \). In other words, consider the sequential network of Fig.5.10 with \( V = \Gamma \) internal variables.

Assume that the transition shown in Fig.5.11 takes place, in other words, when the state of the network is in \( s(i) \) and the inputs are \( x(j) \), the next state is \( s(k) \) and the outputs become \( z(l) \). Now consider the multiple

*\( f \) has \( q \) coordinates each of which is a function of \( (V+n) \) variables. \( h \) has \( V \) coordinates each of which is a function of \( (V+n) \) variables.
output feed-forward combinational network with the 
\( n+\Gamma \) inputs, \( x^{(j)} \) and \( s^{(i)} \), and the \( q+\Gamma \) outputs, \( z^{(k)} \) 
and \( s^{(k)} \), breaking all the feed-back lines of Fig.5.10.
Then derive the inequalities for this multiple output 
network according to the procedure of the previous 
sections for each transition in the state transition 
diagram. In these inequalities \( s^{(i)} \) and \( s^{(k)} \) are kept 
unknown variables while \( x^{(j)} \) and \( z^{(k)} \) are known constants.
The fact that variables \( s^{(i)} \) are unknown causes no 
difficulty because the formulation discussed so far is 
already linear in the input variables \( x^{(j)} \) and the output 
variables \( p^{(j)}(k) \). (See (5.24) and (5.25))
When the state transition diagram is incompletely 
specified, some coordinates of \( s^{(i)} \) and \( z^{(k)} \) are not 
specified. Accordingly the corresponding equalities for 
(5.55) are eliminated. Therefore the resulting multiple 
output functions, \( f \) and \( h \), are generally incompletely 
specified.
Let us describe a procedure for designing a sequential 
network which has the minimum number of modules (these 
modules constitute the combinational network in Fig.5.10) 
under the conditions that the network has the minimum 
number of states and that the network has the minimum 
number of feed-back lines.
Let \( R \) be the number of generative modules in the 
network. The procedure is as follows:
(1) Set \( R = \Gamma \) (or set \( R \) to a lower bound of the number 
of modules which is found by some means).


(2) Solve the integer linear programming problem for a multiple output feed-forward combinational network with R modules which has \((n + r)\) inputs and \((r + q)\) outputs, optimizing an objective function. If it has feasible solutions, we have found optimal networks. If not go to (3).

(3) Increase \(R\) by 1 and return to (2).

If the number of connections is chosen as the objective function, we can derive a sequential network with the minimum number of connections among the networks of the minimum number of modules.

*One gate in the network may correspond more than one of \((r + q)\) output functions.*
5.12 Conclusion

Some important problems in logical design, which are known to be very difficult, were formulated by integer programming approach. These problems include the design of NOR networks, networks with other type of gates or with their combinations. Also sequential networks fall in this category.

An advantage of integer programming approach is the capability of handling a wide variety of optimality criteria, such as the number of gates, the number of connections and the number of levels in the network. The easy incorporation of network restrictions such as fan-ins and fan-outs restrictions would be another advantage.

Since the size of the integer program grows very rapidly as \( R \) and \( n \) increases, the computationally feasible problems are limited. However, several important logical design problems were actually tried with certain success. In the next chapter, the computational results for NOR networks and NOR-AND networks will be reported as well as several improvements attained in the course of the computation experiment.

It may be said that these problems are computationally feasible. A number of interesting optimum networks were obtained for the first time by integer programming approach.

This thesis is intended to show a main idea utilized in the integer programming formulation and its versatility.
Some detailed discussions which may be important in practice are not included in the thesis. More detailed discussions and a few further applications will be found in [80][81].
Chapter 6  Computational Aspects of Network Designs by Integer Programming

6.1 Introduction

Based on the integer programming approach discussed in Chapter 5, optimal combinational networks of NOR gates and those of NOR-AND gates have been synthesized. This chapter presents computational results as well as a number of gimmicks used for improving the computation speed. Since Gomory's algorithm does not work satisfactorily, judging from a preliminary computational result [6], the integer programming algorithm used for solving those problems is the implicit enumeration method. The algorithm actually used is described in detail elsewhere[48]. It is further tailored to our problems by making use of their particular structures, improving the computational efficiency greatly over the first algorithm.

All the optimal networks of three variable switching functions with NOR gates and those with the combination of NOR-AND gates are exhausted by integer programming approach. The initial computation time on IBM 360/75I with the H level FORTRAN IV compiler for NOR networks for all three variable switching function (80 representative functions of equivalent classes by permutation of variables.) is 110 minutes, and it is further improved by the factor of about 10 times by using the above second algorithm. It takes 54 minutes for synthesizing optimal NOR-AND combination network for all three variable functions.
These results may suggest the computational feasibility of integer programming approach and encourages further investigation.
6.2 Integer Programming and Implicit Enumeration

This section presents an outline of the integer programming problem and implicit enumeration algorithm for solving it. For detailed description, see references [4][28][48] for example. The computer code used for the network synthesis is discussed in reference [63]. It is a result of simplification and modification of the original implicit enumeration algorithm [4][33][24][85] in order to improve the computational efficiency.

An integer programming problem with N unknown variables and M constraints is in general stated as follows again:

\[
\begin{align*}
\text{minimize} & \quad \mathbf{c} \mathbf{y} \\
\text{subject to} & \quad A \mathbf{y} \geq \mathbf{b} \\
\end{align*}
\]  

(6.1)

where \( \mathbf{c} \) is an \( N \)-dimensional vector of non-negative constants, \( \mathbf{b} \) is an \( M \)-dimensional vector of constants and \( A \) is an \( M \times N \) matrix of given coefficients, and \( \mathbf{y} \) is an \( n \)-dimensional vector of variables. In our case, all variables \( \mathbf{y} \) are integers which assume only 1 or 0. Sometimes, this is referred to as a zero-one integer programming problem.

The implicit enumeration algorithm has been computationally proved to be one of the most efficient methods for solving this type of zero-one problem. It implicitly enumerates all the \( 2^N \) solutions without explicitly and exhaustively examining all of them, and picks up the best feasible solution.

Let us start with several definitions. When all the
variables in $y$ are assigned 1 or 0 it will be called a solution. If a solution satisfies the constraints of (6.1), it will be called a feasible solution and if not, an infeasible solution. A feasible solution that minimizes $cy$ is an optimum feasible solution. A partial solution $S$ is defined as an assignment of binary values to a subset of the $N$ variables. Any variables which are not assigned are called free variables. A completion of a partial solution $S$ is a binary assignment to all free variables.

Let us outline the implicit enumeration algorithm as it is shown in Fig. 6.1. With a given partial solution $S^0$ and the incumbent solution (the feasible solution having the smallest value of the objective function obtained thus far), the block entitled "CHK-IEQ" is entered. At this point, examine whether some of the free variables must be 1 or 0 if each inequality is to be satisfied. Scanning through the inequalities until no more free variables are assigned, $S^0$ with these free variables assigned becomes a new partial solution $S^1$. Next the partial solution $S^1$ is checked to determine which of the following three cases occurs.

1. **Feasible**: The completion of $S^1$ obtained by setting all free variables to 0 is found to be feasible. It is compared with the incumbent and the better of the two is maintained as the incumbent. The backtrack procedure is initiated to obtain a new partial solution $S^2$ by changing some of the assigned variables.
according to a certain rule.*

(2) **Infeasible:** If at least one inequality is not satisfied by $S^1$ whatever binary values are assigned to the free variables, then $S^1$ is discarded immediately by initiating the backtrack procedure. The backtrack procedure forms a new partial solutions $S^2$ from $S^1$.

(3) **Augment $S^1$:** If neither of the above two cases occurs, a free variable is assigned to forming $S^2$. The choice of this variable greatly affects the convergence and it should be made according to the type of problem being solved.

After replacing $S^2$ with $S^0$, the entire procedure is repeated by reentering the block "CHK-IEQ".

By cycling through this procedure repeatedly, the computation results in the implicit enumeration of all possible solutions. When the computation terminates, the incumbent is an optimal solution. The checking procedure of each inequality such that one of cases (1), (2) and (3) is quickly identified is explained in [48].

The implicit enumeration algorithm converges in a finite number of steps, but the efficiency of the algorithm heavily depends on the nature of an individual problem.

Our computational experience shows that tailoring the block labeled AGMT-VAR in Fig.6.1 (the subroutine which augments the partial solution when (3) occurs)

---

*The backtrack procedure was first proposed by Glover[33], A detailed explanation can also be found in [28][48], and will not be described in this thesis.*
Fig. 6.1. Implicit enumeration algorithm
to a given particular problem speeds up the convergence. Some aspects of our AGMT-VAR tailored to NOR gate network synthesis will be discussed in Section 6.4.

To perform the computation more quickly, the use of a faster computer would be desirable. One of such possibilities is offered by the computer with the capability of parallel processing, as realized as Illiac IV. The improvement of implicit enumeration in this direction is discussed in [49].
6.3 NOR Network Synthesis

All the optimal feed-forward NOR gate networks of three variable switching functions are realized. Networks are optimum in the sense that the number of NOR gates in the networks is minimized first and the number of connections between gates and from external variables is minimized second.

Now, the basic configuration for a NOR feed-forward network is shown in Fig. 5.1. The problems we solved have three external variables \( x_1, x_2, x_3 \). Since only completely specified functions are considered, each input vector \( x = (x_1, x_2, x_3) \) is numbered as \( x^{(j)} \), \( j = 1, 2, \ldots, 8 \), from \( x^{(1)} = (000) \) through \( x^{(8)} = (111) \).

Inequalities for characterizing a feed-forward network with \( R \) NOR gates which realizes the function \( f \) is as follows (section 5.2):

\[
- \sum_{\ell=1}^{3} v_\ell^k x^{(j)} - \sum_{i=1}^{k-1} \rho_{ik}^{(j)} \geq 0 - U (1 - p_k^{(j)})
\]

\[
\sum_{\ell=1}^{3} v_\ell^k x^{(j)} + \sum_{i=1}^{k-1} \rho_{ik}^{(j)} \geq 1 - U p_k^{(j)}
\]

\[ (6.2) \]

\[ k = 1, 2, \ldots, R-1 \]
\[ j = 1, 2, \ldots, 8. \]

where \( U \) is a sufficiently large positive number such that the upper inequality is non-binding if \( p_k^{(j)} = 0 \) and
the lower inequality is non-restrictive if \( P_k^{(j)} = 1 \).

For the last gate (the R-th gate),

\[
- \sum_{\ell=1}^{3} v^{R}_{\ell} x^{(j)} - \sum_{i=1}^{R-1} \rho_{iR}^{(j)} \geq 0 \text{ if } f(x^{(j)}) = 1
\]

\[
\sum_{\ell=1}^{3} v^{R}_{\ell} x^{(j)} + \sum_{i=1}^{R-1} \rho_{iR}^{(j)} \geq 1 \text{ if } f(x^{(j)}) = 0
\]  

(6.3)

\( j = 1, 2, \ldots, 8 \).

Also in place of the relation \( \rho_{ik}^{(j)} = \phi_{ik}^{R} \), we have the following inequalities:

\[
- \rho_{i}^{(j)} - \varphi_{ik} + \rho_{ik}^{(j)} \geq -1
\]

\[
\rho_{i}^{(j)} + \varphi_{ik} - 2 \rho_{ik}^{(j)} \geq 0
\]  

(6.4)

\( k = 2, 3, \ldots, R \)

\( i = 1, 2, \ldots, k-1 \)

\( j = 1, 2, \ldots, 8 \).

The procedure used in Procedure 1 of Section 5.4 with the objective function,

\[
\sum_{k=1}^{R} \left( \sum_{i=1}^{k-1} q_{ik} + \sum_{\ell=1}^{3} v^{k}_{\ell} \right)
\]  

(6.5)
is employed for the generation of all the optimal networks.

Seemingly the implicit enumeration algorithm has a tendency that the smaller the region of all solutions, the faster the convergence. Hence our effort was directed to preclude unnecessary solutions by adding extra inequalities so that the solution region becomes smaller without prohibiting any necessary optimal solutions. These additional inequalities essentially consist of two types; one is to preclude redundant network configurations and the other is to partially suppress the geometrically equivalent networks (i.e., those with permuted gates). They are listed in the following. Proofs are omitted.

(1) A NOR gate (B in Fig. 6.2(a)) which has only one input from another gate A with only one output, and which is not the output gate is not permitted in an optimal network, because the same function can be realized with two fewer gates, as shown in Fig. 6.2(b). Hence each gate except the last has at least one input from

![Diagram](image-url)
the external variables or at least two inputs from the other gates, which is expressed by an inequality:

\[
2 \sum_{\ell=1}^{3} v_{\ell}^{k} + \sum_{i=1}^{k-1} \phi_{1k} \geq 2 \quad (6.6)
\]

\[k = 1, 2, \ldots, R-1.\]

Note that this condition does not hold in general when the fan-ins restriction is imposed.

(2) Consider any subnetwork which has only one gate which has outputs to gates not in the subnetwork (Fig.6.3).

![Fig.6.3. Ordering of inputs.](image)

Assume that the subnetwork consists of gate 1 through k. Let the k-th gate is the output gate of this subnetwork. Then we can order the connections to the k-th gate from the other gates in the subnetwork such that

\[\phi_{1k} \leq \phi_{2k} \leq \cdots \leq \phi_{k-1,k}.\]

In other words, inequalities:
where the double sum $\sum$ is added in each inequality because it is assumed that the subnetwork has outputs only from one gate (in other words if all the gates in the subnetwork except the k-th gate have no output to the outside of the subnetwork, i.e., if $\sum \phi_{ij} = 0$, then (6.7) yields $\phi_{ik} \leq \phi_{2k} \leq \cdots \leq \phi_{k-1,k}$).

In the above discussion the subnetwork was assumed to consist of gate 1 through k. The extension to the general case in which the gates are not consecutively numbered starting from 1 is possible.

(3) Suppose that three gates are connected as shown in Fig.6.4, where the j-th gate has no outputs except $\phi_{jk}$. It is easily proved that if all of $\phi_{ij}$, $\phi_{ik}$, $\phi_{jk}$ are 1, the network is not optimal, thus introducing inequalities:

$$\varphi_{ij} + \varphi_{ik} + \varphi_{jk} \leq 2 + \sum_{t=k}^{R} \varphi_{jt}$$

Even if the i-th gate in Fig.6.4 is replaced by an external variable $x_i$, the above property is still true.
Then from (6.8) we obtain:

\[ v^j_k + v^k_k + \varphi_{jk} \leq 2 + \sum_{t=j+1}^{R} \varphi_{jt} \quad (6.9) \]

\[ j < k \leq R \]

\[ \ell = 1, 2, 3. \]

Fig. 6.4. Triangular connections.

(4) This condition is an extension of case (3). Consider any subnetwork which has no outputs except those to the k-th gate and where the i-th gate and the k-th gate is connected, as shown in Fig. 6.5. Assume that the subnetwork consists of the (i+1)st to (k-1)st gates. Then the connections from the i-th gate to the subnetwork are all redundant and therefore can be deleted. This condition is written by an inequality:

\[ \sum_{j=i+1}^{k-1} \varphi_{ij} \leq 0 + U \left( \sum_{h=1}^{k-1-l} \varphi_{i+h,j} + (l-\varphi_{ik}) \right) \quad (6.10) \]
where \( U \geq \sum_{j=i+1}^{k-1} \phi_{ij} \) for all \( i \) and \( k \).

Even if the \( i \)-th gate is replaced by an external variable, the above property is still true. In this case the inequality is:

\[
\sum_{j=i+1}^{k-1} v_{j}^{l} \leq 0 + U \left( \sum_{h=1}^{k-i-1} \sum_{j=k+1}^{l} \varphi_{i+h,j} + (l-v_{k}^{l}) \right)
\]

(6.11)

where \( U \geq \sum_{j=i+1}^{k-1} v_{j}^{l} \) for all \( i \) and \( k \).

Fig. 6.5. Generalized triangular connections.
In the above discussion it was assumed that the subnetwork consists of the gates of the consecutive numbers (i.e., from the \((i+1)st\) to \((k-1)st\) gates) but an extension to the more general case in which the subnetwork consists of gates of non-consecutive numbers is possible.

(5) A certain geometrical symmetry is also investigated. For example, Fig. 6.6 shows three gates connected to the last gate.

\[ \Phi_{R-4,R-1} \geq \Phi_{R-4,R-2} \geq \Phi_{R-4,R-3} \]

in order to preclude part of the gate configurations which are equivalent by permuting gates. This particular condition is represented by,
\[
\phi_{R-4,R-3} \leq \phi_{R-4,R-2} + (1 - \phi_{R-3,R}) + (1 - \phi_{R-2,R}) \\
+ (1 - \phi_{R-1,R}) \\
\phi_{R-4,R-2} \leq \phi_{R-4,R-1} + (1 - \phi_{R-3,R}) \\
+ (1 - \phi_{R-2,R}) + (1 - \phi_{R-1,R}).
\] 

(6.12)

Similar types of symmetry conditions are extensively considered and a number of such inequalities are employed in the actual computation. However, the details of each type is not given here.

(6) If the connection between the \( i \)-th and \((i+1)\)st gates is known to be 0, these two gates are geometrically equivalent and their output connections can be ordered.

Hence we can first order their connections to the last gate as

\[
\phi_{i,R} \leq \phi_{i+1,R}. 
\] 

(6.13)

If it turns out that \( \phi_{i,R} = \phi_{i+1,R} \) then the connections to the \((R-1)\)st gate can be ordered as

\[
\phi_{i,R-1} \leq \phi_{i+1,R-1}. 
\] 

(6.14)

This argument continues until \( \phi_{ik} \neq \phi_{i+1,k} \) \((k > i+1)\) eventually holds. After that, no ordering is permitted. This sequential condition is expressed by the inequality:

\[
\sum_{j=2}^{R-1} 2^{j-1} \phi_{i,1+j} \leq \sum_{j=2}^{R-1} 2^{j-1} \phi_{i+1,1+j} + U \phi_{i,i+1},
\] 

(6.15)
i = 1, 2, ..., R-2.

(7) Each gate has at least one output, because the network is assumed to have exactly R gates. This condition is expressed by

\[
\sum_{j=k+1}^{R} \varphi_{kj} \geq 1
\]

(6.16)  \hspace{1cm} k = 1, 2, ..., R-1.
6.4 **Computational Results of NOR Network Synthesis**

With all the inequalities prepared in Section 6.3, integer programming problems are formulated.

The size of the problem is given in Table 6.1, both with a selected subset of the additional inequalities and without them.

These problems were run on the IBM 360/751 computer, following Procedure 1 of Section 5.4 with the objective function (6.4).

Our problems may be characterized by the following remarks:

1. There are more inequalities than variables. Therefore the solution region is usually very small. In fact, many problems were found to be infeasible.

2. The non-zero coefficients in the inequalities are fairly sparse. This feature was extensively utilized in our computer program of the implicit enumeration algorithm [48] in order to speed up the computation.

3. The objective function has only coefficients of 0 or 1. This also simplifies the algorithm and is fully utilized [48].

The implicit enumeration algorithm was used on the NOR synthesis problem and the results are given in Table 6.2. The algorithm was set to enumerate all optimal feasible solutions. It also assumed no fan-ins and
<table>
<thead>
<tr>
<th>R</th>
<th>No. of integer programming variables</th>
<th>Without additional inequalities</th>
<th>With additional inequalities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Total no. of inequalities</td>
<td>% of non-zero coefficients*</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>23</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>52</td>
<td>88</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>90</td>
<td>152</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>137</td>
<td>232</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>193</td>
<td>328</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>258</td>
<td>440</td>
</tr>
</tbody>
</table>

Table 6.1. Size of NOR network formulation

*For the function \( f(X) = 0 \). For other functions, the sizes of figures are almost equal to those in the table.
<table>
<thead>
<tr>
<th>R</th>
<th>No. of func's with exactly R NOR's.</th>
<th>Average comp. time/function (seconds)</th>
<th>Average no. of iterations per function*</th>
<th>1st feasible solution</th>
<th>1st optimal solution (% of total iterations)</th>
<th>Average comp. time/function (seconds)</th>
<th>Average no. of ite. per function*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>.275</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>.075</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>.90</td>
<td>30</td>
<td>-</td>
<td>-</td>
<td>.49</td>
<td>27</td>
</tr>
<tr>
<td>5</td>
<td>23</td>
<td>3.59</td>
<td>104</td>
<td>23.19</td>
<td>35.92</td>
<td>1.99</td>
<td>72</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>42.26</td>
<td>954</td>
<td>11.15</td>
<td>58.48</td>
<td>30.52</td>
<td>843</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>982.00</td>
<td>15,908</td>
<td>23.81</td>
<td>64.40</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Exhausted by hand.

Table 6.2. Computational results of multiple optimal NOR network synthesis without fan-ins and fan-outs restrictions.

*The number of iteration is defined as the number of times CHK-IEQ (see Fig.6.1) is entered.
fan-outs restrictions. The computation took approximately 110 minutes on the IBM 360/75I for all 80 representative functions of three variables.

The same problem was already solved by Hellerman [44] by actually exhausting all the network configurations and then finding the best network among them for each function. Of course, all the networks obtained by our method are identical to Hellerman's. However, the integer programming approach compares favorably with Hellerman's which consumed about 26 hours on the IBM 7090 computer.

We examined what are influential factors on the speed of our program. The effect of additional inequalities on speed-up was remarkable. Some problems tried for the \( R = 5 \) formulation was speeded up by the factor of 5 in computation time.

As explained so far many types of network restrictions such as fan-ins and fan-outs can easily be added to the synthesis problem in the form of inequalities, without the necessity of changing or complicating the program. This is one of the advantages of the integer programming formulation. When the fan-ins restriction is imposed, the restrictions of (6.6) can no longer be included since it is possible to have a gate with a single input from another gate.*

The execution times both with and without fan-ins and fan-outs restrictions, however, are on the average about the same for functions tested. (Although the computation time for each function is often different.)

*See the argument of Fig.6.9 in Section 6.5.
Also by simply changing one statement in the program, we can modify the algorithm so that a single optimal solution is obtained rather than exhausting all the optimal solutions. For 6 gate functions tested, the computation time decreased by 10 - 20%.

Further considerable speed-up was gained by a more sophisticated modification of the implicit enumeration method by taking into account the physical structure of a network. This will be explained in the next section.
5.5 Improvement of NOR Network Synthesis by the
All-Interconnection Network Formulation

In the following computer program, we use a somewhat different integer programming formulation based on the all-interconnection network to characterize the feed-forward network, in addition to the reconstruction of AGMT-VAR. Also inequalities are added to break loops which may result by solving the integer program with the above all-interconnection network. This modification is employed because, we can preclude a large number of partial solutions which are equivalent simply by permuting gates and which are difficult to preclude by other means.

This all-interconnection network formulation turns out to be very powerful for speeding up the NOR network synthesis.

The AGMT-VAR in Fig.6.1 is accordingly modified such that free variables of a partial solution be assigned, starting with the free variables associated with gate R, and proceeding to gate R-1, then R-2, until reaching gate 1. This procedure also insures that there is no isolated subnetwork consisting of more than one gate. There may be various conceivable versions but we made the new AGMT-VAR based on Davidson's desirability order of gates, since it looked appropriate. This indicates the flexibility of our synthesis method by integer programming.

Recently Davidson [19] applied the "branch and bound" method* to the NAND network synthesis, without describing the network by inequalities.

*See Section 5.10B.
**See the next page.
An outline of his approach is as follows. The algorithm starts from the network of a single gate with its output specified to \( f(x^{(j)}) \), \( j = 1, 2, \ldots, m \). To realize this \( f \), input values to the gate are successively specified, inducing the addition of new connections or gates if required to satisfy the current input-output relation for NOR gates in the network. If we reach a network in which each gate satisfies the input-output relation as a NOR gate and the last gate realizes \( f \), then the network is a NOR network realizing \( f(x) \). During the execution of the algorithm, however, there usually occur several choices in proceeding one step forward. For example, to realize a certain input value to a gate, one new gate may be added, or one connection is made without increasing the number of gates. To exhaust all these possibilities and to obtain the optimal among them, Davidson adopted the branch and bound principle\(^{[60]}\) tailored to this particular problem.

He achieved a remarkable reduction of computation time, by judiciously making use of the intrinsic properties of a NAND gate. He defined the types of gates and determined empirically the desirability order of the types of gates. By checking all possible partial networks with very elaborate procedures, the optimality of the obtained network is guaranteed.

*The implicit enumeration algorithm might be regarded as a synonym of the branch and bound method. But Davidson's algorithm and ours are quite different. Davidson's method is without inequalities, whereas ours is entirely based on the inequality manipulation.
The types of gates and the desirability order introduced by Davidson were incorporated with some modifications in our new AGMT-VAR. Our new computer program is more complex than the previous one. (The reduction of computation time was made at the expense of the complexity of the program.) It appears still simpler than Davidson's because the inequalities are still used and these inequalities provide simultaneously much information about the current partial solution without complicating program procedures (i.e., information about types of gates or covering condition which will be defined in the following).

The principle of this approach is based on the properties of a NOR gate that:

Property 1: If $P_k(j) = 1$, then

$$\rho_{ik}(j) = 0, \quad v_k^l x_l(j) = 0,$$

for all $i \neq k$ and $l = 1, 2, 3$.

Property 2: If $P_k(j) = 0$, then there exist at least one $i$ ($i \neq k$) or $l$ ($1 \leq l \leq 3$) such that

$$\rho_{ik}(j) = 1 \text{ or } v_k^l x_l(j) = 1.$$

As defined before, $P_k(j)$ is the output value of the $k$-th gate for the $j$-th input vector, $\rho_{ik}(j)$ is the input value of the $k$-th gate supplied from the $i$-th gate for the $j$-th input vector, and $v_k^l$ is the connection of the $l$-th external variable to the $k$-th gate.

*Note that during the computation the variables can take on 3 values 0, 1, and * (unassigned).
Given a partial solution \( S \) in the course of the implicit enumeration, we have a partially constructed NOR network which may or may not lead to an optimal network eventually. Our modification of the algorithm is simply the reconstruction of the subroutine AGMT-VAR (see Fig. 6.1) such that it augments the partial solution with a variable selected according to the above property 2 of NOR gate in order to derive a reasonably good next partial solution from the current one. It is difficult to know what is good and there is no proof that the following procedure gives a good solution. However, our computational experience showed that it was considerably better than the AGMT-VAR which had been designed for general use and explained in the earlier sections.

Now a few definitions are given. A gate is said to be isolated if it has no output connected to other gate in the current partial solution. In other words, if all \( \phi_{ik}, k \neq i \) are 0 or *, the gate \( i \) is isolated. (The \( i \)-th gate is currently isolated but could be connected assigning 1 to a free variable.) If \( P^j_k \) is 0 in the current partial solution, let us associate with it one of the types which will be defined in the following. Let us define the types, "COV", "G*" and so on.*

---

*These types are almost identical to Davidson's [19] but slightly different. And the number of types in this paper is fewer. \( G^*, VC^*, GC^*, C^* C^* \), \( N WG \), approximately correspond to Davidson's \( E X P, V A R, F C N, E X F, N F \), respectively. \( I S L \) and others which will be defined later are new concepts.
COV; If there exist i or k such that $p_{ik}(j)$ or $x_j^k = 1$ (i.e., COVERed).

G*: If there exists i such that $\phi_{ik} = 1$ and $P_i = \ast$ (G* stands for the Gate i with $P_i(j)$ unassigned.)

VC*: If there exists k such that $x_j^k = 1$ and $v_k^j = \ast$. (VC* stands for the Variable $x_j^k = 1$ with Connection being \ast)

GC*: If there exists i such that $P_i(j) = \ast$ and $\phi_{ik} = \ast$, when the gate i is not isolated (Gate i with $P_i(j) = 1$ and Connection being \ast).

G*C*: If there exists i such that $P_i(j) = \ast$ and $\phi_{ik} = \ast$, where the gate i is not isolated. (Gate i with $P_i(j) = \ast$ and Connection being \ast)

NWG; If there exists i such that $P_i(j) = \ast$ and $\phi_{ik} = \ast$, where the gate i is isolated (NWG stands for New Gate).

Since each $P_k(j)$ may satisfy more than one of the above conditions (i.e., each $P_k(j)$ may be associated with more than one type), let us order these types by desirability as COV, G*, VC*, GC*, G*C*, NWG. (6.18)

And the type of $P_k(j)$ is defined as the most desirable one among those which satisfy the above definition, if $P_k(j) = 0$ in the current partial solution.
The motivation for defining these is to find a gate or external variables which leads to Property 2 of the earlier discussion. If Property 2 is satisfied or equivalently, if the type of \( p_k^{(j)} \) is COV, \( p_k^{(j)} \) is said covered. In the desirability order (6.18), \( G^* \), for example, is more desirable than \( G*C^* \) since it is more likely that the covering may be achieved by assigning 1 to * of the gate which was already connected. (i.e., no new gate added.) But it is rather difficult to see intuitively that \( G^* \) is more desirable than \( VC^* \). (6.18) was determined empirically by Davidson such that the computation time is minimized. In this sense the order of desirability may be susceptible to the type of gates with which the network is to be synthesized. In general, it can be determined only by trial-error programming experiments.

Note that by our implicit enumeration algorithm, every partial solution automatically satisfies Property 1 because otherwise it is rejected when the check of the partial solution is done in CHK-IEQ of Fig. 6.1.

As an auxiliary concept to the following definition of the type of partial network, let us define types of gates:

- **ISL**: If the gate is isolated (ISOLated).
- **LTG**: If the gate is not of ISL type and the outputs \( p_k^{(j)} \) for all \( j \)'s are 0 or \( \bar{0} \) (Latently useful Gate in the sense that the covering condition may be met later.)
If a given gate $k$ satisfies neither of the above definitions, then the least desirable type according to order (6.18) among the types of $P_k(j)$ for all $j$'s such that $P_k(j) = 0$ is defined as the type of gate $k$.

If the types of all the gates in the current partial solution are ISL, LTG, or COV, then the current partial solution is feasible*, i.e., the resulting feasible network, is easily derived. If this is the case, the backtrack (Fig.6.1) procedure is entered after comparing this feasible (network) solution with the incumbent.

Let the desirability of types of gates be defined as

\[ \text{ISL, COV, LTG, G*, VC*, GC*, G*C*, NWG}. \]

Then the type of partial network is defined as the least desirable type of gate among all gates.

Fig.6.7 shows a partial network corresponding to a current partial solution. Each $P_k(j) = 0$ is shown with its type for $\mathbf{x}(j)$ of Fig.6.8. For example, $P_3(1)$ is of type GC* because by setting $\phi_{23} = 1$, $P_3(1)$ can be covered. $P_3(2)$ is of type G*C* because of $P_2(2) = \ast$. The type of each gate is shown in Fig.6.7. Obviously, the type of this partial network is G*C* which is the type of gate 3.

Let us describe the procedure in the new AGMT-VAR. If the type of partial network is one of ISL, COV, LTG, the current partial solution is feasible because we use

*In our design procedure where the number of gates in a network starts at 1 and then increases, the feasible case occurs only when the types of all the gates are COV.
Fig. 6.7. Example of types of $P_k(j) = 0$, gates, and the partial network.
Fig. 6.8. Assignment of values to $x^{(j)}$.  

<table>
<thead>
<tr>
<th>$j$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Procedure 1 in Section 5.4. Otherwise let us identify $P_k^{(j)}$ which defines the type of this partial network. In the definition of the types $G^*$, $VC^*$, $GC^*$, $G^*C^*$, and $NWG$, free variables are associated with $P_k^{(j)}$ such that if these free variables are set to 1, $P_k^{(j)}$ is covered (e.g., in the case of $VC^*$, $P_k^{(j)}$ is covered if $v_k^l$ is set to 1, i.e., if the corresponding free variable is set to 1). This free variable is then specified so that $P_k^{(j)}$ is covered. For example, Fig.6.7 shows that $P_3^{(2)}$ is identified according to the type of partial network. $P_3^{(2)}$ is of type $G^*C^*$ and can be covered by connecting gates 2 and 3, i.e., by setting $\phi_{23} = 1$, $P_2^{(1)} = 1$. Others are similarly treated; an appropriate $\rho_{ik}^{(j)}$ in the case of $G^*$, $GC^*$, $G^*C^*$ types or an appropriate $v_k^l$ in the case of $VC^*$ is set to 1. However, the type $NWG$ is treated differently. If a gate is of type $NWG$, the isolated gate which has the largest gate number is identified. Let it be $\gamma$. Then $\rho_{\gamma k}^{(j)}$ is set to 1 where $P_k^{(j)}$ defines the type of partial network. Setting $\rho_{\gamma k}^{(j)}$ to 1 will force $\phi_{\gamma k}$ and $P_k^{(j)}$ to 1, thus covering $P_k^{(j)}$. However, if $\rho_{\gamma k}^{(j)} = 0$ (i.e., $\rho_{\gamma k}^{(j)}$ is not a free variable), all solutions with anyone of isolated gates connected to gate $k$ have been investigated and do not need to be checked again.

*In actual programming, this is done by augmenting the current partial solution by $\rho_{23}^{(2)} = 1$ rather than $\phi_{23} = 1$ and $P_2^{(2)} = 1$. Subsequently $\phi_{23}$ and $P_2^{(2)}$ are set to 1 when the partial solution undergoes CHK-IEQ.
This follows from the fact that gate γ and any other isolated gate are equivalent with respect to the partial network (i.e., non-isolated part) since any isolated gate can be connected to any other gate. This approach eliminates the permutation of gate labeling which is inevitable with the feed-forward network. Of course, if we discover that ργk(j) was already set to 0, then we can simply abandon the current partial solution and go to the backtrack procedure.

A comment is given on the case in which the type of the partial network is VC*. If the type is VC*, sometimes more than one external variable can be connected. In our algorithm, among all possible external variables, the external variable which covers the largest number of Pk = 0 not yet covered is connected to the gate.

This new AGMT-VAR is used in place of AGMT-VAR shown in Fig.6.1 and assigns a free variable to l according to the type of the partial network. Then CHK-IEQ is applied as before. Other part of algorithm are exactly the same as the general case discussed in the earlier sections, except that the following objective bound check is added to AGMT-VAR to further speed up the computation.

Given a partial solution, a lower bound of the objective function value is estimated according to the rules based on the following properties. If this bound exceeds the objective value of the incumbent, the current partial solution can not give any better solution than that and accordingly it is discarded. (The rest of
computation for the current partial solution is skipped and backtrack is immediately applied). The bound estimation is programmed by using the following properties of the network:

(1) Exactly R gates are assumed to be used in the network. In other words, each gate has at least one input connection and at least one output connection.

(2) According to condition (1) of Section 6.3, each gate has either at least one input connection from external variable or at least two input connections from other gates.

(3) The number of gates each of which is solely devoted to expressing $x_i$ (i.e., a gate has only one input which is an external variable $x_i$) is at most three.

(4) If the type of gate is GC*, G*C*, or NWG, the gate needs at least one more connection from another gate, as seen from the definitions of these types.

(5) If the type of partial network is VC*, the gate whose type defines the type of partial network needs at least one more connection from an external variable. If this single external variable does not cover all the $P_{kj}$ which are of type VC*, we need to add at least one more external variable.

This bound estimation is included in AGMT-VAR and
whenever it demonstrates that the current partial solution can not give any better feasible solution than the incumbent the backtrack procedure is performed immediately.

If the fan-ins and fan-outs restrictions are considered, the rules based upon the above properties (2) and (3) must be modified. All other rules are unchanged. For example, let us assume that each gate has maximum fan-ins and fan-outs of 3. Let us examine Fig.6.9.

Fig.6.9 Modification due to fan-ins and fan-outs restrictions.

The single input to gate j is not allowed only if

\[
\begin{align*}
3 \sum_{t=1}^{R-1} (v_t^i + v_t^k) + \sum_{t=1}^{R-1} \phi_{ti} + \sum_{t=1}^{R-1} \phi_{tk} & \leq 3 \\
\end{align*}
\] (6.20)
and

\[ \sum_{t=1}^{3} \left( v_t^i + v_t^j \right) + \sum_{t=1}^{R-1} \phi_{ti} + \sum_{t=1}^{R-1} \phi_{tk} \leq 3. \] 

(6.21)

Property (3) also must be modified.
6.6 Computational Results of Improved Algorithm

With all these modifications discussed in the previous section added, all 15 functions which can be realized with 6 NOR gates were tested on the \( R = 6 \) formulation. The improvement was remarkable. The average number of iterations per function is 136.3 and the average computation time for each function is 4.99 seconds which is favorably compared with the result in Table 6.2 in Section 6.4 run with the general purpose AGMT-VAR, in which 954 iterations and 42.26 seconds on the average were necessary for each function.

Similarly, the odd parity function \( x_1 \oplus x_2 \oplus x_3 \) which requires 8 NOR gates when the fan-ins and fan-outs are limited to 3 was solved. In this case, the modifications of the bound estimation arisen from the fan-ins and fan-outs restriction is incorporated, as explained in Section 6.5.

Since there is only one function to be solved, the structure of an optimal network for the function \( x_1 \oplus x_2 \oplus x_3 \) is taken into consideration. In other words, this function is symmetric in all the three variables \( x_1, x_2, x_3 \) and accordingly the connections from \( x_1 \) to the 7th gate are ordered as follows.

\[
v_3^7 \geq v_2^7 \geq v_1^7 \tag{6.22}\]

*It can be easily shown that the last gate (the 8-th gate) has no external variables connected, if a given function can not be expressed as

\[
f = \overline{x}_1 \cdot \overline{x}_2 \cdot \ldots \cdot \overline{x}_k \cdot g(x)
\]

270
and if \( v_{l+1}^7 = v_l^7 \), then

\[
v_{l+1}^6 \geq v_l^6 \quad l = 1, 2. \tag{6.23}
\]

((6.23) could be continued to the gate numbers lower than 6. But the continuation was not incorporated in our program.) Also two connections \( \phi_{68} \) and \( \phi_{78} \) are assumed to be 1. This is guaranteed by the fact that the networks which are constructed by adding one gate to the output of optimal 7 NOR gate networks of \( x_1 \oplus x_2 \oplus x_3 \), give no better realization of \( x_1 \oplus x_2 \oplus x_3 \) than those obtained by solving the 8 gate formulation.

The problem has 395 variables and 1012 inequalities including additional inequalities. All optimal solutions are shown in Fig.6.10. The network (c) of Fig.6.11 is the same as that found by Taniguchi et al.\[96\]

The computation took 4822 iterations with network (a) occurring at the 1368-th iteration, network (b) at 1647-th iteration, and solution (c) at the 3052-th iteration. The total computation took less than 6 minutes and 30 seconds on the IBM 360/75I computer. When the program was modified so that only one of the optimal solutions is to be found, the time was reduced to 5 minutes and 15 seconds. These computation times are a considerable reduction with respect to the results of Table 6.2 in Section 6.4. Also, Hellerman's approach would need impractically large amount of computation time such as

*Recently, further 2-3 times speed up was attained by improving the implicit enumeration algorithm. (Private communication with S. Muroga.)
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Fig. 6.10. All optimal networks for \( x_1 \oplus x_2 \oplus x_3 \).
over a few thousand hours of IBM 7090.

The reduction of the computation is due to the desirability order of types and the all-interconnection formulation. The all-interconnection network formulation appears to contribute more to the reduction than the desirability order. The desirability order probably has to be changed when different types of gates are to be used.

Our computation times are about the same as Davidson's, though exact comparison is very difficult because computers used are different and moreover simple programming gimmicks may further make changes in computation time.

As a nature of branch and bound approach, it does not assume in advance the number of gates and connections needed to realize a given function \( f \). It sharply contrasts to the integer programming approach in which all inequalities are generated for the assumed number of gates, \( R \). Hence the branch and bound method will find the first feasible solution quickly, though it may use an excess number of gates compared with the minimum number. The integer programming method reaches the first feasible solution which has the minimum number of gates, via the steps for \( R = 1, 2, \ldots \).

Probably one of the advantages of our approach is the ease of programming effort. Since we can fully use the information associated with variables of the inequalities, the procedure to determine the types of \( P_k^{(j)} \) gates and eventually the partial network is fairly straightforward.
and simple. Also Property 1 of the NOR gate is automatically taken care of by the CHK-IEQ routine, thus eliminating the procedure for checking this property. Another advantage is the fixed amount of storage needed throughout the computation. In Davidson's "branch and bound algorithm" the amount of storage often grows as the computation proceeds, to memorize the history of all choices and backtracks. Otherwise additional programming must be done in order to regenerate needed information or to use secondary storage.

Because of great improvement of the all-interconnection network formulation over the approach of Section 6.3, improvement in computation time even in the case of multiple-output network design also can be expected with the all-interconnection network formulation.

The accurate comparison of the exhaustive method, Davidson's and ours, in terms of the program complexity, computational efficiency, ease of programming and all other aspects, is difficult at this stage, because a number of factors should be considered for the comparison and the data gained so far is not sufficient. Here we tried this new approach to show the flexibility of the implicit enumeration algorithm. In other problems also, it is quite likely that we can achieve a great improvement by considering the intrinsic properties of the problem and incorporating appropriate modifications of the algorithm. Some examples in this respect will be found elsewhere [48].
6.7 NOR-AND Network Synthesis

One of the important advantages of integer programming formulation is that we can solve a wide variety of problems by simply changing the set of inequalities. Networks composed of NOR and AND gates are represented in inequalities in Section 5.9. Of course the optimal networks are also interesting in their own right. All the optimal networks for 80 switching functions of three variables are tabulated under the same optimality criterion as NOR networks.

The basic set of inequalities describing a feedforward network of R gates is repeated in the following. For \( k = 1, 2, \ldots, R-1 \), (See Section 5.9)

\[
\begin{align*}
3 \sum_{\ell} v^k_{\ell} x_{\ell}^{(j)} + \sum_{i=1}^{k-1} \rho_{ik}^{(j)} & \geq \sum_{\ell} v^k_{\ell} \\
& + \sum_{i=1}^{k-1} \phi_{ik} - U(1 - p_k^{(j)}) - U\theta_k, \\
- \sum_{\ell} v^k_{\ell} x_{\ell}^{(j)} - \sum_{i=1}^{k-1} \rho_{ik}^{(j)} & \geq - \sum_{\ell} v^k_{\ell} \\
& - \sum_{i=1}^{k-1} \phi_{ik} - U p_k^{(j)} - U\theta_k + 1, \\
- \sum_{\ell} v^k_{\ell} x_{\ell}^{(j)} - \sum_{i=1}^{k-1} \rho_{ik}^{(j)} & \geq 0 - U(1 - p_k^{(j)}) \\
& - U(1 - \theta_k), \quad (6.24) \\
\sum_{\ell} v^k_{\ell} x_{\ell}^{(j)} + \sum_{i=1}^{k-1} \rho_{ik}^{(j)} & \geq 1 - U p_k^{(j)} \\
& - U(1 - \theta_k), \\
j = i, 2, \ldots, 8.
\end{align*}
\]
It may be easily seen that the first two inequalities are for an AND gate and the others for a NOR gate, depending on the value of \( \theta_k \) associated with these inequalities.

For the last gate, if \( f(x^{(j)}) = 1 \),

\[
\begin{align*}
3 \sum_{\ell=1}^{R} v_{\ell} x^{(j)}_{\ell} + \sum_{i=1}^{R-1} \rho_{iR}^{(j)} &\geq 3 \sum_{\ell=1}^{R} v_{\ell} + \sum_{i=1}^{R-1} \phi_{iR} - U \theta_R \\
-3 \sum_{\ell=1}^{R} v_{\ell} x^{(j)}_{\ell} - \sum_{i=1}^{R-1} \rho_{iR}^{(j)} &\geq 0 - U (1-\theta_R)
\end{align*}
\]

(6.25)

and if \( f(x^{(j)}) = 0 \),

\[
\begin{align*}
-3 \sum_{\ell=1}^{R} v_{\ell} x^{(j)}_{\ell} - \sum_{i=1}^{R-1} \rho_{iR}^{(j)} &\geq -3 \sum_{\ell=1}^{R} v_{\ell} - \sum_{i=1}^{R-1} \phi_{iR} + 1 - U \theta_R \\
3 \sum_{\ell=1}^{R} v_{\ell} x^{(j)}_{\ell} + \sum_{i=1}^{R-1} \rho_{iR}^{(j)} &\geq 1 - U(1-\theta_R)
\end{align*}
\]

(6.26)

for \( j = 1, 2, \ldots, R \).

The relation \( \rho_{ik}^{(j)} = \phi_{ik} p_{i}^{(j)} \) is expressed by

\[
\begin{align*}
-p_{i}^{(j)} - \varphi_{ik} + \rho_{ik}^{(j)} &\geq 1 \\
p_{i}^{(j)} + \varphi_{ik} - 2 \rho_{ik}^{(j)} &\geq 0
\end{align*}
\]

\[ k = 2, 3, \ldots, R \]
\[ i = 1, 2, \ldots, k-1 \]
\[ j = 1, 2, \ldots, R \]

(6.27)
Additional inequalities are also incorporated to reduce the computation time. All of those additional inequalities which were used in the all NOR network case are included except the geometrical symmetry restrictions given by (5) of Section 6.3. In addition, the following two types of inequalities were added.

(1) Input connections: each AND gate has at least two input connections. This constraint is given by

\[
3 \sum_{k \neq l} v^k + k - 1 + \sum_{i=1}^{k-1} \rho_{ik} \geq 2 - \theta_k
\]

(6.28)

for \( k = 1, 2, \ldots, R \).

(2) Triangular connections: Again consider three gates connected together as shown in Fig. 6.11. Contrary to the NOR network case, if either of the gates \( j \) and \( k \) is AND gate, at least one of the three connections \( \phi_{ij}, \phi_{ik}, \phi_{jk} \) must be 0.

\[
\text{Fig. 6.11. Triangular connection.}
\]
even if the \( j \)-th gate has outputs other than \( \phi_{jk} \).

This condition is given by

\[
\phi_{ij} + \phi_{jk} + \phi_{ik} \leq 2 + \theta_j \\
\phi_{ij} + \phi_{jk} + \phi_{ik} \leq 2 + \theta_k
\]  

\( i < j < k \leq R. \)  \hspace{1cm} (6.29)

When the \( i \)-th gate is replaced by an external variable, the followings will result.

\[
v^j_l + v^k_l + \phi_{jk} \leq 2 + \theta_j \\
v^j_l + v^k_l + \phi_{jk} \leq 2 + \theta_k
\]

\( j < k \leq R. \) \hspace{1cm} (6.30)

\( l = 1, 2, 3. \)

Together with these additional inequalities (some of additional inequalities based on the properties which have been discussed are not incorporated because of their excessive number.), all the optimal NOR-AND combination networks for each function are solved. The entire computation took about 54 minutes on the IBM 360/751, using a program which includes the general purpose AGMT-VAR. All functions are realized with not more than six gates. The size of each problem and computation time are listed in Tables 6.3 and 6.4. The computation time is graphically given in Fig.6.12 as well as the NOR network case.

The effect of additional inequalities was remarkable.
<table>
<thead>
<tr>
<th>( R )</th>
<th>No. of functions realizable with ( R ) gates (representative functions of equivalent classes.)</th>
<th>Size of integer programming prob.</th>
<th>% of non-zero entries in basic inequalities*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of variables</td>
<td>No. of basic inequalities</td>
<td>No. of total inequalities including additional inequalities</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>55</td>
<td>128</td>
</tr>
<tr>
<td>4</td>
<td>29</td>
<td>94</td>
<td>208</td>
</tr>
<tr>
<td>5</td>
<td>14</td>
<td>142</td>
<td>304</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>199</td>
<td>416</td>
</tr>
</tbody>
</table>

Table 6.3. Statistics of optimal NOR-AND network formulation.

*For the function which is identically 1.
<table>
<thead>
<tr>
<th>R</th>
<th>No. of feasible functions</th>
<th>Feasible</th>
<th>Infeasible</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Average computation time/ function (seconds)</td>
<td>Average no. of iterations/ function</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td></td>
<td>Exhausted by hand</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>0.82</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>29</td>
<td>3.62</td>
<td>115</td>
</tr>
<tr>
<td>5</td>
<td>14</td>
<td>34.9</td>
<td>844</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>475.0</td>
<td>8734</td>
</tr>
</tbody>
</table>

Table 6.4. Computation time and number of iterations of NOR-AND network synthesis for all 80 functions of three variables.
For the $R = 3$ case the computation time was reduced 6 times by incorporating the additional inequalities; and for the $R = 4$ case, 18 times. Incorporation of other additional constraints such as the constraint that each AND gate should have at least one NOR gate connected to its output, will reduce the computation time further, though these were not actually tried.

Also contrary to NOR gate network, no effort was made to improve the computational efficiency of the integer programming algorithm. Of course a significant reduction of computation time can be expected by modifying the algorithm as discussed in Section 6.5.

A comparison of computation time with NOR gate networks is shown in Table 6.5 where the ratio of the computation time of the NOR-AND network case to that of NOR network case discussed in Section 6.4 is listed.

On the average a function can be realized by NOR-AND combination network with 0.85 fewer gates than that of the NOR network case. The number of connections is also reduced by 1.5 on the average. All the optimal networks for three variable function are tabulated in Appendix.

The tabulation also gives all the optimal networks by NAND-OR combination by the following procedure: (1) take the dual of a given function $f$, (2) find optimal networks for the dual function $f^d$ by NOR-AND combination and (3) replace NOR by NAND, and AND by OR. These are optimal realizations of $f$ by NAND-OR combination.
<table>
<thead>
<tr>
<th>R</th>
<th>Computation time</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Feasible</td>
<td>Infeasible</td>
</tr>
<tr>
<td>4</td>
<td>4.0</td>
<td>6.3</td>
</tr>
<tr>
<td>5</td>
<td>9.8</td>
<td>14.4</td>
</tr>
<tr>
<td>6</td>
<td>11.3</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.5. Ratio of computation time and iterations.

(NOR-AND / NOR)
Fig. 6.12. Average computation time / function for NOR and NOR-AND synthesis.
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6.8 Conclusion

Two logical design problems, one with NOR gates only and the other with NOR-AND combination, formulated as integer linear programs were solved by using the implicit enumeration algorithm. NOR gate network synthesis is important from an engineering viewpoint and has attracted much attention. Integer programming approach to this problem is proved to be computationally feasible and is faster than Hellerman's exhaustive method. Advantages of integer programming approach include its versatility and simplicity to handle a variety of gate types, a variety of network restrictions such as maximum fan-ins restriction and maximum fan-outs restriction, and also various objectives, without changing the algorithm.

Simply changing part of the algorithm i.e., the AGMT-VAR, we can have a program of high speed at the sacrifice of the ease of programming, a program of simplicity and generality at the sacrifice of speed, and a wide range of programs between these two extremes.

Due to the principle of the implicit enumeration algorithm, we can modify and augment the algorithm so that the intrinsic properties of the problem can be fully used. Section 6.5 explored this possibility along with Davidson's work and obtained a improved result in NOR gate network synthesis. Furthermore three networks for the odd parity function were proven to be optimal.

By simply changing the inequalities, different problems can be solved. NOR-AND gate networks were
thus synthesized by using different set of inequalities. Also we believe that this is the first tabulation of all the optimal networks with NOR and AND gates for all three variable functions.

Syntheses of networks with other types of gates such as NOR-NAND combination, and AND-OR with complemented variables are in progress. Also, the further improvement of the efficiency of the algorithm is being attempted.
Chapter 7  Concluding Remarks

With the advent of the recent advances in integrated circuit, large scale integration and others, numerous important changes have been induced in the field of switching theory. New types of gates became available, and new network restrictions were introduced to guarantee a reliable operation. Also the cost criterion involved in the design process has deviated from that used in the classical theory. The situation is much more complicated.

The classical design theories for networks consisting of logical gates, which might be represented by the Quine-McCluskey theory of AND/OR network minimization, seem incapable of accepting such changes.

As stated in Section 1, this thesis is devoted to develop synthesis algorithms which are applicable to those new situations. The thesis includes algorithms designing

(1) threshold gate networks,

(2) negative gate networks,

(3) networks consisting of NOR gates, or other fixed type gates, or their mixture.

Cases (1) (2) are difficult because the designer has to specify the functional form of each gate in the network within the limit of threshold function or negative function. Case (3) is of great practical importance and also difficult because network restrictions are usually imposed, resulting in the networks with more than 3 levels, and a variety of optimality criteria must be adopted.
All the algorithms developed in the thesis are quite different from the classical theory. With these algorithms, threshold gate networks can be designed by hand for functions of about up to 8-9 variables. All the resulting networks appear considerably good though the optimality is not guaranteed. Negative gate networks will be processed by the algorithm in Section 4, which will guarantee the optimality associated with the networks, for functions of up to 8-9 variables or more with the aid of computer. All the optimal networks of NOR gates and NOR/AND gates for functions of up to 3 variables were exhausted as examples of case (3). An advantage of integer programming approach developed for case (3) is that it permits a wide variety of network restrictions and optimality criteria.

Roughly speaking, these algorithms can synthesize networks consisting of at most about 10 gates, considering that only limited computation time is available for designers. This might be regarded as an extremely small number of gates since a practical digital machine usually contains thousands or more number of gates. In fact, that observation would be true in the sense that an ultimate goal is the automation of entire design processes arisen in constructing a digital machine. However, there seems no hope that such algorithm will emerge in the near future. Present trend is rather directed to develop an efficient algorithm of computer aided design, which will produce a reasonably good machine with less effort. In this type of algorithm,
those methods proposed in this thesis may be included as part of the entire procedure, and may prove useful.

Probably, apart from the total design automation, our future effort should be directed to increase the size of networks which permit the application of algorithms, and to take into consideration the other factors such as geometrical quantities. For example, the length of wires in a circuit, their relative position, crossovers and so on, are important factors in actually realizing a reliable machine. Algorithms, which handle these factors as well as others and provide not only an optimal connections of gates but also their placement, would be desirable.
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Supplement


Appendix. Tabulation of Optimal NOR-AND Networks

Here listed are all the optimal networks for each of all functions of up through three variables, using NOR and/or AND gates.

The networks which have the minimum number of interconnections and connections among the networks with the minimum number of gates are chosen as optimal network.

The procedure for obtaining the optimal network diagram for a given function follows that of Hellerman's [8]. A function can be represented by a truth table as shown below, by specifying the values of $f_1$, $f_2$, ..., $f_8$ where $f_1$, ..., $f_8$ show the values of the given $f$ for input vectors in the same rows. $a$, $b$ and $c$ denote the variables of $f$.

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$f_2$</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$f_3$</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$f_4$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$f_5$</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$f_6$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$f_7$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$f_8$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
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Let us write eight binary numbers \( f_1, \ldots, f_8 \) as follows.

\[
\begin{array}{cccc}
  f_8 & f_7 & f_6 & f_5 \\
 0_2 & 0_1 & 0_0
\end{array}
\]

\[
\begin{array}{cccc}
  f_4 & f_3 & f_2 & f_1 \\
 0_2 & 0_1 & 0_0
\end{array}
\]

grouping the \( f_i \)'s as shown, we obtain three octal number 02 01 00. This octal number is used throughout Appendix to identify a function.

In Table A2 and A3, only representatives of equivalence class obtained by permutation of variables are listed, reducing 256 functions into 80 representatives. The representative of a given function \( f \) can be easily derived by using Table A1, which is taken from Hellerman [44]. The procedure is illustrated by an example.

Suppose that the function \( f \) has the number 321. The entry for this number in Table A1 is 5\( \diamond \)213. This means that \( f \) is equivalent to function 213 by applying permutation 5 which is (ac) as also shown in Table A1. Table A2 shows that function 213 has optimal networks with network number 49 and 56. Then Table A3 gives us the actual optimal networks of function 213. To obtain optimal networks of 321, we apply the inverse of permutation 5, which is also (ac), to these networks in Table A3.

Twelve of the 80 three-variable functions listed are degenerate in the sense that they are independent of at least one variable. In Table A1, those degenerate functions appear with minus signs. The network diagram numbers for the degenerate functions have the suffix D.
They are grouped together at the beginning of Table A3.

Table A3 shows all the optimal networks obtained for each function without imposing fan-in restrictions. However all the networks except that of function 026 are optimal even if the fan-in restriction that each gate can have at most three input interconnections is imposed. Function 026 needs one more gate if the above fan-in restriction is imposed. Optimal networks in this case are shown in Fig. A1.

Note that if a given function is symmetric in some variables, say $a$ and $b$, then, among all the optimal networks obtained by permuting these symmetric variables, $a$ and $b$, only one network is listed in Table A2 and Table A3. The rest of networks can be obtained by simply exchanging the connection from the external variables according to the permutation of variables.
<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1*000</td>
<td>1*001</td>
<td>1*002</td>
<td>-1*003</td>
<td>3*002</td>
<td>-3*003</td>
<td>1*006</td>
<td>1*007</td>
</tr>
<tr>
<td>2</td>
<td>1*010</td>
<td>1*011</td>
<td>-1*012</td>
<td>1*013</td>
<td>-4*012</td>
<td>4*013</td>
<td>1*016</td>
<td>-1*017</td>
</tr>
<tr>
<td>3</td>
<td>2*002</td>
<td>-2*003</td>
<td>2*006</td>
<td>2*007</td>
<td>3*006</td>
<td>3*007</td>
<td>1*026</td>
<td>1*027</td>
</tr>
<tr>
<td>4</td>
<td>1*030</td>
<td>1*031</td>
<td>1*032</td>
<td>1*033</td>
<td>4*032</td>
<td>4*033</td>
<td>1*036</td>
<td>1*037</td>
</tr>
<tr>
<td>5</td>
<td>2*010</td>
<td>2*011</td>
<td>-6*012</td>
<td>6*013</td>
<td>2*030</td>
<td>2*031</td>
<td>6*032</td>
<td>6*033</td>
</tr>
<tr>
<td>6</td>
<td>1*050</td>
<td>1*051</td>
<td>1*052</td>
<td>1*053</td>
<td>1*054</td>
<td>1*055</td>
<td>1*056</td>
<td>1*057</td>
</tr>
<tr>
<td>7</td>
<td>-2*012</td>
<td>2*013</td>
<td>2*016</td>
<td>-2*017</td>
<td>2*032</td>
<td>2*033</td>
<td>2*036</td>
<td>2*037</td>
</tr>
<tr>
<td>8</td>
<td>6*054</td>
<td>6*055</td>
<td>6*056</td>
<td>6*057</td>
<td>-1*074</td>
<td>1*075</td>
<td>1*076</td>
<td>-1*077</td>
</tr>
<tr>
<td>9</td>
<td>1*150</td>
<td>1*151</td>
<td>1*152</td>
<td>1*153</td>
<td>3*152</td>
<td>3*153</td>
<td>1*156</td>
<td>1*157</td>
</tr>
<tr>
<td>10</td>
<td>2*052</td>
<td>2*053</td>
<td>2*056</td>
<td>2*057</td>
<td>5*056</td>
<td>5*057</td>
<td>2*076</td>
<td>-2*077</td>
</tr>
<tr>
<td>11</td>
<td>2*152</td>
<td>2*153</td>
<td>2*156</td>
<td>2*157</td>
<td>5*156</td>
<td>3*157</td>
<td>1*176</td>
<td>1*177</td>
</tr>
<tr>
<td>12</td>
<td>1*200</td>
<td>1*201</td>
<td>1*202</td>
<td>1*203</td>
<td>3*202</td>
<td>3*203</td>
<td>1*206</td>
<td>1*207</td>
</tr>
<tr>
<td>13</td>
<td>-1*210</td>
<td>1*211</td>
<td>1*212</td>
<td>1*213</td>
<td>4*214</td>
<td>4*213</td>
<td>1*216</td>
<td>1*217</td>
</tr>
<tr>
<td>14</td>
<td>2*202</td>
<td>2*203</td>
<td>2*206</td>
<td>2*207</td>
<td>3*206</td>
<td>3*207</td>
<td>1*226</td>
<td>1*227</td>
</tr>
<tr>
<td>15</td>
<td>1*230</td>
<td>-1*231</td>
<td>1*232</td>
<td>1*233</td>
<td>4*232</td>
<td>4*233</td>
<td>1*236</td>
<td>1*237</td>
</tr>
<tr>
<td>16</td>
<td>-2*210</td>
<td>2*211</td>
<td>6*212</td>
<td>6*213</td>
<td>6*232</td>
<td>6*233</td>
<td>6*234</td>
<td>6*235</td>
</tr>
<tr>
<td>17</td>
<td>1*250</td>
<td>1*251</td>
<td>-1*252</td>
<td>1*253</td>
<td>1*254</td>
<td>1*255</td>
<td>1*256</td>
<td>-1*257</td>
</tr>
<tr>
<td>19</td>
<td>6*254</td>
<td>6*255</td>
<td>6*256</td>
<td>-6*257</td>
<td>1*274</td>
<td>1*275</td>
<td>1*276</td>
<td>1*277</td>
</tr>
<tr>
<td>20</td>
<td>3*210</td>
<td>3*211</td>
<td>3*230</td>
<td>-3*231</td>
<td>3*212</td>
<td>3*213</td>
<td>3*232</td>
<td>3*233</td>
</tr>
<tr>
<td>21</td>
<td>3*250</td>
<td>3*251</td>
<td>4*254</td>
<td>4*255</td>
<td>-3*252</td>
<td>3*253</td>
<td>4*256</td>
<td>-1*257</td>
</tr>
<tr>
<td>22</td>
<td>5*212</td>
<td>5*213</td>
<td>5*232</td>
<td>5*233</td>
<td>3*216</td>
<td>3*217</td>
<td>3*236</td>
<td>3*237</td>
</tr>
<tr>
<td>23</td>
<td>3*254</td>
<td>3*255</td>
<td>3*274</td>
<td>3*275</td>
<td>3*256</td>
<td>-3*257</td>
<td>3*267</td>
<td>3*277</td>
</tr>
<tr>
<td>24</td>
<td>2*250</td>
<td>2*251</td>
<td>2*254</td>
<td>2*255</td>
<td>5*254</td>
<td>5*255</td>
<td>2*274</td>
<td>2*275</td>
</tr>
<tr>
<td>25</td>
<td>1*350</td>
<td>1*351</td>
<td>1*352</td>
<td>1*353</td>
<td>3*352</td>
<td>3*353</td>
<td>-1*356</td>
<td>1*357</td>
</tr>
<tr>
<td>26</td>
<td>-2*252</td>
<td>2*253</td>
<td>2*256</td>
<td>-2*257</td>
<td>5*256</td>
<td>-5*257</td>
<td>2*276</td>
<td>2*277</td>
</tr>
<tr>
<td>27</td>
<td>2*352</td>
<td>2*353</td>
<td>-2*356</td>
<td>2*357</td>
<td>-3*356</td>
<td>3*357</td>
<td>1*376</td>
<td>-1*377</td>
</tr>
</tbody>
</table>

Explanatory Example
Class of 321 is given by word at intersection of row 320 and column 1, 5*213. This says 321 is in class of 213 by permutation 5.
Negative permutation means the function is degenerate.

<table>
<thead>
<tr>
<th>Permutation 1</th>
<th>Permutation 2</th>
<th>Permutation 3</th>
<th>Permutation 4</th>
<th>Permutation 5</th>
<th>Permutation 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>is the identity</td>
<td>is (abc)</td>
<td>is (acb)</td>
<td>is (bc)</td>
<td>is (ac)</td>
<td>is (ab)</td>
</tr>
</tbody>
</table>

Table A1. Equivalent classes of functions of three variables.
Table A2. Catalog of all the optimal NOR-AND networks of three variable functions.
<table>
<thead>
<tr>
<th>Function (octal)</th>
<th>Functional expression</th>
<th>Network number</th>
<th>No. of gates</th>
<th>No. of interconnections and connections</th>
<th>No. of levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>0</td>
<td>1D</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>003</td>
<td>a'b'</td>
<td>5D</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>012</td>
<td>a'c</td>
<td>8D</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>017</td>
<td>a'</td>
<td>4D</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>074</td>
<td>ab' + a'b</td>
<td>13D</td>
<td>2</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>077</td>
<td>a' + b'</td>
<td>10D</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>210</td>
<td>bc</td>
<td>6D</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>231</td>
<td>bc + b'c'</td>
<td>14D</td>
<td>3</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>252</td>
<td>c</td>
<td>3D</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>257</td>
<td>a' + c</td>
<td>11D</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>356</td>
<td>b + c</td>
<td>7D</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>377</td>
<td>l</td>
<td>2D</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>001</td>
<td>a'b'c'</td>
<td>111</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>002</td>
<td>a'b'c</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>006</td>
<td>a'b'c + a'bc'</td>
<td>15</td>
<td>2</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>007</td>
<td>a'b' + a'c'</td>
<td>8</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>010</td>
<td>a'bc</td>
<td>6</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>011</td>
<td>a'bc + a'b'c'</td>
<td>54</td>
<td>3</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>013</td>
<td>a'b' + a'c</td>
<td>18</td>
<td>3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Function (octal)</td>
<td>Functional expression</td>
<td>Network number</td>
<td>No. of gates</td>
<td>No. of inter-connections and connections</td>
<td>No. of levels</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------------</td>
<td>----------------</td>
<td>--------------</td>
<td>----------------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>016</td>
<td>a'b + a'c</td>
<td>22</td>
<td>2</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>026</td>
<td>a'b'c + a'bc' + ab'c'</td>
<td>68</td>
<td>2</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>027</td>
<td>a'b' + b'c' + a'c'</td>
<td>30</td>
<td>1</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>030</td>
<td>ab'c' + a'bc</td>
<td>70</td>
<td>4</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>71</td>
<td>3</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>88</td>
<td>4</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>031</td>
<td>a'bc + b'c'</td>
<td>85</td>
<td>4</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>032</td>
<td>a'c + ab'c'</td>
<td>28</td>
<td>2</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>033</td>
<td>a'c + b'c'</td>
<td>34</td>
<td>3</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>036</td>
<td>a'b + a'c + ab'c'</td>
<td>29</td>
<td>2</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>037</td>
<td>a' + b'c'</td>
<td>17</td>
<td>1</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>050</td>
<td>a'bc + ab'c</td>
<td>27</td>
<td>3</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>051</td>
<td>a'b'c' + a'bc + ab'c</td>
<td>79</td>
<td>3</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>052</td>
<td>a'c + b'c</td>
<td>11</td>
<td>2</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>053</td>
<td>a'b' + a'c + b'c</td>
<td>36</td>
<td>3</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>054</td>
<td>a'b + ab'c</td>
<td>47</td>
<td>2</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>055</td>
<td>a'b + a'c' + ab'c</td>
<td>74</td>
<td>3</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>056</td>
<td>a'b + b'c</td>
<td>78</td>
<td>3</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>057</td>
<td>a' + b'c</td>
<td>12</td>
<td>2</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>058</td>
<td>a'b + b'c</td>
<td>33</td>
<td>3</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>059</td>
<td>a'b + ab' + a'c'</td>
<td>43</td>
<td>2</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>075</td>
<td>a'b + ab' + a'c'</td>
<td>45</td>
<td>2</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>076</td>
<td>a'b + ab' + a'c</td>
<td>14</td>
<td>2</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Function (octal)</td>
<td>Functional expression</td>
<td>Network number</td>
<td>No. of gates NGR</td>
<td>AND</td>
<td>No. of inter-connections and connections</td>
</tr>
<tr>
<td>-----------------</td>
<td>----------------------------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>-----</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td>150</td>
<td>( a'bc + ab'c + abc' )</td>
<td>80</td>
<td>3</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>151</td>
<td>( a'bc + ab'c + abc' + a'b'c' )</td>
<td>101</td>
<td>3</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>152</td>
<td>( a'c + b'c + abc' )</td>
<td>62</td>
<td>2</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>153</td>
<td>( a'c + a'b' + b'c + abc' )</td>
<td>76</td>
<td>3</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>156</td>
<td>( a'c + b'c + bc' )</td>
<td>13</td>
<td>2</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>157</td>
<td>( a' + b'c + bc' )</td>
<td>37</td>
<td>3</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>176</td>
<td>( ab' + bc' + a'c )</td>
<td>16</td>
<td>2</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>177</td>
<td>( a' + b' + c' )</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>200</td>
<td>( abc )</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>201</td>
<td>( abc + a'b'c' )</td>
<td>52</td>
<td>3</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>202</td>
<td>( abc + a'b'c )</td>
<td>73</td>
<td>4</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>77</td>
<td>4</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>82</td>
<td>3</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>90</td>
<td>3</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>203</td>
<td>( abc + a'b' )</td>
<td>50</td>
<td>3</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>206</td>
<td>( a'b'c + abc' + abc )</td>
<td>100</td>
<td>4</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>104</td>
<td>4</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>106</td>
<td>4</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>109</td>
<td>4</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>110</td>
<td>4</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>111</td>
<td>4</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>112</td>
<td>4</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>207</td>
<td>( a'b' + a'c + abc )</td>
<td>81</td>
<td>3</td>
<td>2</td>
<td>9</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Function (octal)</th>
<th>Functional expression</th>
<th>Network number</th>
<th>No. of gates</th>
<th>No. of interconnections and connections</th>
<th>No. of levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>211</td>
<td>( bc + a'b'c' )</td>
<td>89 3 2</td>
<td>9</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>94 3 2</td>
<td>9</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>212</td>
<td>( a'c + bc )</td>
<td>31 4 0</td>
<td>6</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>38 3 1</td>
<td>6</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>64 3 1</td>
<td>6</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>66 2 2</td>
<td>6</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>213</td>
<td>( a'b' + bc )</td>
<td>49 3 1</td>
<td>7</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>56 3 1</td>
<td>7</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>216</td>
<td>( a'b + a'c + bc )</td>
<td>72 4 1</td>
<td>9</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>86 4 1</td>
<td>9</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>91 3 2</td>
<td>9</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>95 4 1</td>
<td>9</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>96 4 1</td>
<td>9</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>217</td>
<td>( a' + bc )</td>
<td>48 3 1</td>
<td>6</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>67 2 2</td>
<td>6</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>226</td>
<td>( abc + ab'c' + a'bc' + a'b'c )</td>
<td>105 4 2</td>
<td>12</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>227</td>
<td>( a'b' + a'c' + b'c' + abc )</td>
<td>99 4 2</td>
<td>12</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>102 4 2</td>
<td>12</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>230</td>
<td>( ab'c' + bc )</td>
<td>84 4 1</td>
<td>9</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>87 3 2</td>
<td>9</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>97 3 2</td>
<td>9</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>232</td>
<td>( a'c + bc + ab'c' )</td>
<td>92 4 1</td>
<td>9</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>93 3 2</td>
<td>9</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>233</td>
<td>( a'b' + b'c' + bc )</td>
<td>57 3 1</td>
<td>8</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Function (octal)</th>
<th>Functional expression</th>
<th>Network number</th>
<th>No. of gates</th>
<th>No. of interconnections and connections</th>
<th>No. of levels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>NOR</td>
<td>AND</td>
<td></td>
</tr>
<tr>
<td>236</td>
<td>a'c + bc + a'b + ab'c'</td>
<td>98</td>
<td>4</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>103</td>
<td>4</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>107</td>
<td>4</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>108</td>
<td>4</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>237</td>
<td>a' + bc + b'c'</td>
<td>69</td>
<td>4</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>83</td>
<td>3</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>250</td>
<td>ac + bc</td>
<td>10</td>
<td>3</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>21</td>
<td>2</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>251</td>
<td>ac + bc + a'b'c'</td>
<td>59</td>
<td>3</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>253</td>
<td>a'b' + c</td>
<td>20</td>
<td>3</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>254</td>
<td>ac + a'b</td>
<td>32</td>
<td>4</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>39</td>
<td>3</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>255</td>
<td>ac + bc + a'c'</td>
<td>58</td>
<td>3</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>256</td>
<td>a'b + c</td>
<td>63</td>
<td>4</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>65</td>
<td>3</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>274</td>
<td>ab' + ac + a'b</td>
<td>40</td>
<td>3</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>275</td>
<td>ab' + ac + a'b + a'c'</td>
<td>60</td>
<td>3</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>276</td>
<td>a'b + ab' + c</td>
<td>41</td>
<td>3</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>277</td>
<td>a' + b' + c</td>
<td>23</td>
<td>2</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>350</td>
<td>ab + ac + bc</td>
<td>42</td>
<td>3</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>351</td>
<td>ab + ac + bc + a'b'c'</td>
<td>75</td>
<td>3</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>352</td>
<td>ab + c</td>
<td>25</td>
<td>2</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>353</td>
<td>ab + a'b' + c</td>
<td>53</td>
<td>3</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>357</td>
<td>a' + b + c</td>
<td>19</td>
<td>3</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>376</td>
<td>a + b + c</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>
Table A3. List of all the optimal NOR-AND combination networks of three variable functions.
<table>
<thead>
<tr>
<th>No.</th>
<th>Function</th>
<th>No.</th>
<th>Function</th>
<th>No.</th>
<th>Function</th>
<th>No.</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>000</td>
<td>20</td>
<td>377</td>
<td>30</td>
<td>252</td>
<td>40</td>
<td>017</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>003</td>
<td>60</td>
<td>210</td>
<td>70</td>
<td>356</td>
<td>80</td>
<td>012</td>
</tr>
<tr>
<td></td>
<td>a'b'</td>
<td></td>
<td>bc</td>
<td></td>
<td>b+c</td>
<td></td>
<td>a'c</td>
</tr>
<tr>
<td>90</td>
<td>012</td>
<td>100</td>
<td>077</td>
<td>110</td>
<td>257</td>
<td>120</td>
<td>257</td>
</tr>
<tr>
<td></td>
<td>a'c</td>
<td></td>
<td>a'b</td>
<td></td>
<td>a'+c</td>
<td></td>
<td>a'+c</td>
</tr>
<tr>
<td>130</td>
<td>074</td>
<td>140</td>
<td>231</td>
<td>150</td>
<td>231</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>a'd+a'b</td>
<td></td>
<td>bc+b'c'</td>
<td></td>
<td>bc+b'c'</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The table represents different logic functions and their corresponding truth tables or logic diagrams.
<table>
<thead>
<tr>
<th>NO</th>
<th>FUNCTION</th>
<th>NO</th>
<th>FUNCTION</th>
<th>NO</th>
<th>FUNCTION</th>
<th>NO</th>
<th>FUNCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>001 a'b'c'</td>
<td>2</td>
<td>000 abc</td>
<td>3</td>
<td>002 a'b'c</td>
<td>4</td>
<td>006 a'b+a'c</td>
</tr>
<tr>
<td>5</td>
<td>376 a+b+c</td>
<td>6</td>
<td>010 a'b'c</td>
<td>7</td>
<td>002 a'b'c</td>
<td>8</td>
<td>007 a'b+a'c'</td>
</tr>
<tr>
<td>9</td>
<td>177 a'+b'+c'</td>
<td>10</td>
<td>250 ac+bc</td>
<td>11</td>
<td>052 a'+c+b'c</td>
<td>12</td>
<td>056 a+b+b'c</td>
</tr>
<tr>
<td>13</td>
<td>156 a'+c+b+c+b'c</td>
<td>14</td>
<td>076 a'b+a'b+a'c'</td>
<td>15</td>
<td>006 a'b'+a'c +a'bc'</td>
<td>16</td>
<td>176 ab+bc+a'c</td>
</tr>
</tbody>
</table>

Diagram showing logic gates for each function.
<table>
<thead>
<tr>
<th>NO</th>
<th>FUNCTION</th>
<th>NO</th>
<th>FUNCTION</th>
<th>NO</th>
<th>FUNCTION</th>
<th>NO</th>
<th>FUNCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>037</td>
<td>18</td>
<td>013</td>
<td>19</td>
<td>357</td>
<td>20</td>
<td>253</td>
</tr>
<tr>
<td></td>
<td>$a' + b'c'$</td>
<td></td>
<td>$d'b + a'c$</td>
<td></td>
<td>$a' + b + c$</td>
<td></td>
<td>$a'b + c$</td>
</tr>
<tr>
<td></td>
<td><img src="image1" alt="Diagram" /></td>
<td></td>
<td><img src="image2" alt="Diagram" /></td>
<td></td>
<td><img src="image3" alt="Diagram" /></td>
<td></td>
<td><img src="image4" alt="Diagram" /></td>
</tr>
<tr>
<td>21</td>
<td>250</td>
<td>22</td>
<td>013</td>
<td>23</td>
<td>277</td>
<td>24</td>
<td>357</td>
</tr>
<tr>
<td></td>
<td>$ac + bc$</td>
<td></td>
<td>$d'b + a'c$</td>
<td></td>
<td>$a' + b + c$</td>
<td></td>
<td>$a' + b + c$</td>
</tr>
<tr>
<td></td>
<td><img src="image5" alt="Diagram" /></td>
<td></td>
<td><img src="image6" alt="Diagram" /></td>
<td></td>
<td><img src="image7" alt="Diagram" /></td>
<td></td>
<td><img src="image8" alt="Diagram" /></td>
</tr>
<tr>
<td>25</td>
<td>352</td>
<td>26</td>
<td>052</td>
<td>27</td>
<td>050</td>
<td>28</td>
<td>032</td>
</tr>
<tr>
<td></td>
<td>$ab + c$</td>
<td></td>
<td>$a'c + b'c$</td>
<td></td>
<td>$a'bc + ab'c$</td>
<td></td>
<td>$a'c + abc'$</td>
</tr>
<tr>
<td></td>
<td><img src="image9" alt="Diagram" /></td>
<td></td>
<td><img src="image10" alt="Diagram" /></td>
<td></td>
<td><img src="image11" alt="Diagram" /></td>
<td></td>
<td><img src="image12" alt="Diagram" /></td>
</tr>
<tr>
<td>29</td>
<td>036</td>
<td>30</td>
<td>027</td>
<td>31</td>
<td>212</td>
<td>32</td>
<td>254</td>
</tr>
<tr>
<td></td>
<td>$a'b + a'c + ab'c'$</td>
<td></td>
<td>$a'b + b'c + a'c'$</td>
<td></td>
<td>$a'c + bc$</td>
<td></td>
<td>$ac + a'b$</td>
</tr>
<tr>
<td></td>
<td><img src="image13" alt="Diagram" /></td>
<td></td>
<td><img src="image14" alt="Diagram" /></td>
<td></td>
<td><img src="image15" alt="Diagram" /></td>
<td></td>
<td><img src="image16" alt="Diagram" /></td>
</tr>
<tr>
<td>No</td>
<td>Function</td>
<td>No</td>
<td>Function</td>
<td>No</td>
<td>Function</td>
<td>No</td>
<td>Function</td>
</tr>
<tr>
<td>----</td>
<td>---------------------------</td>
<td>----</td>
<td>---------------------------</td>
<td>----</td>
<td>---------------------------</td>
<td>----</td>
<td>---------------------------</td>
</tr>
<tr>
<td>33</td>
<td>$a + b'c$</td>
<td>34</td>
<td>$a'c + b'c'$</td>
<td>35</td>
<td>$a'b + ab + d'c'$</td>
<td>36</td>
<td>$a'b + a'c + b'c'$</td>
</tr>
<tr>
<td></td>
<td><img src="image1" alt="Diagram" /></td>
<td></td>
<td><img src="image2" alt="Diagram" /></td>
<td></td>
<td><img src="image3" alt="Diagram" /></td>
<td></td>
<td><img src="image4" alt="Diagram" /></td>
</tr>
<tr>
<td>37</td>
<td>$a + b'c + bc'$</td>
<td>38</td>
<td>$a'c + bc$</td>
<td>39</td>
<td>$ac + a'b$</td>
<td>40</td>
<td>$ab + ac + a'b$</td>
</tr>
<tr>
<td></td>
<td><img src="image5" alt="Diagram" /></td>
<td></td>
<td><img src="image6" alt="Diagram" /></td>
<td></td>
<td><img src="image7" alt="Diagram" /></td>
<td></td>
<td><img src="image8" alt="Diagram" /></td>
</tr>
<tr>
<td>41</td>
<td>$a'b + ab' + c$</td>
<td>42</td>
<td>$ab + ac + bc$</td>
<td>43</td>
<td>$a'b + c$</td>
<td>44</td>
<td>$a'c + b'c'$</td>
</tr>
<tr>
<td></td>
<td><img src="image9" alt="Diagram" /></td>
<td></td>
<td><img src="image10" alt="Diagram" /></td>
<td></td>
<td><img src="image11" alt="Diagram" /></td>
<td></td>
<td><img src="image12" alt="Diagram" /></td>
</tr>
<tr>
<td>45</td>
<td>$a'b + ab' + d'c'$</td>
<td>46</td>
<td>$a' + b'c + bc'$</td>
<td>47</td>
<td>$db + a'b$</td>
<td>48</td>
<td>$a' + bc$</td>
</tr>
<tr>
<td></td>
<td><img src="image13" alt="Diagram" /></td>
<td></td>
<td><img src="image14" alt="Diagram" /></td>
<td></td>
<td><img src="image15" alt="Diagram" /></td>
<td></td>
<td><img src="image16" alt="Diagram" /></td>
</tr>
<tr>
<td>NO</td>
<td>FUNCTION</td>
<td>NO</td>
<td>FUNCTION</td>
<td>NO</td>
<td>FUNCTION</td>
<td>NO</td>
<td>FUNCTION</td>
</tr>
<tr>
<td>----</td>
<td>---------------</td>
<td>----</td>
<td>---------------</td>
<td>----</td>
<td>---------------</td>
<td>----</td>
<td>---------------</td>
</tr>
<tr>
<td>49</td>
<td>$ab' + bc$</td>
<td>50</td>
<td>$abc + a'b'$</td>
<td>51</td>
<td>$bc + db'c'$</td>
<td>52</td>
<td>$abc + ab'b'$</td>
</tr>
<tr>
<td>53</td>
<td>$ab + ab' + c$</td>
<td>54</td>
<td>$a'b + a'b'c$</td>
<td>55</td>
<td>$a'b + abc$</td>
<td>56</td>
<td>$a'b' + bc$</td>
</tr>
<tr>
<td>57</td>
<td>$a'b' + bc' + bc$</td>
<td>58</td>
<td>$ac + bc + dc$</td>
<td>59</td>
<td>$ac + bc + db'$</td>
<td>60</td>
<td>$ab + ac + ab + dc$</td>
</tr>
<tr>
<td>61</td>
<td>$a'b + abc$</td>
<td>62</td>
<td>$ac + bc + abc$</td>
<td>63</td>
<td>$db + c$</td>
<td>64</td>
<td>$a'c + bc$</td>
</tr>
</tbody>
</table>

The table above lists various Boolean functions along with their corresponding logic diagrams.
<table>
<thead>
<tr>
<th>NO</th>
<th>FUNCTION</th>
<th>NO</th>
<th>FUNCTION</th>
<th>NO</th>
<th>FUNCTION</th>
<th>NO</th>
<th>FUNCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>( a'b + c )</td>
<td>66</td>
<td>( a'c + bc )</td>
<td>67</td>
<td>( a' + bc )</td>
<td>68</td>
<td>( a'bc + abc' + \overline{abc} )</td>
</tr>
<tr>
<td>69</td>
<td>( a' + bc + \overline{bc} )</td>
<td>70</td>
<td>( ab'd + ab'c )</td>
<td>71</td>
<td>( ab'd + a'bc )</td>
<td>72</td>
<td>( a'b + a'c + bc )</td>
</tr>
<tr>
<td>73</td>
<td>( abc + a'dc )</td>
<td>74</td>
<td>( a'b + a'dc + abc )</td>
<td>75</td>
<td>( ab + a'c + bc + ab'c )</td>
<td>76</td>
<td>( a'tc + a'b + abc + abc' )</td>
</tr>
<tr>
<td>77</td>
<td>( abc + a'dc )</td>
<td>78</td>
<td>( a'b + a'dc + abc )</td>
<td>79</td>
<td>( a'tc + a'bc + abc )</td>
<td>80</td>
<td>( a'tc + a'b + abc + abc' )</td>
</tr>
<tr>
<td>NO</td>
<td>FUNCTION</td>
<td>NO</td>
<td>FUNCTION</td>
<td>NO</td>
<td>FUNCTION</td>
<td>NO</td>
<td>FUNCTION</td>
</tr>
<tr>
<td>----</td>
<td>---------------------</td>
<td>----</td>
<td>---------------------</td>
<td>----</td>
<td>---------------------</td>
<td>----</td>
<td>---------------------</td>
</tr>
<tr>
<td>31</td>
<td>207 (a'b'd'c' + abc)</td>
<td>82</td>
<td>202 (abc + a'b'c)</td>
<td>83</td>
<td>237 (a'b + d'c' + bc)</td>
<td>84</td>
<td>230 (abc + bc)</td>
</tr>
<tr>
<td>85</td>
<td>031 (abc + bc)</td>
<td>86</td>
<td>216 (a'b + a'c + bc)</td>
<td>87</td>
<td>230 (ab'c' + bc)</td>
<td>88</td>
<td>030 (abc' + a'bc)</td>
</tr>
<tr>
<td>89</td>
<td>207 (a'b' + a'c' + abc)</td>
<td>90</td>
<td>202 (abc + a'b'c)</td>
<td>91</td>
<td>216 (a'b + a'c + bc)</td>
<td>92</td>
<td>232 (d'c + bc + abc)</td>
</tr>
<tr>
<td>93</td>
<td>232 (a'c + bc + a'b'c)</td>
<td>94</td>
<td>207 (a'b + a'c' + abc)</td>
<td>95</td>
<td>216 (a'b + a'c + bc)</td>
<td>96</td>
<td>216 (a'b + ac + bc)</td>
</tr>
<tr>
<td>NO</td>
<td>FUNCTION</td>
<td>NO</td>
<td>FUNCTION</td>
<td>NO</td>
<td>FUNCTION</td>
<td>NO</td>
<td>FUNCTION</td>
</tr>
<tr>
<td>----</td>
<td>----------</td>
<td>----</td>
<td>----------</td>
<td>----</td>
<td>----------</td>
<td>----</td>
<td>----------</td>
</tr>
<tr>
<td>97</td>
<td>abc + abc</td>
<td>98</td>
<td>d'c + bc + db + abc'</td>
<td>99</td>
<td>d'c' + d'c' + bc + abc</td>
<td>100</td>
<td>d'bc + d'bc' + abc</td>
</tr>
<tr>
<td></td>
<td><img src="image1" alt="Diagram" /></td>
<td></td>
<td><img src="image2" alt="Diagram" /></td>
<td></td>
<td><img src="image3" alt="Diagram" /></td>
<td></td>
<td><img src="image4" alt="Diagram" /></td>
</tr>
<tr>
<td>101</td>
<td>abc + abc + abc' + abc'</td>
<td>102</td>
<td>d'bc + d'c + d'c + abc</td>
<td>103</td>
<td>d'c + bc + d'b + abc'</td>
<td>104</td>
<td>d'bc + d'bc' + abc</td>
</tr>
<tr>
<td></td>
<td><img src="image5" alt="Diagram" /></td>
<td></td>
<td><img src="image6" alt="Diagram" /></td>
<td></td>
<td><img src="image7" alt="Diagram" /></td>
<td></td>
<td><img src="image8" alt="Diagram" /></td>
</tr>
<tr>
<td>105</td>
<td>abc + abc + abc + abc</td>
<td>106</td>
<td>d'bc + d'bc' + abc</td>
<td>107</td>
<td>d'c' + bc + d'b + abc'</td>
<td>108</td>
<td>d'c + bc + d'b + abc'</td>
</tr>
<tr>
<td></td>
<td><img src="image9" alt="Diagram" /></td>
<td></td>
<td><img src="image10" alt="Diagram" /></td>
<td></td>
<td><img src="image11" alt="Diagram" /></td>
<td></td>
<td><img src="image12" alt="Diagram" /></td>
</tr>
<tr>
<td>109</td>
<td>d'bc + d'bc' + abc</td>
<td>110</td>
<td>d'bc + d'bc' + abc</td>
<td>111</td>
<td>d'bc + d'bc' + abc</td>
<td>112</td>
<td>d'bc + d'bc' + abc</td>
</tr>
<tr>
<td></td>
<td><img src="image13" alt="Diagram" /></td>
<td></td>
<td><img src="image14" alt="Diagram" /></td>
<td></td>
<td><img src="image15" alt="Diagram" /></td>
<td></td>
<td><img src="image16" alt="Diagram" /></td>
</tr>
</tbody>
</table>
Fig. Al. Optimal networks of function 026 when the maximum fan-ins is limited to three.