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SUlVr]\[l.ARY

Synthetic studies of sampled-data control system are dealt in this

paper. The first five chapters are concerned with linear systems and

the remainder with non-linear systems.

It is the main purpose of Chapter 1 to show an evaluating method

of the quadratic control area of sampled-data control systems using the

advanced Z transform method. As one of direct methods of evaluating

the quadratic control area 9 the integrated-square error is also calcu­

lated in this chapter. The influeEce of the sampling period upon the

control performance ( stabili tY9 quad_ratic control area and integrat­

ed-equare error) is discussed in Chapter 2 using results of Chapter

1. As the results 9 it can be shown that there exists the optimum

value of the sampling period. This investigation is performed as the

first step for the development of many point control systems •.

The following three chapters deal with finite-settling-time systems.

In Chapter 3 the synthesis of the sy-stems by the method of minimizing

the integrated-square error is discussed. The case of finite-settlirig­

time system with a stationay random noise treated statistically by the

R.S.M.-Criterion in Chapter 4. In. addition 9 when the system designed

statistically is exited by step9 ramp and acceleration inputs 9 the

integrated-square error of the system is also considered in this chapter.

Chapter 5 is devoted to the fundamantal study of the finite-settling-

time response. In order to make the mechanism of such response clear 9

the indicial response of the controlled element is investigated in the

time domain.

·In Chapter 6., the evaluating method of the response of non-linear

sampled-data control systems is described and the method can be also

applied to the continuous control system with non-linear elements.



The experimental results for response of the control

optimum non-linear controller using sampled-data is:,

7 and the method proposed in Chapter 6 is used for delJermlnlng

optimum switching line of the system.
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Chapter 1

QUADRATIC CONTROL AREA OF Sj~ITLED DATA CONTROL SYSTEMS

1.1 Introduction

As a useful criterion for sampled data control systems, we often

employ the method of the quadratic control area. In sampled data

control systems, this quantity can be obtained by using the advanced Z

transform method.

Let e(t) be the control error, then the ~ladratic control area is

of the form

fOO { e (t) } 2 d t
o

This integral can be expressed as follows:

00

S i(n+ IJ$o{ e (t) }2 d t
n=O nt 0

(1.1)

(1.2)

where to is the sampling period. Transforming the integral variable

t to D. by t =: nto+ 6. to ( 1> 6 > 0 ) and exchanging the order of

the integration and summation, the expression (1.2) becomes

fl to 13 { e (n t O+6.t o5}2 d6
o n=O

Let E( z, L ) be the advanced Z transform of the control error,

then the integrand of (1.3) can be expressed in the complex integral

form as followJt)

Q~= to J; {e (nto mto)}2
n=O

-1_ -!IJ. f E (Z •.0) E (Z.6) d Z (1.4)
27l' J t Z

where C is the unit circle in the Z plane. Therefore, the quadratic

control area can be calculated by the following integral

00' 2
J { e (t)} d t = i lQ ItJ d 6.
o 0

( 1 )

(1. 5)



1.2 Evaluation of the complex integral

4-
The complex integral (l.~) can be evaluated only when the system is

stable. Generally E(Z'6) is a ratio of polynomials in Z , and the

order of the numerator is lower than or equal to that of the denominator.

Therefore, the integrand of (1.4) is of the form

E (Z • 6) • E (Z- 1 • 6)

Z
(1. 6)

and gn (Z) is

a polynomial of order 2n~2. In the stable system, all zeroes of fn(~

lies inside of the unit circle in the Z plane, therefore all those of

f: (Z) lies outside of the unit circle.

The right-hand side of (1. 6) can be expressed by the summation of

two rational functions as follows~

gn (z)
+

h'n (Z)

f: (Z)

where hn (Z) and h~ (Z) are both polynomials of order n-l or lower.

*is regular in IZIS:;:: 1, the integration ofh'n(ZVfn(Z)

along the unit circle vanishes. Therefore,

(l.8)

As the singularities of h n (z)/f n (z) all lie inside the unit

circle in the Z plane, the inteGration (1.8) becomes

In = ~lR (a l.I) (1.9)

where R( ex 1) ) is the residue at ex which is a zero of polynomial f n (Z) •
l.I

On the other hand, the total sum of residues of a rational function

vanishes. Let R( 00 ) be the residue of hn (2)/ f n (Z)

n hn (Z)
I =2: R (ex 1.1) =-R (00) =fim Z---"':...--

n l.I=l z_oo f n (Z)

coefficient of Zn-1 of h
n

(Z)

c 0 e ff i c i en t 0 f Z n 0 f f n (Z)
Therefore, we have

( 2 )

at Z = 00 , then

(1.10 )



NO~9 let us evaluate the integral In when

fn(Z)= aOZn+a1Zn-1+....•+a n_ 1Z+a n '(l
f~(Z)= anZn+an_1Zn-1+••.•+a1Z+aO

8"n(Z) = b o z2n-2+b1Z 2n-3+.•.•• b2n-3Z+b2n-2 J
If

(1,11)

(1.12)

then, according to (1,10),

(1.13 )

Then we must calculate PO' Mul tiplying both sides of (1.7) by
i1/lCL ( 1-1.3)/

fn(Z). f~(Z) and substituting (1.12) in. it, there results

namely,

2n-2 2 2 k n-1 I k n-I I k
}; b Z n- - = lJ p Zn- - f* (Z)+ 2J q Z n- - f (Z)

k= 0 k k= 0 k n k= 0 k n
(1.15)

p (a Zn+.•..•+a 0)n n

/ (1.16)

q. (a 0 Zn+•••• ·+a )n n
--- -_. 2n- 2------ ,

bOZ + •. r••• -.',. +b 2n_ 2

Setting the terms of the same power in Z on both sides of (1.15)

equal to each other, we obtain the following simultaneous linear equations

in the matrix form:
( 3 )



/ f

o

a 1 a a n- 1 (1.17)n a o Pn-1 -
a o a 1 a n- 1 an a n- 1 a1 qo

a o an
q1

i
I a o anI

. ,qn-1" L.
b
2n-~where elements in blank all equal to

) '- )spaces are zero,

By the Cramer's rule, we can easily obtain Po ~

Rb(fn·f~)

a OR (f n' f~)

(1.18 )

the determinant formed from coefficients of (1.17)where 11.( f ~f* ) isn n
*and Rb(f ,f . ) is the determinant formed by replacing the first row of

n n

*
R(fn'~Jl ) by the right hand side of (1.17)

In,

an a o
a n- 1 an a 1 a o

R(fn·f~)
a 1 an a n- 1
a o a 1 a n- 1 an a n- 1

a o an

a o

0 a o
b O an a 1 a o
b 1 .'

Rb (f n' f~)
an a n- 1 a O (1.20)

a 1 a n- 1 an a n- 1 a 1
a O an

b2n- 2 a O an

( 4 )



A few values of In are as in the following:

b oI 1 - -"""2,-----;.-
a 2o - a 1

-al b O+(a O+a 2) bl-a l b 2

(a O-a 2) (a O+a l+a 2) (a O-a l+a 2)

(1.21)

(1.22)

where

rno = aI-a 0 a 2+a 1a 3- a ~
fi l =a Za 3-a Oa l

_ 2+ 2
mZ - a o aOa2-ala3-a3

fi3 =m l

m4 =mO

1.3 Evaluation of quadratic control area

r (1.23)

I
i

)

Integrating (1.18) in 6 from zero to unity, the quadratic control

area can be obtained. The function of 6 is the coefficient of gn (Z)

only Le. bo 9 b1 , ••• , and b 2n-2 9 and these coefficients are only in

the first row of Rb ( f n , f~ ). Therefore, the integration in 6

can be easily evaluated and
00 Q

.{{e (t)} d t

there results
B(fn·f~)

where B( fn,f~ ) is the determinant as follows:

0 a o
J;l b od6 an a l a O

t3 (f n .f:) - an a n- l a o (1.25)
a l a n- l an a n- 1 a 1
a o an

101b 2n-2 ~ a o an j
~

( 5 )



1.4 Approximation of quadratic control area

As mentioned above j the quadratic control area of the sampled data

control is given by the following expression~

1'1e (tf~2 d to J

(1.26)

However j the higher the order of the control system j the more dif-

ficult it becomes to evaluate the advanced Z transform and the integra-

hon in 6::.

We may then adopt the following approximationsg

or

00

r{ e (t) }2d t : to Z e ~ = Q(O)
o 0=0

(1.27)

1
-;--

2
(1.28)

Fig.l.1 Quadratic control area and
its approximations.

"~~

o ~ 2 C
(Q) J {e(tl} Cit

o

c

( 6 )

c



These expressions give a good approximation when the sampling period

is small. Their geometrical meaning is shown in Fig. 1.1.

1.5 Supplement

(1) The evaluating method of the complex integral mentioned in the

section 1.2 can be also applied to the continuous system j if we set

a common root at the boundary of the stability, so

On the other hand? fn{Z)

The determinant R(fn.f~)

from f n (Z) and f ~ (2) .

is identical to the resultant formed

= 0 and f: {Z} = 0 have

R( f n' f ~ ) = 0

( Appendix I ).

Therefore j the series (1.4) diverges at the boundary of the stability.

( 7 )



Chapter 2

ON THE INFLUENCE OF S"~vWLING PERIOD UPON CONTROL

PERFORMANCE

2.1 Introduction

Introducing the digital controller into processes, we will come to

adopt a many point control system in order to make up for the cost of

the digital controller. Observing one controlled element only, we

can regard the many point control system as a single sampled data control

system. From the economical point of view, we would like to enlarge

a number of controlled elements which are controlled by one digital

controller concurrently. However, as a sampling period becomes large,

the control performance may become inferior.

Therefore, in this chapter we investigate the influence the sampling

period has upon the control performance ( stability, and quadratic

control area ).

controlled
hold system

Fig. 2.1 Block diagram of many point
control system.

2.2 Digital integration + Oth order hold + 1st order element

( 8 )



Let us consider the control system with the controlled element

whose transfer function is

as shown in Fig. 2.2.

to a unit step input is

TS + 1
The advanced

(2.1 )

Z transforw of the system error

Fig. 2.2 Block diagram of system
with controlled element
k 2/ (Ts+l).

C(Z) HG (Z. LV
E (Z .,6,) = X (Z .t:-J - .. -X(Z) (2,2)

1+C(Z) HG (Z),

where X(z), C(z) and HG(z) are Z transforms of an input j the controller

and the controlled element with a data hold element. x( z, 6) and

HG(Zj 6) are the advanced Z transforms of X(z) and HG(z). These

values of the system shown in Fig. 2.'2 are as follows:

2
X (2) _ X (2.6) - ---

2 1

C (2)

HG (2) -

HG (Z .6) =

d

k 1 t o2

2-1

k
2

(I-d)

2-d

k 2{ (l-d6 ) 2+d6 -d}

2 - d

to
exp (- --)

T

( 9 )

(



Substituting (2.3) in (2.2) and arranging it, there results

Integrated-square error Q(6) can be obtained by (1.22); namely,

(1+<1) { C1-~~to O-d~J 2+d 2}+2 C1-kl~to(I-A k{kl~to (I-d) - (1-!-d) }

k 1k 2 h-d) (2 (1+d) -k
1

k
2

t
O

(1-d))

and especially

(2.6)

By in.tegrating Q( t::,) from zero to unity, the quadratic control

area becomes as follows:

J...f{ e (t 1} 2d t = It 2A{ A0-d+2d~-t(1-<1) (:r-2d+&:l2)}+2K 0-<1) (1-d
2-A) -+ (l+dX 1-d) _:_ 2

To (l-d)2K.!2(1+d)-tcAO--d)J (.7)

where K. is the loop gain

A =-= j­
T

By setting the denominator of Q(6) or Q(O) to zero, the boundary

of stability is given by

It {2 (l+d) - ," A (l - d) }=o

therefore, we have the region of stability as

;{
cothz -

.<:::> Ie > 0

2

The region of stability is shown in Fig. 2.3.

(2.10)

This figure

shows that the region of stability decreases monotonously, as the

sampling period becomes large. The quadratic control area (2.7) is
t

shown in Fig. 2.4, where the parametE:)r is the samplir.!.g period A=_0
T

The integrated~square error (approximate quadratic control area)

Q(O) in (2,6) is shown in Fig. 2.5. Digital integration + Oth
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Fig. 2.5 Integrated-square error
of system of Fig. 2.2.

Fig. 2.6 Minimized quadratic
control area and optimum
loop gain system of
Fig. 2.2.

vrder hold element tends to k1/ s as to...,.,O(i. e. continuous). From Fig.

2.4 and Fi~. 2.5, we can recognize that the sampling system has almost

equal control performance to that of the continuous control system when

The minimum value of the quadratic control area and K

at the minimum point (i.e. ~opt ) are shown in Fig. 2.6. The curve

of the former takes a minimum value at to : 1.5T. Unexpectedly,

(11)



the continuous case (i.e. to = 0 ) and the open case (i.e. t __ 00 ) are
o

both inferior.

zero at to = 00

However, the gain margin is infinity at t = 0 and

Fig. 2.7 shows'the transient responses for t o= 0

and t 0 = 1 (where T = 1). From this figure, we can recognize that

the case of to = 1 is better than the case of to = O.

4-
5 6 '1 t

Fig. 2.7 Indicial responses of system
of Fig. 2.2 for to = 0 and
to = 1 (11'= 1,1"1(.(;;.=1.37)

2.3 Digital integration + Oth order hold + 2nd order element

with non-oscillatory indicial response.

Next, let us consider the control system with the controlled

element whose transfer function is

(2 .n)

as shown in Fig. 2.8. The boundary of stability can be obtained by

setting the denominator of 1
3

in (1.23) to zero, and the integrated

square error Q(O) of this system can be evaluated by to13.

But the following values must be substituted in a; and bj namely,

(12)



ao=/l-l

a l = klkZTl,,{l <,u-l-td 1-,ud Z) - <,u-l) (l+d 1+d Z)

a Z = k 1k ZT l Al (dZ-pdl+(p-l) d 1d Z)+(,u-l) (dtdZ+dldZ)

a 3 = - (P-l) d 1d Z

b 0 = b 4 = (p-l) zdId Z

b 1 = b 3 = - Cp-l) z (d1-tdZ) (l+d 1d Z)

z z z z Z
b

Z
= (p-l) (1-tdI-td Z+2d1 d Z+d 1d Z)

d = exp (-to/I'l) d Z exp (-to/'TZ)
1

p = T z/T 1 it 1 = t O/f1 )

(2.12)

For p = 1 (Le. T1 = TZ)j we must take the limit of fl -;. 1.

I I I

0
1'-:1 ---1\1

! !~I
2

5 i .'\

"""i ) '" "-..., ! !~!,

I IIA,oo
o 0.5 1.0 1.5 2.0 2.5 3.0 3.5 f.0

Al={

1.5

1.0

as

2.

- to

In +

Fig. 2.8 Block diagram of system
with 2nd-order element
k / ( T1s+l) ( T~s+l).

Fig. 2.9 Boundary of stability
of system of Fig. 2.8.

The region of stability and the integrated-square error Q(O) are

shown in Fig. 2.9 and Fig. 2.10 respectively. It is the remarkable

fact that the region of stability increases as the sampling period becomes

larger. This tendency ceases j however j at a certain value of the

sampling period ( i.e. (."1 )0 in Fig. 2.9 ).

The integrated square error (i.e. approximate quadratic control

area) is nearly equal to that of the continuous system (t = 0 ) whereo
As Q(O) is an excess approximation j the minimum

value of the quadratic control area may become smaller than that of the

continuous case even in the domain A
l
> (A l ) 0
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Fig. 2.10 Integrated-sQuare error of system of Fig. 2.8.

From these facts, we may conclude as follows: the optimum value of

the sampling period is (i1 t) 0 (i . e. (to ITt )0) where the gain margin

becomes maximum ( Fig. 2.11 ). The transient responses to unit step

input are shown in Fig. 2.12. The case of t o= 3 is better than the

continuous case.

(14)
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Fig. 2.11 Optimum sampling period
of system of Fig. 2.8.

Fig. 2.12 Indicial responses of
system of Fig. 2.8 for
tD == 0 and to == 3 (k ,K.2=O.33o,
)J. =2).

2.4 Digital integral + Oth order hold + 2nd order element

with oscillatory indicial response

We consider the system shown in Fig. 2.13. The transfer

function of a controlled element is

(TS+l) 2 + b 2

Fig, 2.13 Block diagram of system
with 2nd-order element
k2./ (Ts+l?+h:L.



The boundary of stability of this system can be given by setting

the denominator of 1 3 to zero, and the integrated square error Q(O) is

But a. and b. in 1
3

are
1 1

a = 1o
a =. k1k2T A

1 1+b2

dk 1k 2A
a 2 = 1+b 2

as ::::;: - d 2

d
(1-cosAb--sinAb)-(2d cosAb+l)

b

1
(d-cos'-b-t-- sin bA)+d 2+2dcos J..b

b

b = d 2
4

b 3 = -2d (1+d 2) cos Ab

1 + 4d 2 sin 2Ab + d 4

to/T d = e- A
)

The boundary of stabitity is shown in Fig. 2.14 and the integrated

square error is shown in Fig. 2.15. ]'rom these figures, we can indicate

same facts as mentioned in the preceeding section.

The optimum value 0 f A0 where

the region of stability becomes

maximum as shown in Fig. 2.16.

Fig. 2.14 Boundary of stability
of system of Fig. 2,13.

(16)
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2.5 Conclusion

As the first step for the development of many point control systems,

we investigated the influence of the sampling period upon the control

performance. The reults may be summarized as follows: it is not

always optimum to make the sampling period tend to zero.

In the system shown in Fig. 2.2, the continuous case ( to = 0 ) and

the open case ( ~= 00 ) are both inferior, on the other hand, the control

performance is the best when to~ 1.5T in the sense that it minimizes the

quadratic control area. However, the gain margin is maximum at t o= O.

On the contrary, in the system with the 2nd order controlled

element as shown in Fig, 2.8 or Fig. 2.13, the gain margin is not

That



is, at a certain value of the sampling period other than zero, the degree

of stability becomes the largest.

Therefore, we can expect that, when we adop many point control

systems, we can control concurrently by one controller much more controlled

elements than we expected without lowering the control quality.

(18)



Chapter 3

SYNTlf8SIS OF FINITE SE;rTLING rrntIE SYSTEMS BY rrHE NIETHOD

(2)
OF MINIMIZING INTEGRATED SQUARE ElmOR.

3.1 Introduction

The theory of finite settling tiLle systems constitute an interest-

ing field for study in the theory of sampled data control systems.

It is not always optimum to make a settling time the shortest.

So in this chapter, we study the systhesis of finite settling time

systems by the method of minimizing integrated square error. In the

sampled data control shovm in Fig. 3.1 9 the Z transform of a system

Fig. 3.1 Block diagram of sampled-data
control system.

error is

E(z) = K0z).x(z)

where X(z) is the Z transform of an input x(t) and

K(z) 1

1 + C( z ) HG ( z )

In order to respond without steady state error to an integration

type input of the order m~ namely,



X(z) F m (z)
( 1 - z -1 )m

where Fm (z) is a polynomial in Z and F (1) f 0, K(z) must contain a

factor ( 1 _ Z-1)m

K( ) -1 m -1 -N
z == ( 1 - Z ) • (a 0 +a 1 .Z +... + aN Z )

Substituting (3.3) and (3.4) in (3.1)9 we obtain the system error

If an input of order k is added to this system, the system error

of this case becomes

The problem to minimize the integrated square error
1 dz

--.-f E(z). E l Z1) -z­
27lJ c

where

E(z) == z-1J(b + b z-1+ •••• +bMz-M)(a +a z-l+ •.• +:::L.z-N) (3.8)o 1 0 1 -j\j

will be treated in the following sections.

3.2 General procedure

The problem here is to evaluate ao ' a 1 , •• " and aN which minimize

(3,7L where bo' 0,1"00' and b
M

are known as in (3.8), under the initial

condition

As

t. N N N-Inl
, -/1"" P - . z·-nai. z 2J allz -.IJ (1: all a "+ I n I)

fJi=0 I-" /-F0 I-" '\1=-1 p::::O I-" ,...

(20)

(3.U)



the integrated square error is given by

1 -1 d z .N 2 M 2 min(MoNl....n 1t;il.
Q = 27tJ' .fc E(z.) E (z ) - = 2;' a .Eb +2 1) (2;a ,a ..-Ln) (2;' b Ab ~+n)

z tt==0!J. A=O A 0=1 tt==0 p. pq J.=O ...

If we set
M-n

B n = lJ b Ab A+n
A=O

(3.11) becomes as follows:

Je.
Multiplying (3,9) by the Lagra~gefsmultiplyer2k

(3.14), there ersults

and adding it to

Differentiating (3.15) and setting the derivatives equal to zero 9

we have

where

0/1 = 1 (u=D)
r 0 Ct-~)

a,u-t-n 0 (,u+n>N)

ap _n 0 (,u-n<O)

-.,
i
!

r
.J

A set of linear equations (3.16 ) can be expressed in the matrix

form as follows:

r
( "

BO B1 B2 B
N 1 a O 0

B1 BO B1 BN- 1 0 a 1 0

B2 B1 BO BN- 2 0 a Z 0
- (3.18 )

BN BN- 1 BN- 2 BO 0 aN 0

\ 1 0 0 0 0 IC I 1
; " /

(21)



where

( k>min(M,N') )

By solving 0.18), we can obtain desired values of a's.

the pulse transfer function is determined by (3.2) as follows g

Therefore,

C(z) =

3.3 Evaluation of Min. Q

1 - K(z)
HG(z) K(z)

(3.20 )

The solution of (3.18) is given by Cramer's rule

a =
Jl

D,u-tl

D
(p = 0.1 ...... N)

where D is the determinant formed from coefficients of (3.18) and D~l

is that formed by replacing the p + Ith row of D by the right hand side

of (3.18) and D.u+l is also the cofactor of (N+2,,u +1) element.

To evaluate the minimized integrated square error, we substitute

(3.21) in (3.14)

1 N mn (M,N) N- n
.rvlinQ=-· {Bo X': a D,LLl+ 2J B .E (a D I +a D )}

D tt=O IJ. ..... , n=l n tt=O IJ. ~n-rl ~n ~l

Arranging (3.22) in D's, there ,esults
1

= D '!::o Dk+ 1 (.•.••+ak-l B1+akBO+ak+l B1+· •• • ••) (3.23)

As Dk+1 is the cofactor of (N+2, k+l) element of D, the right hand

side of (3.23) becomes the determinant formed from D by replacing the

N+2th column of D by

In this determinant, multiplying the 1st, 2nd,. '" and N+lth

column bv -a , -a "" and -a respectively and adding to the N+2th
~ 0 '1 N

column, all the elements in the N+2th column vanish except(N+2,N+2)

element the value of which is

- a o
( - 1 )

(22)



Therefore, we can obtain

Min Q - k;x:

'l'his is the physical m,,~aning of the Lagrange's multiplier fC

3.4 Example

We will consider, as an example 9 the case where the system error

is given by

The factor kz-m doGS not contribute to the determination of a's,

By using

BO= 1 + a 2 I
0·28 )'.

B I = a J
we will evaluate the determinants D and D.u+1

B BI 0 0 0 1 N
0 r-._- --'\~ ---------

B Bo BI 0 0 0 I B 0 BI
0 0

II
0 BI Bo 0 0 0 I B 1 ~o 13 1

. 0
I

D , O~ 1 B 0 1= - A (3.29)
I 0

I
N

0 0 0 Bo B
1

0 I
I •

0 0 0 BI 130 0 10 0 0 B I
0;

1 0 0 0 0 0

relation

satis£ies the following recurrence

i.e.

AN -BoAN_ 1+BI A N- 2 = 0

AN -(1+a2)~_1 +a 2
A N_ 2= 0

1
I

J
0·30)

Solving this recurrence relation under the following initial

condition

+ a 2
,

A 1 = -, ( = Bo ) l.L

A2 1 +a 2+ a 4
( = 13 2_ 13 2 ) r

0 1 )

(23)

0·31)



there results

2N+·.···"'·+a

On the other hand
,u+l N-,u+l

r--'/\ ,,(-'~

BO Bl . 0 0 1

B l B O
. 0 0 0

D/rf-l = 0 Hi 0 0 0 (_1)1--+1
Bf AN-fJ, (3.33)

0 0 0 0 0

0 0 0 Bo 0

1 0 1 0 0

and

Therefore, we have

and

a =
fJ.

D.u+l

D

2 DN+2MinQ=-k
D

0·36)

As

To an acceleration input

2 -1 -1..
-1 3 -1 -N) toz (l+z-)

E(z'l=K(zlx(z)= (l-z ) (aO+a1z + •.••.+aNz I
2 (l-i- ) 3

s,etting a 1 in (3.33) and (3.34), we have

afJ. -
N-fJ.+l(-1) fJ. _

N+l

(3.38)



and

t 4
Min Q =_0

4

N+2

N+l

To make the system that has a finite settling time response

to a ramp input and is optimuill for a step input.

1
As

setting (){

( ) ( \ () -1 2 -1 -NE Z =K z,X z= (l-z ) (a O+a 1 z +- - -+aNz) 1
(l-z )

,
- 1 in (3.33) and (3.34), there results

N-,u+l

(3.40)

Min Q=
N+2

N+l

(25)



Chapter 4

STATISTICAL SYNTHESIS OF FINITE~SETTLING-TIME SYSTEMS

4.1 Introduction

The problem of finite settling time systems has attracted the

interest of many investigators and contrlbutions to this field have

been made by many authors, but they did not treat the finite settling
..

time system with a random noise. In this chapter, we study a method

of determining the pulse transfer function of a controller of a sampled

data control system with a stationary random noise which has been

designed to respond to an integration-type input of order m ~

F (2)
0- Z -1) m

where F(z) is a polynomial in t"1( F(-l) f. 0 ) without steady state

error by the R.S.M.- Error Criterion.

4.2 General procedure

Let us consider the system in the presence of a stationary random

noise v(t) as shown in Fig. 4.1.

- Om

The autocorrelation function of a

1Jo,;(~-y

Fig. 4.1 Block diagram of sampled-data control system.

(26)



stationary and ergodic process may be obtained by an average of samples

according to

1 N
~(7.")=PiID---2J v (nt O) v (nt O+I;)

ij->oo 2N-H n=-N

where to is a sampling period. Setting ~ (n to) ::: ~n' the pulse spectral

density of the noise is defined by the following expression ;

S*(w)
co

~0+2 £ ~ncos ThWt o
11=-1

The mean square error of this system is evaluated by the following

integral

where

1
K(Z)=----­

1+G(Z) C(Z)

On the other hand, in order to obtain the finite settling time

response, K(z) must be a polynomial in z-1

Substituting (4.3) and (4.6) in (4.4) and evaluating the integral,

there results

In order that this system responds to an integration-type input of

order m without steady state error, K(z) must contain a factor (l_z-l)ID.

Therefore, a's, coefficients of the polynomial K(z), must satisfy

the following m conditions

n f1.
.E{ }ap 0, (v=O,l,2, •..• ,ID-l)

j(~\i 1)

where l



{ fJ. } - f1 (p.- 1) . . • (fl- v+ 1) (p>v>O) l (4.8)v

{
p.

} 111p. -

.f fJ.}
L 0

1

and an initial condition

a-I
o

o

Now, our purpose is to determine a's ( i.e. polynomial K(z) )

which minimize<e~> in (4.7) under conditions (4.8) and (4.9).

Multiplying (4.8) and (4.9) by Lagrange's multipliers AooA
1

•••••

••• A 1;m- K and adding them to (4.7), there results

n n n-k m-l n { fJ. }
<Po 2J a 2 + 2 2J <Pk }J aJla.u-+-k+K (a o-1)+ 2J Av.E l.i aJl

/1:= 0 P. k= 1 /1:=0 l.i= 0 /1;=.1)

It is seen that the mean square error (4.10) is a function of the

coefficients a's which must be so chosen as to minimize (4.10).

Differentiating and setting the derivatives equal to zero 9 we

obtain a set of n+l linear equations in a's: namely 9

Cp.=O.1.2 ••..•• n )

where

1 •
oJl = {O .

3 Jl-k = 0
a.u-+-k = 0

(Jl=O)

(Jl~O)

(p.-k<O)

(p.+ k>n) j

From equations (4.8), (4.9) and (4.11), we can evaluate a's.

Expressing these n+m+2 equations in the matrix form, we have

(28)



2<Pn 1 0 0
i (

02<PO 2<P1 2<P2 I 0 I aO
I

I

2<P1 2<Po 2<P1
I 0 0 0 02cp, l' a1n- '
I
I

2<P2 2<Pl 2<po 2 1 0 2 2:1 0 a2 0<Pn-21
I

I
I

2<Pn 2<Pn-1 2<Pn-2 2<PO 0 n n~1) . ~~1} % 0

- - - - - _. -- - - - -- -- _. _! - .- .- - - - - _. - - - ~

0 0 0 0 0 0 0 0 IC (4.12)

0 0 0 0 0 Ao 0

0 2 n 0 0 0 0 0 A1 0

0 0 2-1 . 0ilt-1)! 0 0 0 0 0 A2 0
I
I
I
I
I

0
n I 0 0 0 0 0 1n-l 0 i0 0 • {m-l}!

\... i
./

The solutions of these linear e~uations are given by the Cramer's

rule : namely,

where

a =p.
(f.1=0 • 1 • 2 •••.•. n )

<Po <P1 <P2 <Pn 0 0 0

<P1 <PO <P1 · <Pn-l 0 0 0

<P2 <P1 <Po · <Pn-2 0 2 2<1 0

<Pn <Pn-1 <Pn-2 <PO 0 n n~l) {ne1 }
,6. 1 0 0 0 0 0 0 0 0 (4. 14)

0 0 0 0 0

0 2 n 0 0 0 0 0

0 0 2·1 n (n-l) 0 0 0 0 0

0 0 0 • {m
n
...,1} i 0 0 0 0 0

(29)



and 6.,u+l is the determinant formed by replacing the p. +1 th row of the

determinant 6. by the row vector of the right hand side of (4. 12 ).

Naturally 6.
1

= 6..

Therefore, the pulse transfer function of the controller C(z)

becomes as follows:

l-K(Z)

1\:(2)

1
C(Z)=­

G (Z)

n -It

1 Itft 6.tt+1 Z

G(Z) n It
};' 6./.t-j-1Z ­

JJ.=O

Eq.(4.15) is the required result of this chapter.

In evaluating a's it is convenient to note that a's do not change

their values if cp is replaced by M ep (M is an arbitrary constant ),

because it only means that <e 2> ....,. M<e 2 >n n by the quation (4.7).

4.3 On the evaluation of minimized mean square error

To evaluate the minimized mean square error Min<e 2>, substitution. n

of (4.13) into (4.7) gives

Arranging this expression in6.
JJ.

, there results

As 6. k+2 is a cofactor of the (n+2, k+2) element of the determi-

nant 6. 6. Min <e~ > becomes the determinant formed by replacing

the n+2th row of 6. by

( k= 0 • 1 • 2 • • .••..• n )



and O. Ivlultiplying the first, second, ... ", and n+lth column of this

new determinant 6. Min <e~> by ao ' a 1 , •• , •• , and an respectively and

subtracting them from the n+2th column, all the elements in this n+2th

column vanish by conditions (4.8) except the n+lth element.

n+l th element is -aO ( == -1 ), there results

As this

By the notice mentioned at the end of the previous section, we

obfain

Min <e 2 >= 1- n -
2

This is the physical meaning of the Lagrange's multiplier K

4.4 Example

To illustrate the application of the general theory, it will be

applied to the system with a stationary random noise having a finite

bandwidth, including frequency components up to but not beyond a

frequency of 2f rad/sec .

SIIJJ)

o 2"1

Fig. 4,2 Spectral density of noise.

Let its spectral density be as follows ( Fig. 4.2 )

Iml s: 27Cf

Iwl > 2nf

The autocorrelation function of this noise becomes



therefore,

1 -joe' 12nf·
SO(t)= --f S(w) e Jwt dw =--f e Jwt dw

2 7£ --<XJ 2 IT -27rf

sin 2nf t

ITt

sin 2nn£to

2mrf t 0
• <p 0 m - 2£TO -

4.4.1 The case of a sampling :period to = 1/2f •

If to 1/2f, the autocorrelation coefficients become

SOn = 0 • (n~ 0 ) ({Jo = 2£

and the pulse spectral density becomes constant in ( - 7:/to ,+n/to ) as

shown in Fig. 4.3 . In the evalu.ation of ajJ. , we may set, {fp --"-- 1

Fig. 4.3 Pulse spectral density

of noise ( ta0 = 1 /2f),
S'COI)

" ,,,
, W

-It 0 71
lio G

according to the notice mentioned at the end of the section 3.

Therefore, the determinant l::,. in this case can be reduced to

(m,m) determinant as follows (Appendix 11-1) :

where

(4,26)



and especially

n
Cll =.z 1 = n

p=l

n n (~1)

C l2 = 1J f-l = = C2l,tt=1 2

n 2 n (n+1) (2~l)
C z2 =.E f.1 = ----,

,tt=l 6

n (n-1) n (n+1)
C1 3 = lJ f1 (,u-1) = = C 3 1

/k'= 2 3

n 2 (n-1) n (n+1) (3n+2)
C23 =.E f1 (,u-l) - = C3 2

,tt=2 12

n (n-1) n (n+1)(3n 2_ 2)
C33 = lJ p,2 Cp-1) 2=

p=2 15
/

Similarly .6.,u+l becomes ( Appendix 11-2 )

6. = (- 1) m I C' I,u+l p.q

where \ (j I is the determinant formed from Ie Ip.q I p.q

the first column by tb.8 following set of values

by replacing

Finally

1 f1 (fl- - 1) • . . . • {m~ 1 }

where all elements of

( Appendix 11-3) and

Then we obtain

C 11 + 1

are equal to those of I C Ip.q



Ie' p. q 1
a = - ----.,.-

IJ. Ie p. q I
and

I err I
Min<e 2 >=. p.q

n Ie Ip.q
(4.3 2 )

Derivations of (4.25), (4.28), and (4.30) are given in Appendixes
11-1., il-2 II-3

-I-,-±-f-, and f-H. Table 4.1 shoVlTS some values of a 1 s and N[in<e~ > W'hen

m := 1, 2, and 3 ( step, ramp, and acceleration ).

Tahle 4.1

}CPo

2input a ~) Min < en>fJ-

step 1
1- --

(1+ - ) CPon
n

2 2 (2n+l)ramp ------_. {3p- (2n+1) } {1+ -. }cpo
n (n-1) n (n-1)

-3
, . { (3n 2+3n+ 2)

ace. n (n-1) (n""'-2) - 3 (3n 2+3n+ 2)
{1+

n (n-1) (n-2)-4 (3n-1) ,u+l01J. (IJ.-1) }

The relation between Min <e 2 > and n ( settling time) is shown in
n

10

5

20 :

I
i

i

I

0

• 0
0 • 0

• l • • •o
o / 2 3 4 S 6 7 , 9 10

Fig. 4.4 Minimized mean square

error ( case 1 ).

The sign © s·hows the Min <e~ > of the system which has been

designed to respond to a step input without steady state error, to

a ramp input, and 0 to an accelerati6n input. Of course, the

smaller the Min <e 2 >and n are, the better the performance of then



control system becomes. However, the Min <e~> decreases monoto-

nously with the order lin as found in Table 4.1. On the other hand,

for a fixed n, the Min <e~> increases accordinls as the condition

becomes severer in such a way as step, ramp, and acceleration ( as m

increses ).

These results are reasonable.

Judging from Fig. 4.4 only, we had better not choose n=3 or 4

when we demand the finite settling time response to an acceleration

input ( 0 , m=3 ). Similarly, we had better not choose n=2 to a

ramp input ( ~ , m=2 ). In order to make these facts clearer,

of the system
00

"';' e 2let's examine the integrated square error _
0=0 0

designed as mentioned above for a step input, a ramp input, or an

acceleration input. Fig. 4.5 shows integrated square errors for a

step input of systems designed not only to respond to a step input

( © ), a ramp input ~ ), and an acceleration input ( 0 )

without steady state error, but also to optimize the response to a

random noise with the constant pulse spectral density as shown in

Fig. 4.3 . Fig. 4.6 shows integrated square errors for a ramp

input of such systems.

•

0

•
0

0•
2

4

o
o / 2 J 4 S 6 7 8 9 to7 8 'I to

0

0 0

• 0 n

• • • .
• •

4

2

o
o / Z J 4 S

Fig. 4.5 Integrated-square error
for step input (case 1).

Fig. 4.6 Integrated-square error
for ramp input (case 1).



R~E
/2 1---- ---~---

Fig. 4.7 Integrated-~quare error

for ace. input (case 1).

/6 ,---_--_----,--_----,
I

3 f---- ------0------ -

4 f--------- cO"--_---r-__ _

According

Fig. 4.4 ), and

o

o ~ Io '---------"----~---'-----'

o 2 J 4 S 6 7 8 q /0

Pig. 4.7 shows the same for an acceleration input.

NOW 9 we consider a number of systems having the capability of

responding to an acceleration input without steady state error ( 0 ).

as n increases, Min <e~> decreases monotonously (by
00

~ e 2 for an acceleration input increases monotonously
n=O n

( by Fig. 4.7 ).

However, Pig. 4.5 shows that for a step input takes the
00

minimum values at n=8 and Pig. 4.6 shows that ~ e~
n=O

for a ramp input

takes the minimum value at n=4. From these facts, we can conclude

that it is the best to choose the settling time as five or six sampling

periods. The characteristics of these systems as a filter 9

. t 2 n 2 n n-k
I K (e 1 Cu 0) I -_ "" +2 '" "" k t~ a ~ ~ a a +k cOS W 0

p=0 ~ k=lp=O ~ ~
(4.33)

are given in Pig. 4.8 ( for systems having the capability of responding

to a step input without steady state error ), Fig. 4.9 ( for a ramp

input )9 and Fig. 4.10 ( for an acceleration input ). As the pulse

spectral density is constant, each system is designed to minimize the

area enclosed by the corresponding curve and the horizontal axis under

conditions (4.8) and (4.9).



li
4- •~

,::::
~

1
~ g6
~ 3

4
2

2

0

45' /35'
O' 45'

cot.

Fig. 4.8 Characteristics as a
filter (m=l ; case 1).

Fig. 4.9 Characteristics as a
filter (m=2 ; case 1).

Fig.4.10 Characteristics as a
filter (m=3 ; case 1).

24
~ 0

f'
.~

~ 18

/2

The case of a sampling period t o = 1/4f

Putting to = 1/4f in (4.22)9 the autocorrelation coefficients of

this case become

Therefore j the pulse spectral density becomes as follows

00

s* (w) = ({I {1+ 2 2:
o n=l

• cos nwt 0 }

or

s* (w) = 2Y?0
11: 11:

in C-2"tQ ._- ) \ (4.36)• 2tO

}
0 Otherwise- ./

(37)



as shown in Fig. 4.11 .
s*(W)

2~

Fig. 4.11 Pulse spectral density
of noise ( t o= 1/4f ) . 1f 1f o if {-G" -&

Substituting (4.34) in (4.13) and (4.14) and evaluating a's9 there

results Table 4.2 when we demand that systems respond to a step input

without steady state error ( m 1 )9 Table 4.3 for systems responding

to a ramp input without steady state error ( m = 2 )9 and Table 4.4 to

an acceleration input ( m = 3 ).

Table 4.2

j.
.

For a step input ( m = 1 )

I I i i I

n I a o a 1 a 2 1 a 3
I 3 4 as

I I I

1 I

I

I
I

I 1 1. -1. I

i

!2 1. -1. 3760 i 0.3760
,

3- 1. -1.6935 1.5384 -0.8449

4 1. -2.1699 2.4057 -1. 7996 0.5638

5 1. -2.6249 3·8414 -3.7097 2.2884 -0.7955

Table 4.3

for a ramp input (m 2 )

n aX) at az' a 3 a 4
I as

2 1. -2. 1. J
3 1. -2.2632 1. 5265 -0.2596 l4 1. -2·5132 2·9337 -2.3277 0·9073
5 1. -3.0098 4.1246 -3.7838 2.1521 -0 ·4837 J

for an acceleration input (m 3)
I -', I I In a o a 1 a 2 a 3

a 4 as

3 1. -3. 3· 1. ···1

4 1. -3·2102 3.6309 -1. 6309 0.2103 j

(38)
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Fig. 4.12 Characteristics as a
filter (m=l ; case 2).

Fig. 4.13 Characteristics as a
filter (m =2 ; case 2).
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I
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Fig. 4.14 Characteristics as a
filter (m=3 ; case 2).

'fhe characteristics as a filter IK(eiwtO)12are shown in Fig. 4.12

(m 1), Fig. 4.13 ( m = 2 )j and Fig. 4.14 ( m = 3 ).

The remarkable feature of these curves is that they appoach zero
o

in 90 ~(j)t 0> -90 This tendency is opposite to that of the pulse

spectral density as shown in Fig. 4.11. .As we designed so as to mini-

o 9 0
mize the area enclosed by the curve in the interval 90 ~wto>- 0 and

the horizontal axis under conditions (4.8) and (4.9L this is reasonable.

The larger the n ( settling time ) or m ( a sort of an input as a

constraint) becomes j the more remarkable the tendency is •

.At the ideal state IK(eiQ)tO)I~O in 9JO>wt o>-90
o

, then <e~~o

Five pairs of these curves ( n 1 , n = 2 ),( n = 3 j n 4 )

in Fig. 4.12, ( n=2 , n=3 ),( n=4 , n=5 ) in Fig. 4.13, and ( n=3 , n=4 )

in Fig. 4.14 resemble one another j therefore, we had better



choose the smaller n in each pair. Fig. 4.15 shows the minimized

mean square errors, Min <e ~ > ,of this cas I:; ( to = 1/4f ). we can

recognize that five pairs mentiond also resemble one another in Fig. 4.15.

Figs 4.16, 4.17, and 4.18 show integrated square errors to a step

input, a ramp input and an acceleration input respectively.
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Fig. 4.15 Minimized-mean square
error ( case 2 ).

Fig. 4.16 Integrated-square error
for step input (case 2).
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Fig. 4.17 Integrated-square error
for ramp input (case 2).

Fig. 4.18 Integrated-square error
for ace. input (case 2).

Comparing the Min <e;> of this case with that of the case 1, we

can recognize that if we choose a sampling period which is determined by

the sampling theorem ( case 1 ), the is always larger than the

variance of noise ( i.e. ~o), and on the other hand, for a half of the

sampling period determined by the theorem ( case 2 ), Mi n <e~>- 0 as



n- O. Therefore, we had better choose a smaller sampling period

than that which is determined by the theorem.

Fig. 4.19 shows the relation between minimized mean square errors

and a sampling period.

Fig. 4.19 Relation between minimized mean
square error and sampling period.
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4.5 Conclusion

Under the constraint that the system must respond to the integration-

type input of the order m without steady state error j the pulse transfer

function of the controller which minimize the mt)an square error of the

control system to a stationary random noise is determined by (4.15).

From two examples of the noise having a finite bandWidth, we can

conclude the following: if we reserve 2 or 3 freedoms without making the

settling time the shortest and use them to adjust the system statisti-

cally as mentioned, then we can make small not only the mean square error

for the noise, but also the integrated square error for the integration-

type input.



Chapter 5

FUNDAMENTAL STUDY OF FINI'rE SETTLING 'rIME RESPONSE

5.1 Introduction

A synthesis of finite settling time systems has been studied by

using the Z transform method or the advanced Z transform method.

However, in order to make the mechanism of such systems clear 9 we

must investigate indicial responses of the controlled element in the

time domain. This chapter will be devoted to the fundamental study

of the finite settling time response.

5.2 The case of the second order controlled system:
1

s(Ts+l)

Let us consider the case of the second order controlled element

whose transfer function is

1
s(Ts+l)

The indicial response of this element is
t

g ( t) = t - T ( 1- e -f )

If we assume the zero-order hold element, this system can give

finite settling time response to a step or a ramp input.

Step response synthesis

The response to three step signals of magnitudes k0 9 kl and k2 ,

which are supplied at the instants t = 0, to and 2to 9 becomes

yet) ko get) + k j g(t-to ) + k
2

g(t-2to ) (5.3)

- T(k o+ k 1+ k 2 ) - toe k1 + 2k 2 )

t
+ ( k o+ k

1
+ k

2
)t + ( ko+ mk

1
+ m2 k

2
) e-f

In order that (5.3) is equal identically to unity, the following
t

relations must be satisfied because 1, t and e -f are linearly

independent.

(42)



k O+ k1+ k 2= 0

2k O+ mk1+ m k 2= 0

Solving these equations, there results

Therefore, the system responds without

l/tO(l-d)

-(l+d)/to(l-d)

d/to(l-d)

k =o

k 2=
to

e T ~where d = lim =

steady state error to the manipulated signal shown in Fig. 5.1.

The pulse transfer function of a controller in an open loop as

shown in Fig. 5.2 becomes

I
~

o

Fig. 5.1 Manipulated signal for
illustrative example.

Fig. 5.2 Block diagram of sampled
-data system with series
compensator.

(5.6)

This
f3>fIt.)

is the same result that ,is obtained by Jury-Schreoder 1 s method.

5.2.2 Ramp response synthesis

As we can not obtain a signal at t = 0 for a ramp input, we must

supply three step signals of magnitudes kl' k 2 and k3 at. t = to' 2to

and 3to respectively. The response for t :2 3t 0 becomes



Therefore, we obtain the following relations:where m

yet) = k1g(t-to)+k2g(t-2to)+k3g(t-3to)

=-T (k1 +k2+k 3)-t 0 (k1 +2k2+3k3 )
t

+ (k 1+k2+k 3) t+T (mktm2 k 2+m3 k 3) e -T

~ t
....10

e T.

k
1

+ k2 + k 3 = 1

k
1

+ 2k2+ 3k
3
= -T/to

2 3mk1 +m k 2+m k 3= 0

(5.8)

Therefore, we have the pulse transfer fun-

The solution of these equations becomes

1 T
k =-- 2 { (2+-) (1-d) -d}

1 (1-d) to

k = d { (1+T ) (1-d) -d}
3 (1-d) 2 to

_io
where d = 11m = e T .

ction of the controller in the open-loop as follows:

(
-1

1-z ) -1-2
Co (z)= (k

1
+k 2 z +k 3 Z )

to

5.3 Method by reverse-device

It is not neccessary for obtaining the finite settling time

response to supply step signals at equal intervals of time to.

Another method of designing finite settling time systems was

proposed by s. Hoshin~! It is achieved by introducing a reverse-

device but has some defects. His method can be radically improved

by the method mentioned above. To illustrate the technique,



the system 9 which is used in the preceding 8ection~ is considered.

If three step signals of amplitudes K9-2K and K are supplied at t ~ 0 9

t 1 and to' the response of the system in t > to, becomes as follows:

y( t) Kg(t)-2Kg(t-t )+Kg(t-t )
1 a

!l. t t
K (2t1 -tO)+K rr(1-2e T+eT)e-T (5.11)

In order that (5011) is equal identically to unity in t > ,to,

the following conditions must be satisfied

_t1 to
1-2eT+eT=0

This the same result that is given by Hoshino.

The feed-back system is constructed by introducing a reverse-device

as shown in Fig. 5.3 where to is a sampling period. The manipulated

o &

Fig. 5.3 Sampled-data system
with reverse-device.

Figo 5.4 Manipulated signal of
system of Fig. 5.30

signal is shown in Figo 5.49 and the step signal is reversed at the

5.4 Settling time

If we supply manipulated step signals at equal intervals of time

to' the settling time depends only upon a number of linearly independent

(45)



functions which construct the indicial response of a controlled element.

Assume the number to be N9 then the settling time becomes

(N-l)to for a step input
(5.13)

and In 0 for a higher order input

where to is a sampling period. However if we choose the sampling

period so as to reduce the number of linearly independent functions 9

we make the settling time shorter than (5.13).

For example, assume an indicial response to be

then

get) =
-t

1 - e
IT

cos --­
2

g(t-tO)=l-e- t (cos; tocos~ t+sin; to sin ~ t).

If we choose the sampling period as to = 2 9 (5.15) becomes
2 .

( )
~ -t ITg t = 1 + e e cos "2 t .

Therefore, the response for two step signals of magnitudes ~ and

k 1 at the instants t = 0 and t = ~2 becomes

yet) = ko (l_e-t cos ;- t)+k1 (1+e2 e-t cos; t)

If we choose k o and k 1 as

k O= 1
1 +

k 1 =
d

1 +

d = e- 2

d

d (5. 18 )

we can settle the response completely to unity after t

5.5 ).

(46)



Fig. 5.5 Compensated response of
system used in example.

5.5 Experiment

1fc ::
O"2J4S 6 'T

t

J
I

I
°0 2 J 4 S , 7

t

If a transfer function of a controlled element is

k
( s + a )2 + b 2

we can obtain the finite settling response by supplying three step signal

of the following magnitude k i at the instants t = 0, to and 2t o '

e 2at O
k = --- ----------o 2atO atOk e -2e cosbto+1

-eatOcosbto

e2atO-2eatocosbtO+1

k = --------------2 2ato atOk e -2e cosbt o

The results of an experiment by an analoge computer are shown in

Fig. 5.6 and Fig. 5.7. Fig. 5.6 shows the indicial response of (5.19)

and Fig. 5.7 shows the compensated response of this systems, where a =

1/4, b = 2, and k = 1 in (5.19).

(47)
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Fig. 5.6 Indicial response of
system of (5.19).

5.6 Generalization of theory

Fig. 5.7 Compensated response of
system of (5.19).

We can generalize the above theory as follows.

Assume an indicial response of a controlled system to be given by

a linear conbination of N linearly independent functions f i (t)

N
g (t) = ::z a i t i (t)

i=1

and that the number of linearly independent functions ( i.e. N ) is

invariable or its increase is finite by a transfer of the origin of time?

N
g (t-t )= ::z a~t. (t)

p. i=l I 1

where afi is a function of tp. , then we can settle the response to the

desired value by supplying step signals N times.

The response of this system to step signals of magnitude ~ , kz '

and kN, which are supplied at the instants t = t 1 , tz , ••• and t
N

respectively, becomes as follows:

N N N N N
Z k"g (t-t ) = :E k" k al!t. (t)= ~ { :z a~k } t. (t)

p.=1'" p: tt=1 "'i=l 1 1 i=l fJ.=1 1 f1. 1

If the setting signal is given by the linear combination of the

same functions that construct the indicial response of the systemg

namely,
N
:z b. t . (t)

i=l 1 1



then we can obtain the finite settling time response as follows.

Setting (5.23) identically equal to (5.24), there results

N N
~ { 2: a~kJl-b.}f. (t)= 0

i=1 /.1.=1 1 p. 1 1

As the functions fi (t) are linearly independent ~"we have the

following relations

b.
1

(i=1,·2 •••. ,N) (5.26)

Solving (5.26), we have the required manipulated signal as shown

in Fig. 5.8. The settiing time is t N •

Fig. 5.8 Manipulated signal.

t

Step response synthesis

Assume that

t,u = (/.1. - 1 ) to

where to is the sampling period, and the pulse transfer function of

the controller in the open loop as shown in Fig. 5.2 becomes

5.6.2

N
C (z) = ~ k z-/.1.+ 1

a /.1.=1 /.1.

Ramp response synthesis

Assume that



then

(5.30)

The controller in a closed loop is given from Co (z) by the follow-

ing relation

5.7 Conclusion

C(z) Co (z)

1 - G(z) Co (z)

The finite settling time response means to extract only the

desired signal out of an indicial response by supplying the same type

inputs several times to a-controlled system.

'rhe finite settling time systems can be designed in the following

case~ if we employ the zero-order hold element.

(1) The indicial response is constructed by a linear combination

of a finite number of linearly independent functions.

(2) 'l'he number is invariable or its increase is finite by a

transfer of the origin of time.

(3) The setting signal must be given by a linear combination of

the same functions that construct the indicial response j as an old

proverb says 'Hai sode wa furenu. ( Out of nothing nothing comes.)'

Then the settling time is determined by the number of the above

functions and the sampling period.

(50)



Chapter 6

EVALUATING METHOD OF 'rRlUifSIENT RESPONSE OF NON-.GINEAR

SAMPLED DATA CONTROL SYSTEMS

6.1 Introduction

It is the purpose of this chapter to present the evaluating method

of the transient response of sampled data control systems with non-linear

elements.

6.2 General procedure

In the sampled data control system with a non-linear element ~

v = f (e ,e 1 •.•e l)n n n-, n- as shown in Fig. 6.1 , let en be the value of

Fig. 6.1 Block diagram of sampled
data system with non­
linear element.

the control error e(t) at sampling instants, then it can be expressed

as follows

(6.1)

where X
n

e =:x - G (z) f (e • e 1 ••••• e l)n n n n - , n-

is an input and G(z) is the pulse transfer function of the

plant including the data hold element.

-1
nomials in Z of the form

If G(z) is a ratio of poly-

G (z) =
-m -q

bmz + ••.• +bqz

(51)

(6.2)



• f (e • e 1 ' .•• e l)n n- n-e =X­
n n

then, substituting (6.2) in (6.1), there results
-m -q

bmz 't-•.•+b q Z

-1 "---=~.;-

1+a 1 z + •••+b p z 1

Multiplying both sides of (6.3) by the denominator of G(z) and

putting -k -k
Z X =X k I Z e = e kn n- n n- - etc. , there results the following

recurrence relation ~

e n= (X +a 1X 1 ~f-. • •+a X J - ( a 1 e 1+. • .+a e Jn n- p n-p n- p n-p

-(bmf(e n m •••• e n l l+•.•+b fee ""e l )J.-" .. - -III' q n-q, n- -q

Therefore, under suitable initial conditions, we can calculate all

values of e
n

succesively by (6.4) .

The above mentioned method describes the behavier of the system at

sampling instant only. On the other hand, by employing the modified

or advanced Z transformation method, we can obtain the information

between sampling instants. With. the fictitious time advance

exp G0,tos) inserted as shown in Pig. 6.1 , the value of the control

error becomes a function of 6. Therefore, the following recurrence

relation must be added to (6.1)

e (6.) =x (6.) 4G (2 • 6) f (e e 1" • e I)n n n, n-, 11-
(6.5)

where G( z, 6. ) is the advanced pulse transfer fuction of the plant with

the data hold of the form

1:m(6.) Z-l11.-f-••• +b p ("~~) Z - q

1+a1Z-1+...+apZ- P (6.6)

If 6. -l> 0 , then G(z ,6. )---+G(z). Substituting (6.6) in (6.5),

the recurrence relation in this case can be written as follows

e (6)= (X+a 1X 1+..*a X )-(a 1 e 1 (6.)+ ..+a e (6.))n n n- p n-p- n- p n-p

- (b (6) f (e .•• ,e l 1+•.•+b (6) f (e •.• ,en l q»)m n-m, n- -III' q n-q. - - ,



may be calculated (6.4)~

the value of the continuous control error is explored at any sampling

intervals 1 if 6

Example

is taken as a number ranging between zero and unity.

To illustrate the technique, the sampled data control system

shown in Fig. 6.2 will be used as an example. The pulse transfer

Fig. 6.2 Block diagram for
illustrative example.

function of the plant including the zero-order hold element of the

system shown in Fig. 6.2 becomes

(t o-l+d) Z-1+ (l-d-t 0 d) Z - 2
G (Z) = --(-1-Z-=-1')-(-1-d-Z~1)----

where d = exp ( -to ) and to is the sampling period.

(6.8)

The recurrence relation corresponding to (6.4) becomes as follows:

e n =1.90484e 1-0.90484e 2+(X-1.90484X 1+0.90484X 2)n- n- n n- n-

(6.10)

(53)



As non-linear elements, let us assume those as shown in Fig, 6.3,

and the responses of the control error to step inputs become as shown

in Fig. 6.4 and Fig. 6.5 .

1.0

....
as

o

-i.O

~ !
I

~~~ to.Q)0 K rz
2 "<... 4-

!
6 8'

i i I iI

Fig. 6.3 Non-linear elements:
1) saturation, 2) linear,
3) quadratic and 4) cubic.

Fig. 6.4 Transient responses to
unit step input.

Fig. 6.5 Transient responses to
step input of magnitude
2.

6.3 Application to many point control system with reays

Let us consider the many point control system with relays shown

in Fig. 6.6 and assume that every relay takes only two states: unit

positive output and unit negative output, ancl that for all relays a

common digital computer determines their switching points.

For the system described by the difference equation, or the

recurrence formula of order N, the optimum switcing line would be given



Fig. 6.6 Block diagram of many
point control system
with relays.

-GIZ)

Fig. 6.7 Block diagram of system
with linear switching
line.

by functions of N-l sampled data, en' e
rt

_ 1 , .... and e n-N+2

F i (e n • en -1 • ... en -N+ 2) = 0 (i=1,2 .... ) (6.11)

As an example, the same system as discussed in the previous section

will be used. Le~ all controlled systems G(s)t s be equal to 1/s(s+1),

then the many point control system as shown in Fig. 6.6 can be replaced

by a single sampled data control system as shown in F'ig. 6.7

In case of linear switching. en - ~ 0, ~n-l
0, where J1. is a

suitably chosen constant, the error response of this control system to

unit step input can be calculated by the following recurrence relation

e =1.90484e 1-G.90484e 2-0.0LJ484V 1-D·00408V 2n n- n- n- n-
(6.12)

Vn = s i g n (e n-~ e n - 1 )

where the initial condition is eo = 1 and e1 = 0.99516.

Although this differnce equation can easily be solved analytically,

it is more practical to employ the procedure mentioned below to determine

the values of V
n ( 1 or -1 ). As the switching line becomes a

straight line with tangent ~ passing through the origin of the ( en

en- 1 ) plane, Vn changes its sign from 1 to -lor from -1 to 1 at the

(55)



first point across the switching line when we plot ( en ' en- 1 ) deter-

mined by the recurrence relation (6.12). The responses of this system

for ~ = 0, 0.75 and 0.9 are given in Figs. 6.8 (a),(b), and (c) respec-

tively.

ell ell
/.0 1.0

en?! 0

dn=o
0 /.0 en_I 0 / n

ca) j.A=O

~F
/.0

en-a. 7Selt-1 ~ 0

o / 2 .3 4 It

(b) fA = 0·75

en
/.0 /.0

en-o.qen-I ~O

/.0 0 2 .3 4 It

(C) t' - O,q

Fig. 6.8 Transients of system
shown in Fig. 6.7.

On the other hand, the so-called optimum switching line correspond-

ing to that of the continuous system can be obtained as the solution of

the difference &Quation (6.12) - V- 0-2 = 1 or -1 ) passing

through the origin. The difference eQuation describing thB behavier

of the system shown in Fig. 6.7 for any step input can be written as

e - (Hd) e l+ de 1=±A.n n- n- (A=const.) (6.13)

(56)



The general solution of (6.13) becomes

n, nA
e =C 1+C Zd :!:--

n 1-d

where C1 and Cz are arbitrary constants.

err-I 9 there results

Eliminating n from en and

1 dA
A 1- d + {e - de - C (1- d) -+ ~1--ct" }

e -e I::;:d: --- -G ---. d- A n n~ 1 1
n n- I-d Z d (6.15)

Determining C; and Cz so that this solution curve may pass through

the origin of the ( en' en -1 plane, (6.15) becomes

e -e =±n n-1 (6.16)

As A is -to (l-d), if to = 0,1, the switching line becomes

e n -0.90404e n _1)
e -e _1=±0.1{1-exp(± }

n n 0.9516

or

These two curves are shown in Fig, 6,9 and Fig. 6,10.

(6.18)

However,

this switching line is not necessarily optimum, because the switching

does not occur at the instant the trajectory crosses the SWitching

line on the ( en ,en-1 ) plane, but, owing to the discrete detection

of the error signal, it occurs at the next sampling instant.

Theref~re, the linear switching is more practical in respect of simpli-

ci ty.
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Fig. 6.9 Optimum switching line
in ( en,en-l ) plane.

6.4 Conclusion

Fig. 6.10 Optimum switching line
in ( e~ , en ) plane.

The transient response of sampled data control systems with non-

linear elements can be calculated exactly, if there are a sampler and

a hold element before and after each non-linear element. Otherwise,

fictitious ones must be inserted for each non-linear element, but in

this case, of course, we obtain the response only approximately.

This fact implies that this method can be also applied to calculate

approximately the transient response of the conventional continuous

non-linear control systems. In this cass, as the physical realiza-

bility of the fictitious hold element need not be considered, we can

improve the accuracy of the approximation by using the higher order hold

element.

In the control system with relays as mentioned in the section 6.3,

it is not economical to use 'the digital computer for determining the

switching point only. This form of the control is not practical

unless we use a part of the function of the digital computer equipped

for the so-called computing control, profit control etc.

(58)



Chapter 7

rrRIAL MANUPAC'1URE OF OPTIMUJ\1 NON-LINEAR CONTROLLER USING SlJI/IPLED

DATA

7.1 Control circuit

This chapter is concerned with the optimum non-linear controller

using sampled data. This type of the controller has been already

proposed by Prof. Y, Sawaragi and otherJ~)

for process control.

We made it especially

The principle of this controller is shown in Pig. 7.1. Sampler

A closes long enough for a signal to remain in the memory of a paten-

tiometer.

t<elb.Y Hold

Fig, 7.1 Block diagram of optimum
non-linear controller.

Sampler B operates one sampling period after the sampler A.

A operates immediately after B was opened, These operations are

repeated, so we obtain the signal at the previous sampling instant from the

potentiometer whenever B closes.

tes by discriminating the sign of

Relay R in a manipulated part opera-
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Fig. 7.2 Over-all circuit of optimum non-linear controller

by a phase detector as shown in Fig, 7.1j where en is the present

sample and e n-1 is the previous one, Fig. 7,2 shows the circuit

of this controller,

The transients of inner temperature of the water tank as shown in

Healer. /. 3 KW
oovr ~A.C./

d, <.p [
-

I-=b

La

Fig. 7,3 Controlled system ( water tank )j outer tank
litre j inner tank 0,6 litre.

4·45
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Fig. 7.3. are shown in Figs. 7.4 (a),(b), and (c). If we choose the

value of ~ properly, we have good response which has no overshoot and

has small hunting.

30 f ~ oq

lO,JQ <10 SO 6070 gO'?11t<n

(C) f' = O.q

Fig. 7.4 Comparison of transients for threevalues of ~ .

7.2 Evaluation of optimum switching line

The transfer function of the controlled system shown in Fig. 7.4 is

-sL
ke

G (z) = -----­
(T 1S+ 1) (T 2S+ 1)

k =42·3
0

C

L =2.0 min.

Tl=4. 8min.

T 2= 1 7 • 9m in.

(61)



so we have the Z transform of it as follows:

az-m- 1+bZ-m- 2

-~
d2=e T2

L
m=--

t 0

I-d +2

Tl (dl-d 2)

T2 --T1

Tl (d2-d l)

Therefore~ we obtain the recurrence relation which describes the

response of the system as

= (1-d
1
)

Vn=sign{en-~en-l}

The optimum switching line

(7.4)
(1-d ) -aV -bY

2 n-m-l n-m-2

of this case is given by calculating

(7.4) successively backward in such a way as eO=e-l=O.e_2. e _3' •••.•

( Fig. 7.5 )~ when we set V 1-n-m- - V
n-m~2 = +1 or -1 in (7,4)

e"

(Q). (e",e~_l)Plane

Ll.e, = e,,- en-I

40

Fig, 7.5 Optimum swiching line.
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APPENpIXES

A - . I" ~ 1 t' l'n t f St b' l . t(7)ppendlx -.1 lma y lea. 'Les·· or al~l y

A sampled data control system is stable if all·th~ roots of the

system characteristic equation fez) := 0 lie within the unit circle.

For the polynomial

we set

(A.I)

i aa

I

an att-l

a
n

. '

a
o

a
l

..- -- ..... ---._.~ - ..-. ~ .. - _.._.. -
• I ao

a l a
0

I .
a

~-ln a O

(A.2)

then we make Dn - l by taking off 2 column8 and 2 rows with number nand

2n from Dn •

finally

Dn -2 is formed from ~-1 in the same way ••..•. and

ao a
1 a n

i

a o la ~n.l ao a
D2

I ft'" 1 n-._... _. _...--- -- -+ Dl
a a I ao a

~n n-l, n
1

a a1 a on

The stability criterion can be formulated as

Dk > 0, ( k ::: 1, 2, "', n )

(A.3)

The above (2n,2n) determinant Dn

(n,n) determinant

(63)

can be reduced to the following



I
d1 n I, ,

I- ----
~n ~,l

(A.5)

where

p-l
d -::£

p,q .,1=0

and a j.J. = 0 for j.J. > n.

If we set

aA aj.J.
( A+j.J. = p+q-l ) (A.6)

(A.6) becomes as follows :

dp,q = (O,p+q-1)+(l,p+q-2)+ ... -t(p-l,q)

If we pay attention to

the following relations can easily be shown

d p,q

and from (A.B)

~,q = d n - p+ 1 ,n-Q+l=dn-q+l,n-p+l

o

(A.B)

(A.lO)

(A.ll)

Therefore, the determinant (A.5) is simmetrical about two diagonals.

Thus the stability criterion can also be formulated as :

All the principal minors of (A.5)

Examples

For a quadratic polynomial

f (z) = a 0 z 2+a 1 z+a 2

the following determinants are obtained

> o (1i. 12)

(A.13)



) 2 2
d 12= dZ1= (0 I 2 = a 0-a 2

D2

Then the stability conditions are

> 0 (A.14)

Similarly, for a third order system,

the following determinants are obtained

(0,3) 2 2
d13 = ao - a3

d12 = (0,2) = aoo.l- Cl..l a 3

dll (0,1) = aoa~- at a3

~2 (0,3) (1,2) 2 2 2 2+ = ao- Bs,+ 9 -a 2

Dl d13 = oJ 2- a3

c;3 ~21 Id13 ~
D2 = _.

I
q3 d22 ! !d12 d22I

(a2 +80 a - a a - a}) (a0
2-ao a2 +a1a3-a~)0 Z 1 3

dn d12 dU dO d 12 d ll
D3 <J.z3 d22 d21 d12 dZ2 d12

d.l3 ~2 ~1 i dU d12 d 13

Therefore, the stability conditions are

(65)



2 2
a O-a 3 > a

> a (A.16)

> a

Appendix 1-2 on the Boundary of Stability

The Schur's. determinant Dn of (A. 2) is nothing .bu t the resultant

formed from the following two polynomials

f (z) = a 0 zn+ a 1 zn-l+ ••.. +an-l z+a n

f*(z);::::anZn+an_1Zn-l+ ... +alz+aO

namely, D = 0 is the necessary and suffioient condition in which fez)n

::: 0 and f*(z) = 0 have commom roots.

On the other hand, if we assume fez) o to be the system oharacte-

ristic equation, fez) = 0 and f*(z) = 0 have commom roots at the boundary

of stability. This fact can be proved as in the following if fez)

::: 0 , the characteristic equation with real coefficients, has a root

a= rei f)
... - -itJ

, it has also its complex conjugate root a=re • On that

occasion, f*(z) = 0 has two roots

a ( a ro 0 t 0 f f ( z) = 0 ) and 1/ a

1 1-if) 1 1 ifi_. -=-_. e and -=- =~- e As
a r a r

( a root of f*(z) = 0 ) have the

same argument f) these two roots coincide on the unit circle ( i.e.

at the boundary of stability).

Thus D = 0 is the necessary condition for the boundary of stability,
n

but not the sufficient one.

Appendix 11-1 Derivation of (4.25)

Let En be (n,n) unit matrix and On be (ri,n) zero matrix, then

=-
1\ 0m+l 1\2

where 1\ is the (m+l;n+l) matrix' as follows

(66)

(A.l)



r 1 0 0 0 0 0
- -" --,- - - _. _. - - _.- - _. - -- - - - - _. _. - - --

1 1

0 1 2 3 n-l n

/\ -
0 I 0 2 . I 3.2 Gr-1)qr.2) n (n-I) '--""~ ." (A.2)

I
.

I n-l
0 0 0 0 {m-l } {m~l } .l

"

and /\ t is a transpose matrix of /\ ~\1 is the matrix with the first

column taken off /\ j and /\2 is the matrix with the first row taken

off /\1,

Multiplying ~ by the following determinant

E 0
n

* 1A - -
-/\2 Em i

there resul ts

* J E

~I
E /\~ En /\t

~=~ ~ = n n

1-/\2 1\2
-

"'i\Zt\~Em 0

~= (_1)m-r 1 1/\/\t J- (_1)m+1!C f2 2 - P.q

Appendix 11-2 Derivation of (4. 28 )

Let En~)be the unit matrix En in which the element (~,~) is

replaced by 0 and 1\ (~) be the matrix 1\ in which the ~ th row is

replaced by the following row vector

then ~~+1 can be expressed as folloes :

(A.5)

E ~+l)
n+1

/\ ~+ 1)
(A.6)

By the same procedure as mentioned above, ~~+1 becomes

(67)



°= IEn + 1
6"+1

,-. . ,-/\ Em+ 1

0.t+ 1)
En+ 1

/\Vti-i)
/\

t E(.u+ 1)
n+ 1 I

= -/\E(.u+ 1) +E /\(p.+ 1)
0m+ 11 i n+ 1 m+ 1

h -!\E(P.+1) +E /\(p+1)
were n+ 1 m+ 1 is the matrix whose elements are all zero

except the element (1 1 1) which is unity.

Exchanging the p. +lth column with the n+2th column, there results

= _ I (-/\/\ t) • I (A.8)

where (_/\/\t) , is the matrix formed by replacing the first column

of -/\/\ t by the p. +1 th column of /\ t 1 i. e.

o • 1 • p. • p. (;;.-1) I •••• • { m.!:'1 }

As all the elements of the first row of ( -/\/\ t ) f are zero except

the second element which is unitYl we obtain

Appendix 11-3 Derivation of (4.30) :

(A.IO)

t m "1-/\/\1 J = (-1) rep, q r

(68)

(A.Il)
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